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Executive Summary

Executive Summary

Cisco Validated Designs (CVDs) consist of systems and solutions that are designed, tested, and documented to facilitate and
improve customer deployments. These designs incorporate a wide range of technologies and products into a portfolio of
solutions that have been developed to address the business needs of our customers.

Cisco and Hitachi are working together to deliver a converged infrastructure solution that helps enterprise businesses meet the
challenges of today and position themselves for the future. This CVD utilizes many of the same components as the initial Cisco
and Hitachi Adaptive Solutions architecture but has been reimplemented to take advantage of the Cisco Application Centric
Infrastructure (ACI).

Cisco ACl is a holistic architecture that introduces hardware and software innovations built upon the Cisco Nexus 9ooo® Series
product line. Cisco ACl provides a centralized policy-driven application deployment architecture that is managed through the

Cisco Application Policy Infrastructure Controller (APIC). Cisco ACI delivers software flexibility with the scalability of hardware
performance.

This document steps through the deployment of the Cisco and Hitachi Adaptive Solutions for Converged Infrastructure as a
Virtual Server Infrastructure (VSI) using Cisco ACI. This architecture is described in the Cisco and Hitachi Adaptive Solutions for
Converged Infrastructure with ACI Design Guide. The recommended solution architecture is built on Cisco Unified Computing
System (Cisco UCS) using the unified software release to support the Cisco UCS hardware platforms for the Cisco UCS B-Series
Blade Server, Cisco UCS 6400 or 6300 Fabric Interconnects, Cisco Nexus gooo Series switches, Cisco MDS gooo Multilayer
switches, and Hitachi Virtual Storage Platform (VSP).
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Introduction

Modernizing your data center can be overwhelming, and it's vital to select a trusted technology partner with proven expertise.
With Cisco and Hitachi as partners, companies can build for the future by enhancing systems of record, supporting systems of
innovation, and growing their business. Organizations need an agile solution, free from operational inefficiencies, to deliver
continuous data availability, meet SLAs, and prioritize innovation.

Hitachi and Cisco Adaptive Solutions for Converged Infrastructure as a Virtual Server Infrastructure (VSI) is a best practice
datacenter architecture built on the collaboration of Hitachi Vantara and Cisco to meet the needs of enterprise customers
utilizing virtual server workloads. This architecture has been expanded to include the Cisco Application Centric Infrastructure
(ACl) as an overarching SDN solution. Under the AClI umbrella, the Hitachi Virtual Storage Platform (VSP) connects through
the Cisco MDS Multilayer Switch to the Cisco Unified Computing System (Cisco UCS) and is enabled within the network using
the same Cisco Nexus family of switches.

The reference architecture covers specifics of products utilized within the Cisco validation lab, but the solution is considered
relevant for equivalent supported components listed within Cisco and Hitachi Vantara’s published compatibility matrixes.
Supported adjustments from the example validated build must be evaluated with care as theirimplementation instructions
may differ.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional services, IT
managers, partner engineers, and customers who want to modernize their infrastructure to meet SLAs and their business
needs at any scale.

Purpose of this Document

This document provides a step by step configuration and implementation guide for the Cisco and Hitachi Adaptive Solutions
for Converged Infrastructure solution configured with Cisco ACI 4.1. This solution features a validated reference architecture
composed of:

e (isco UCS Compute

e  (Cisco Nexus Switches with ACI

e Cisco MDS Multilayer Fabric Switches
e Hitachi Virtual Storage Platform

The design and technology decisions that went into this solution can be found in the accompanying Cisco and Hitachi Adaptive
Solutions with Cisco ACI Design Guide.

What's New in this Release?

The following design uses many of the concepts and best practices of the initial release, but in this release the primary
differentiators are:

e Support for Cisco ACl 4.1
e  Support for the Intel Cascade Lake Processors within Cisco UCS B20o M5 servers

e  Support for Hitachi UCP Advisor


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/cisco_hitachi_adaptivesolutions_ci_ssacidesign.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/cisco_hitachi_adaptivesolutions_ci_ssacidesign.html
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Architecture

Cisco and Hitachi Adaptive Solutions for Converged Infrastructure is a validated reference architecture targeting Virtual Server
Infrastructure (VSI) implementations. The architecture is built around the Cisco Unified Computing System (Cisco UCS) and
the Hitachi Virtual Storage Platform (VSP) connected together by Cisco MDS Multilayer SAN Switches, and in this release,
designed with the Cisco Application Centric Infrastructure using Cisco Nexus Switches.

These components come together to form a powerful and scalable design, built on the best practices of both companies to
create an ideal environment for virtualized systems.

The solution is built and validated for a topology featuring the Cisco UCS Fabric Interconnect as well as the Hitachi VSP Storage
System, using the MDS and the Nexus switching infrastructure which is implemented with Cisco ACI. The topology, shown in
Figure 1:

e Cisco Nexus 93180YC-FX —100Gb capable ACl leaves, giving LAN connectivity to the UCS compute resources.
e Cisco Nexus 9364C ACl spines, delivering the backbone of the upstream network.

e Cisco Application Policy Infrastructure Controllers, management servers for the ACI SDN implementation, giving API,
CLI, and GUI options as an interface.

e Cisco UCS 6454 Fabric Interconnect — Unified management of UCS compute, and the compute’s access to storage and
networks.

e Cisco UCS B200 M5 —High powered, versatile blade server, with Intel® Cascade Lake processors.

e Cisco MDS 9706 —32Gbps Fibre Channel connectivity within the architecture, as well as interfacing to resources present
in an existing data center.

e Hitachi VSP G370 — Mid-range, high performance storage system with optional all-flash configuration

10
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Figure 1 Cisco and Hitachi Adaptive Solutions for Cl with ACI using Hitachi VSP G370 and Cisco UCS 6454 Fl
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The Cisco UCS B20o Mg servers in this topology are hosted within the same Cisco UCS 5108 Chassis but connect into the fabric
interconnects from the chassis using Cisco UCS 2208XP IOMs. The 2208XP IOM supports up to 8 10G connections going into
the Cisco UCS 6454 Fls, delivering a high bandwidth solution for either remote office or the corporate datacenter.

Management components for both architectures additionally include:

e Cisco UCS Manager — Management delivered through the Fabric Interconnect, providing stateless compute, and policy
driven implementation of the servers managed by it.

e  Cisco Intersight (optional) — Comprehensive unified visibility across UCS domains, along with proactive alerts and
enablement of expedited Cisco TAC communications.

e Cisco Data Center Network Manager (optional) — Multi-layer network configuration and monitoring.

e Cisco Workload Optimization Manager (optional) — Resource optimization to deliver capex savings.

e Hitachi Storage Navigator — Management of Storage Virtualization Operating System (SVOS) on the VSP storage

platform.

e Hitachi UCP Advisor (optional) — Comprehensive visibility and provisioning of VSP storage through vCenter.

The validation lab covered the above topology, as well as management components listed within a vSphere 6.7 U2 based
hypervisor environment. vSphere 6.5 was not validated but is supported within the Cisco-Hitachi Interoperability partnership.

11
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___________________________________________________________________________________________________________________________|

Hardware and Software Versions

Table 1 lists the validated hardware and software versions used for this solution. Configuration specifics are given in this
deployment guide for the devices and versions listed in the following tables. Component and software version substitution
from what is listed is considered acceptable within this reference architecture, but substitution will need to comply with the
hardware and software compatibility matrices from both Cisco and Hitachi.

Cisco UCS Hardware Compatibility Matrix:

https://ucshcltool.cloudapps.cisco.com/public/

Cisco Nexus and MDS Interoperability Matrix:

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/mdsgqooo/interoperability/matrix/intmatrx/Matrix1.html

Recommended Cisco APIC and Cisco Nexus gooo Series ACI-Mode Switches Releases:

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/recommended-
release/b Recommended Cisco ACI Releases.html

Cisco ACl Virtualization Compatibility Matrix:

https://www.cisco.com/c/dam/en/us/td/docs/Website/datacenter/aci/virtualization/matrix/virtmatrix.html

Hitachi Vantara Interoperability:

https://support.hitachivantara.com/en_us/interoperability.html

In addition, any substituted hardware or software may have different configurations from what is detailed in this guide and will
require a thorough evaluation of the substituted product reference documents.

Table1  Validated Hardware and Software

Component Software Version/Firmware Version
Network Cisco Nexus 93180YC-FX (leaf) 14.1(29)

Cisco Nexus 9364C (spine) 14.1(29)

Cisco APIC M2 4.1(29)

Cisco ExternalSwitch 1.0

Cisco ACI Plugin £4.1.2000.7
Compute Cisco UCS Fabric Interconnect 6454 £4.0(4b)

Cisco UCS 2208XP IOM £4.0(4b)
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Component Software Version/Firmware Version
Cisco UCS B20o Mg £4.0(4b)
VMware vSphere 6.7U2
VMware_ESXi_6.7.0_13006603_Custom_Cisco_6.7.2.1.is0
ESXi 6.7 U2 nenic 1.0.29.0
ESXi 6.7 U2 nfnic 4.0.0.38
VMware vCenter Server Appliance 6.7 U2
VMware-VCSA-all-6.7.0-14070457.is0
VM Virtual Hardware Version 13
Storage Hitachi VSP G370 88-03-23 (SV0S 8.3.1)
Hitachi UCP Advisor 3.0
Hitachi Storage Plugin for vCenter 3.10.0
Hitachi Storage Provider for VMware 3.5.6
vCenter (VASA)
Cisco MDS 9706 8.3(1)
DS-X9648-1536Kg
DS-Xg7-SF1-Kg
Cisco DCNM 11.2(1)

Configuration Guidelines

This document provides details for configuring a fully redundant, highly available configuration for the Cisco and Hitachi
Converged Infrastructure. References are made to which component is being configured with each step, either *-1” or “-2". For
example, AA19-9706-1 and AA19-9706-2 are used to identify the two MDS switches that are provisioned with this document,
with AA19-9706-1 and 2 used to represent a command invoked on both Nexus switches. The Cisco UCS fabric interconnects are
similarly configured. Additionally, this document details the steps for provisioning multiple Cisco UCS hosts, and these
examples are identified as: VM-Host-Infra-01, VM-Host-Infra-02 to represent hosts deployed to each of the fabric interconnects
in this document. Finally, to indicate that you should include information pertinent to your environment in a given step, <text>
appears as part of the command structure.

See the following example of a configuration step for both Nexus switches:
AA19-9706-1&2 (config) # ntp server <<var_oob_ ntp>>

This document is intended to enable you to fully configure the customer environment. In this process, various steps require you
to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well as to record appropriate MAC
addresses. The tables provided can be copied or printed for use as a reference to align the appropriate customer deployed
values for configuration specifics used within the guide.

Table 2 lists the VLANSs necessary for deployment as outlined in this guide.
13
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Table2  VLANs Used in the Deployment

VLAN Name VLAN Purpose ID Used in Customer Deployed Value
Validating this
Document

Internal-Infra VLAN for Internal Infrastructure (UCSM/VSP) 119

Common VLAN for Shared Infrastructure (AD/DNS) 319

Host-Mgmt VLAN for Hypervisor Hosts (ESXi) 419

vMotion VLAN for vSphere vMotion traffic 519

Native VLAN to which untagged frames are assigned 2

App-vDS-[1- VLAN for Application VM Interfaces residing in vDS 1100-1199

100] based port groups

Table 3 lists additional configuration variables are used throughout the document as pointers to where a customer provided
name, or reference for relevant existing information will be used.

Table3  Variables for Information Used in the Design

Variable Variable Description Customer Deployed Value
<<var_nexus_A_hostname>> Nexus switch A hostname (Example: AA20-93180-
1)
<<var_nexus_A_mgmt_ip>> Out-of-band management IP for Nexus switch A

(Example: 172.16.163.108)

<<var_nexus_B_hostname>> Nexus switch B hostname (Example: AA20-93180-
2)
<<var_nexus_B_mgmt_ip>> Out-of-band management IP for Nexus switch B

(Example: 172.26.163.109)

<<var_oob_mgmt_mask>> Out-of-band management network netmask
(Example: 255.255.255.0)

<<var_oob_gateway>> Out-of-band management network gateway
(Example: 172.26.163.254)

<<var_oob_ntp>> Out-of-band management network NTP server
(Example: 172.26.163.254)

<<var_password>> Administrative password (Example: NotaP4ss)
<<var_dns_domain_name>> DNS domain name (Example: ucp.cisco.com)
<<var_nameserver_ip>> DNS server IP(s) (Example: 10.1.168.9)
<<var_timezone>> Time zone (Example: America/New_York)

14
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Variable

Variable Description

Customer Deployed Value

<<var_ib_mgmt_vlan_id>>

In-band (Site Infra) management network VLAN
ID (Example: 119)

<<var_ib_mgmt_vlan_netmask_|
ength>>

Length of Site-Infra-VLAN Netmask (Example:
[24)

<<var_ib_gateway_ip>>

Site Infra management network VLAN ID
(Example: 10.1.168.254)

<<var_vmotion_vlan_id>>

vMotion management network VLAN ID
(Example: 519)

<<var_vmotion_vlan_netmask_le
ngth>>

Length of vMotion-VLAN Netmask (Example: /24)

<<var_vsan_a_id>>

VSAN used for the A Fabric between the VSP /FI
(Example: 101)

<<var_vsan_b_id>>

VSAN used for the A Fabric between the VSP [FI
(Example: 102)

<<vsp_hostname>>

<<Vsp-g370>>

Hitachi VSP storage system name (Example g370-
[Serial Number])

<<var_ucs_clustername>>

<<var_ucs_6454_clustername>>

Cisco UCS Manager cluster host name (Example:
AA19-6454)

<<var_ucsa_mgmt_ip>>

Cisco UCS fabric interconnect (FI) A out-of-band
management IP address (Example: 10.1.168.16)

<<var_ucs_mgmt_vip>>

Cisco UCS fabric interconnect (FI) Cluster out-of-
band management IP address (Example:
10.1.168.15)

<<var_ucsb_mgmt_ip>>

Cisco UCS FI B out-of-band management IP
address (Example: 10.1.168.17)

<<var_vm_host_infra_o1_ip>>

VMware ESXi host o1 in-band management IP
(Example: 10.4.168.21)

<<var_vm_host_infra_o2_ip>>

VMware ESXi host 02 in-band management IP
(Example: 10.4.168.22)

<<var_vm_host_infra_vmotion_o
1_ip>>

VMware ESXi host o1 vMotion IP (Example:
192.168.100.21)

<<var_vm_host_infra_vmotion_o
2_ip>>

VMware ESXi host 02 vMotion IP (Example:
192.168.100.22)

<<var_vmotion_subnet_mask>>

vMotion subnet mask (Example: 255.255.255.0)

<<var_vcenter_server_ip>>

IP address of the vCenter Server (Example:
10.168.168.100)
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Physical Cabling

This section explains the cabling examples used for the validated topology in the environment. To make connectivity clear in
this example, the tables include both the local and remote port locations.

Physical Cabling for the UCS 6454 with the VSP G370
Figure 2 shows the cabling configuration used in the design featuring the Cisco UCS 6454 Fl with the Hitachi VSP G370.
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Figure 2 Cisco UCS 6454 and VSP G370 with ACI Cabling Diagram
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The following tables list the specific port connections with the cables used in the deployment of the Cisco UCS 6454 and the

VSP G370 are provided below.

Table 4

Cisco Nexus 93180YC-FX A (Leaf) Cabling Information
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[ Local Device

| Local Port

| Connection

Remote Device
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Local Device Local Port Connection Remote Device Remote Port

Cisco Nexus 93180YC-FX A Eth1/a GbE GbE management switch any
Ethi/47 25GbE Cisco UCS 6454 FI A Etha/47
Eth1/48 25GbE Cisco UCS 6454 FI B Eth 1/47
Eth1/53 40GDbE or 100GbE Cisco 9364C A (Spine) Eth1/41
Ethi/54 40GbE or 100GbE Cisco 9364C B (Spine) Eth 1/41
MGMTo GbE GbE management switch Any

Table 5  Cisco Nexus 93180YC-FX B (Leaf) Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco Nexus 93180YC-FX B Ethi/a GbE GbE management switch any
Etha/47 25GbE Cisco UCS 6454 FI A Ethi1/48
Eth1/48 25GbE Cisco UCS 6454 FI B Eth 1/48
Eth1/53 40GDbE or 100GbE Cisco 9364C A (Spine) Eth 1/42
Ethi/54 40GDbE or 200GbE Cisco 9364C B (Spine) Eth 1/42
MGMTo GbE GbE management switch Any

Table 6  Cisco UCS 6454 A Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco UCS 6454 FI A FC1/2 32Gb FC MDS g706 A FC1/s
FC1/2 32Gb FC MDS g706 A FC1/6
Ethi/g 10GbE Cisco UCS Chassis 2208XP FEX A IOM 1/1
Ethi/10 10GbE Cisco UCS Chassis 2208XP FEX A IOM 1/2
Eth1/11 10GbE Cisco UCS Chassis 2208XP FEX A IOM 1/3
Etha/12 10GbE Cisco UCS Chassis 2208XP FEX A IOM 1/4
Ethi/47 25GbE Cisco Nexus 93180YC-FX A Eth1/47
Eth1/48 25GbE Cisco Nexus 93180YC-FX B Eth1/47
MGMTo GbE GbE management switch Any
L1 GbE Cisco UCS 6454 FIB L1

# Ports 1-8 on the Cisco UCS 6454 are unified ports that can be configured as Ethernet or as Fibre Channel ports. Server
ports should be initially deployed started with 1/g to give flexibility for FC port needs, and ports 49-54 are not configurable
for server ports. Also, ports 45-48 are the only configurable ports for 1Gbps connections that may be needed to a network

switch.

Table7  Cisco UCS 6454 B Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco UCS 6454 FIB FC1a 32Gb FC MDS g706 B FCa/s
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Local Device Local Port Connection Remote Device Remote Port
FCa/2 32Gb FC MDS g706 B FC1/6
Ethi/g 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/1
Ethi/10 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/2
Ethi/12 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/3
Ethi/12 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/4
Ethi/47 25GbE Cisco Nexus 93180YC-FX A Eth1/48
Eth1/48 25GbE Cisco Nexus 93180YC-FX B Eth1/48
MGMTo GbE GbE management switch Any
L1 GbE Cisco UCS 6454 FI A L1
L2 GbE Cisco UCS 6454 FI A L2

Table8  Cisco MDS g706 A Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco MDS g706 A FC1a/s 32Gb FC Cisco UCS 6454 FI A FC1/1
FC1/6 32Gb FC Cisco UCS 6454 FI A FC1a/2
FCa/11 32Gb FC VSP G370 Controller 1 CL1-A
FC1/12 32Gb FC VSP G370 Controller 2 CL2-B
Sup1 GbE GbE management switch Any
MGMTo
Sup2 GbE GbE management switch Any
MGMTo

Tableg  Cisco MDS g706 B Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco MDS 9706 B FCa/s 32Gb FC Cisco UCS 6454 FIB FC1/1
FCa/6 32Gb FC Cisco UCS 6454 FIB FCa/2
FC1/12 32Gb FC VSP G370 Controller 1 CL3-B
FC1/12 32Gb FC VSP G370 Controller 2 CL 4-A
Sup1 GbE GbE management switch Any
MGMTo
Sup2 GbE GbE management switch Any
MGMTo

Table 20 Hitachi VSP G370 Cabling Information

[ Local Device | Local Port Connection Remote Device Remote Port
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Hitachi VSP G370 CL1-A 32Gb FC MDS g706 A FCa/11
CL2-B 32Gb FC MDS g706 A FC1/12
CL3-B 32Gb FC MDS g706 B FC1/12
CL 4-A 32Gb FC MDS g706 B FC1/12
Cont1 GbE SVP LAN3
LAN
Cont2 GbE SVP LANg
LAN

# SVP will be configured by a Hitachi Vantara support engineer at the time of initial configuration and is out of scope of the
primary deployment.
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Cisco ACI Configuration

This section provides a detailed procedure for configuring the Cisco ACl fabric for use in the environment and is written where
the components are added to an existing Cisco ACl fabric as several new ACl tenants. Required fabric setup is verified, but

previous configuration of the ACI fabric is assumed.

In ACI, both spine and leaf switches are configured using the APIC, individual configuration of the switches is not required. The
Cisco APIC discovers the ACl infrastructure switches using LLDP and acts as the central control and management point for the
entire configuration.

Physical Connectivity

Physical cabling should be completed by following the diagram and table references found in the Physical Cabling section.

Cisco Application Policy Infrastructure Controller (APIC) Verification

To verify the setup of the Cisco APIC, follow these steps:

ﬂ Cisco recommends a cluster of at least 3 APICs controlling an ACI Fabric.

1. Loginto the APIC GUI using a web browser, by browsing to the out of band IP address configured for APIC. Login with the
admin user id and password.

2. Take the appropriate action to close any warning or information screens.
3. From the APIC home page, select the System tab followed by Controllers.
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4. Select the Controllers folder. Verify that at least 3 APICs are available and have redundant connections to the fabric.

AAT1-9372PX-WEST-1 AA11-9372PX-WEST-2 BBO06-9372PX-WEST-1 BBOG6-9372PX-WEST-2

LA

AATT-APIC-M2-... AATT-APIC-M2-... BBOG-APIC-M2Z-...

Cisco ACI Fabric Discovery

This section details the steps for adding the two Nexus 93180YC-FX leaf switches to the Fabric. This procedure is assuming that
dedicated leaves are being added to an established ACI fabric. If the two Nexus 93180YC-FX leaves have already been added to
the fabric, continue to the next section. These switches are automatically discovered in the ACI Fabric and are manually
assigned node IDs. To add Nexus 93180YC-FX leaf switches to the ACl fabric, follow these steps:

1. Atthetop in the APIC home page, select the Fabric tab and make sure Inventory under Fabric is selected.

2. Inthe left pane, select and expand Fabric Membership.

3. Thetwo 93180YC-FX Leaf Switches will be listed on the Fabric Membership page within the Nodes Pending Registration
tab as Node ID o as shown:
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Serial Number Pod ID « Node ID HL TEP Pool Name Role Supported S5L Certificate Status
Model

ﬂ For auto-discovery to occur by the APIC, the leaves will need to be running an ACI mode switch software release. For
instructions on migrating from NX-OS, please refer to:
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b KB Converting NgKSwitch NXOSStan
daloneMode to ACIMode.html

4. Connect to the two Nexus 93180YC-FX leaf switches using serial consoles and login in as admin with no password (press
enter). Use show inventory to get the leaf’s serial number.

(none)# show inventory
MAME: "Chassis™, DESCR: "MNexus (9318@0Y(C-FX chassis”
PID: NOK-C93180YC-FX , WVID: V@3 , 5N: FDOZZ23365WD

MAME: "Slot 1 ", DESCR: "48x1@/25G -
PID: N9K-C93188YC-FX , VID: V@3 , 5N: FDOZZ233@5WD

5. Match the serial numbers from the leaf listing to determine the A and B switches under Fabric Membership.

6. Inthe APIC GUI, within Nodes Pending Registration under Fabric Membership, right click the A leaf in the list and select
Register.

Serial Mumber Pod ID = Mode ID RL TEP Pacl Name Rele Supported S5L Certificate Status

Suppor
Model

7. EnteraNode ID and a Node Name for the Leaf switch and click Register.
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Register
Serial Mumber; FDO223305WD

Pod ID:

E\Jode ID: | 107 :]

RL TEP Pocl: |0

Role: | |leaf

MNode Mame: | 4420-93180YC-FX-WEST- g

Rack Name: |select

8. Repeat steps 4-7 for the B leaf in the list.

‘ﬁ During discovery, there may be some messages appearing about the leaves being inactive, these messages can be ig-

nored.

9. Click the Pod the leaves are associated with and select the Topology tab for the Pod. The discovered ACI Fabric topology
will appear. It may take a few minutes for the new Nexus 93180YC-FX switches to appear and you will need to click Re-

fresh for the complete topology to appear. You may also need to move the switches around to get the arrangement that
you desire.

ABDT-531B0VC-EX-...  AADT-53100VC-EX-.. AA11-8372PX-WEST-1  AAT1-537

2FH-WEST-2

Leaf Nade Details

9ve

‘ﬁ The topology shown in the screenshot above is the topology of the validation lab fabric containing 8 leaf switches, 2
spine switches, and 2 APICs. The environment used is implementing an ACI Multi-Pod (not explained in this docu-
ment), which places the third APIC in a remotely connected ACI Pod. Cisco recommends a cluster of at least 3 APICs in

a production environment.
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Initial ACI Fabric Setup Verification
This section details the steps for the initial setup of the Cisco ACI Fabric, where the software release is validated, out of band
management IPs are assigned to the new leaves, NTP setup is verified, and the fabric BGP route reflectors are verified.
Software Upgrade

To upgrade the software, follow these steps:

1. Inthe APIC GUI, select Admin -> Firmware.

2. This document was validated with ACl software release 4.1(2g). Select the Infrastructure tab within Firmware, and the
Nodes sub-tab under Infrastructure. All switches should show the same firmware release and the release version should be
at minimum ngoo0-14.1(2g). The switch software version should also correlate with the APIC version.

Ak e @00 O

Frmwere [+

Cantrellars Niodes

.

Enfarze Bocescrigr Wersion valdaton: [

Upsgrade Graup

i

0o,

3. Click Admin > Firmware > Controller Firmware. If all APICs are not at the same release at a minimum of 4.1(2g), follow
the Cisco APIC Management, Installation, Upgrade, and Downgrade Guide to upgrade both the APICs and switches if the
APICs are not at a minimum release of 4.1(2g) and the switches are not at ngooo-14.1(29).

Set Up Out-of-Band Management IP Addresses for New Leaf Switches

To set up out-of-band management IP addresses, follow these steps:

1. To add Out-of-Band management interfaces for all the switches in the ACI Fabric, select Tenants -> mgmt.

2. Expand Tenant mgmt on the left. Right-click Node Management Addresses and select Create Static Node Management
Addresses.

3. Enter the node number range for the new leaf switches (107-108 in this example).
4. Select the checkbox for Out-of-Band Addresses.

5. Select default for Out-of-Band Management EPG.

25


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/managing_ACI_fabric_upgrades_and_downgrades/b_Managing_ACI_Fabric_Upgrades_and_Downgrades.html

Cisco ACI Configuration

6. Considering that the IPs will be applied in a consecutive range of two IPs, enter a starting IP address and netmask in the
Out-of-Band IPV4 Address field.

7. Enter the Out-of-Band management gateway address in the Gateway field.

Create Static Node Management Addresses (2 1]
Specify policy name and a node range, and set their IP:

Mode Range: | 107 - |108

From

Config: [¥] Out-0f-Band Addresses

[ In-Band Addresses

Out-0f-Band Addresses

Qut-0f-Band Management EPG: | default ~ @
Out-Of-Band IPV4 Address: | 172

QOut-0f-Band IPV4 Gateway:

Out-0Of-Band IPVE Address:

Out-0Of-Band IPVE Gateway:

8. Click Submit, then click YES.

9. Onthe left, expand Node Management Addresses and select Static Node Management Addresses. Verify the mapping of
IPs to switching nodes.

Static Node Management Addresses (2]
o .
MNode Type EPG IPVa Address IPVa Gateway IPVE Address IPVE Gateway
pod-1/node-105 Out-Of-Band default 192.168.1.21/24 192.168.1.254
pod-1/node-106 Out-0Of-Band default 192.168.1.22/24 192.168.1.254
pod-1/node-101 Out-Of-Band default 192.168.1.35/24 192.168.1.254
pod-1/node-102 Out-0Of-Band default 192.168.1.36/24 192.168.1.254
pod-1/node-103 Out-Of-Band default 192.168.1.37/24 192.168.1.254
pod-1/node-104 Out-Of-Band default 192.168.1.38/24 192.168.1.254
pod-1/node-201 Out-Of-Band default 192.168.1.39/24 192.168.1.254
pod-1/node-202 Out-Of-Band default 192.168.1.40/24 192.168.1.254

10. Direct out-of-band access to the switches is now available using SSH.
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Verify Time Zone and NTP Server

This procedure will allow customers to verify setup of an NTP server for synchronizing the fabric time. To verify the time zone
and NTP server set up, follow these steps:

1. Toverify NTP setup in the fabric, select and expand Fabric -> Fabric Policies -> Policies -> Pod -> Date and Time.

2. Select default. In the Datetime Format - default pane, verify the correct Time Zone is selected and that Offset State is en-
abled. Adjust as necessary and click Submit and Submit Changes.

3. Onthe left, select Policy default. Verify that at least one NTP Server is listed.

4. If desired, select enabled for Server State to enable the ACI fabric switches as NTP servers. Click Submit.

5. If necessary, on the right use the + sign to add NTP servers accessible on the out of band management subnet. Enter an IP
address accessible on the out of band management subnet and select the default (Out-of-Band) Management EPG. Click
Submit to add the NTP server. Repeat this process to add all NTP servers.

Verify Domain Name Servers

To verify optional DNS in the ACI fabric, follow these steps:

1. Select and expand Fabric > Fabric Policies > Policies > Global > DNS Profiles > default.

2. Verify the DNS Providers and DNS Domains.

3. If necessary, in the Management EPG drop-down, select the default (Out-of-Band) Management EPG. Use the + signs to

the right of DNS Providers and DNS Domains to add DNS servers and the DNS domain name. Note that the DNS servers
should be reachable from the out of band management subnet. Click SUBMIT to complete the DNS configuration.
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DNS Profile cefault 0 o

Verify BGP Route Reflectors

In this ACI deployment, both of the spine switches are set up as BGP route-reflectors to distribute external routes throughout
the fabric. To verify the BGP Route Reflector, follow these steps:

1. Select and expand System -> System Settings -> BGP Route Reflector.

2. Verify that a unique Autonomous System Number has been selected for this ACI fabric. If necessary, use the + sign on the
right to add the two spines to the list of Route Reflector Nodes. Click Submit to complete configuring the BGP Route Re-

flector.
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00

3. To verify the BGP Route Reflector has been enabled, select and expand Fabric -> Fabric Policies -> Pods -> Policy Groups.
Under Policy Groups make sure a policy group has been created and select it. The BGP Route Reflector Policy field should
show “default.”

4. IfaPolicy Group has not been created, on the left, right-click Policy Groups under Pod Policies and select Create Pod Policy
Group. In the Create Pod Policy Group window, provide an appropriate Policy Group name. Select the default BGP Route
Reflector Policy. Click Submit to complete creating the Policy Group.
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5. Onthe left expand Pods -> Profiles and select Pod Profile default.

6. Verify that the created Policy Group or the Fabric Policy Group identified above is selected. If the Fabric Policy Group is not
selected, view the drop-down list to select it and click Submit.

Verify Fabric Wide Enforce Subnet Check for IP and MAC Learning

In this ACI deployment, Enforce Subnet Check for IP and MAC Learning should be enabled. To verify this setting, follow these
steps:

1.

2.

3.

Select and expand System -> System Settings -> Fabric Wide Setting.
Ensure that Enforce Subnet Check is selected.

Select OpFlex Client Authentication.

ﬂ Required if you're configuring Cisco AVE.

4.

Click Submit.

1T (Y
clsco APIC

System Tenants Fabric

Virtual Networking L4-L7 Services Admin Operations Apps

QuickStart | Dashboard | Controllers | SystemSettings | Smartlicensing | Faums | CondgZones | Events | Auditlog | Active Sessions

Systemn Settings @ = o

5

Fabric Wide Setting Policy

Disabie Remate EP Leaming: [

Enfo net Cheek: 2] 1o dsanie

Reallocate Gipo: [ Restocats same non-stretched BD ginos 1o maks oam for sereched

Enforce Domain
Endpaint Controls

Opflex Client Autt
Fabric Wide Setting

- @COO
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Fabric Access Policy Setup

This section details the steps to create various access policies creating parameters for CDP, LLDP, LACP, etc. These policies are
used during vPC and VMM domain creation. In an existing fabric, these policies may already exist.

The following policies will be setup during the Fabric Access Policy Setup:

Access Interface Policies Purpose Policy Name
Sets link to 40Gbps 40Gbps-Link
Sets link to 25Gbps 25Gbps-Link
Link Level Policies
Sets link to 10Gbps 10Gbps-Link
Sets link to 1Gbps 1Gbps-Link
Enables CDP CDP-Enabled
CDP Interface Policies
Disables CDP CDP-Disabled
Enables LLDP LLDP-Enabled
LLDP Interface Policies
Disables LLDP LLDP-Disabled
Sets LACP Mode LACP-Active
Port Channel Policies
Sets MAC Pinning MAC-Pinning

Layer 2 Interface Policies

Specifies VLAN Scope as Port Local

VLAN-Scope-Local

Specifies VLAN Scope as Global

VLAN-Scope-Global

Firewall Policies

Disables Firewall

Firewall-Disabled

Spanning Tree Policies

Enables BPDU Filter and Guard

BPDU-FG-Enabled

Disables BPDU Filter and Guard

BPDU-FG-Disabled

The existing policies can be used if configured the same way as listed. To define fabric access policies, follow these steps:

1.

2.

Log into the APIC AGUI.

In the APIC Ul, select and expand Fabric -> Access Policies -> Policies -> Interface.

Create Link Level Policies

This procedure will create link level policies for setting up the 1Gbps, 10Gbps, and 40Gbps link speeds. To create the link level

policies, follow these steps:

1.

2.

In the left pane, right-click Link Level and select Create Link Level Policy.

Name the policy as 1Gbps-Link and select the 1Gbps Speed.
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Create Link Level Policy

Specify the Physical Interface
Name:

Description:

Alias:
Auto Negotiation:

Speed:

Link debounce interval (msec):

Forwarding Error Correction:

Policy Identity

1Gbps-Link

optional

1 Gbps

100

CL74-FC-FEC

09

£
~
R

CL91-RS-FEC disable-FEC

3. Click Submit to complete creating the policy.

4. Intheleft pane, right-click Link Level and select Create Link Level Policy.

5. Name the policy 10Gbps-Link and select the 10Gbps Speed.

6. Click Submit to complete creating the policy.

7. Inthe left pane, right-click Link Level and select Create Link Level Policy.

8. Name the policy 25Gbps-Link and select the 25Gbps Speed.

9. Click Submit to complete creating the policy.

10. Inthe left pane, right-click Link Level and select Create Link Level Policy.

11. Name the policy 40Gbps-Link and select the 40Gbps Speed.

12. Click Submit to complete creating the policy.

Create CDP Policy

This procedure creates policies to enable or disable CDP on a link. To create a CDP policy, follow these steps:

1. Intheleft pane, right-click CDP interface and select Create CDP Interface Policy.

2. Name the policy as CDP-Enabled and enable the Admin State.
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Create CDP Interface Policy (2 IX]
Name: |C‘_‘I—‘ Enabled|
Description: | optional

Alias:

Admin State: | Disabled

3. Click Submit to complete creating the policy.

4. Inthe left pane, right-click the CDP Interface and select Create CDP Interface Policy.
5. Name the policy CDP-Disabled and disable the Admin State.
6. Click Submit to complete creating the policy.

Create LLDP Interface Policies

This procedure will create policies to enable or disable LLDP on a link. To create an LLDP Interface policy, follow these steps:

1. Intheleft pane, right-click LLDP Interface and select Create LLDP Interface Policy.

2.  Name the policy as LLDP-Enabled and enable both Transmit State and Receive State.

Create LLDP Interface Policy (21X
Name: |L__J—' Enabled
Description: | optional

Alias:

Receive State: | Disabled

Transmit State: | Disabled Enabl

3. Click Submit to complete creating the policy.

4. Intheleft, right-click the LLDP Interface and select Create LLDP Interface Policy.
5. Name the policy as LLDP-Disabled and disable both the Transmit State and Receive State.

6. Click Submit to complete creating the policy.
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Create Port Channel Policy

This procedure will create policies to set LACP active mode configuration and the MAC-Pinning mode configuration. To create
the Port Channel policy, follow these steps:

1. Inthe left pane, right-click Port Channel and select Create Port Channel Policy.

2. Name the policy as LACP-Active and select LACP Active for the Mode. Do not change any of the other values.

Create Port Channel Policy O@

3. Click Submit to complete creating the policy.
4. Inthe left pane, right-click Port Channel and select Create Port Channel Policy.

5. Name the policy as MAC-Pinning and select MAC Pinning for the Mode. Do not change any of the other values.
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Create Port Channel Policy o
Name: MAC-Pinning
;:QSL"D]IOI"
Alias:
Mode: MAC Pinning

6. Click Submit to complete creating the policy.

Create BPDU Filter/Guard Policies

This procedure will create policies to enable or disable BPDU filter and guard. To create a BPDU filter/Guard policy, follow
these steps:

1. Inthe left pane, right-click Spanning Tree Interface and select Create Spanning Tree Interface Policy.

2. Name the policy as BPDU-FG-Enabled and select both the BPDU filter and BPDU Guard Interface Controls.

Create Spanning Tree Interface Policy OD
Name: |BPDU-FG-Enabled
Description: | optiona
Alias:

Interface controls: BEDU filter &
BPDU Guarc

] o

3. Click Submit to complete creating the policy.
4. Inthe left pane, right-click Spanning Tree Interface and select Create Spanning Tree Interface Policy.

5. Name the policy as BPDU-FG-Disabled and make sure both the BPDU filter and BPDU Guard Interface Controls are
cleared.
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6. Click Submit to complete creating the policy.

Create VLAN Scope Policy

To create policies to enable port local scope for all the VLANS, follow these steps:

1. Inthe left pane, right-click the L2 Interface and select Create L2 Interface Policy.

2. Name the policy as VLAN-Scope-Local and make sure Port Local scope is selected for VLAN Scope. Do not change any of
the other values.

Create L2 Interface Policy 0
Define the L2 Interface Policy .
Mame: |VLAMN-Scope-Local

Description: |ontional

QinQ: | corePort disabled doubleQtagPort adgePort

Reflective Relay (802.10bg): EEsEEES] enablad

VLAN Scope: | Global scope Port Local

3. Click Submit to complete creating the policy.

4. Repeat steps 1-3 to create a VLAN-Scope-Global Policy and make sure Global scope is selected for VLAN Scope. Do not
change any of the other values.

Create L2 Interface Policy o

Define the L2 Interface Policy

Name: |VLAN—SL:Upe—GIUbaI|

Description:

QinQ: | corePort disabled doubleQtagPort edgePort
Reflective Relay (802.1Qbg): m enabled
VLAN Scope: [REilsLE R} Port Local scope

Create Firewall Policy

To create policies to disable a firewall, follow these steps:

1. Intheleft pane, right-click Firewall and select Create Firewall Policy.
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2.

Name the policy Firewall-Disabled and select Disabled for Mode. Do not change any of the other values.

Create Firewall Policy (21X

Name: | Firewall-Disabled

Description: | optiona

SyslLog

Administrative State: | enabled
Included Flows: | Denied flows
Polling Interval (seconds): |60
Log Level: |information

Dest Group: |select an optior

3.

Click Submit to complete creating the policy.

Create Virtual Port Channels (vPCs)

This section details the steps to setup vPCs for connectivity to the In-Band Management Network and Cisco UCS.

vPC - Management Switch

To setup a vPC for connectivity to the existing In-Band Management Network, follow these steps:

.S

This deployment guide covers the configuration for a single, pre-existing Cisco Nexus management switch. You can adjust
the management configuration depending on your connectivity setup. The In-Band Management Network provides con-
nectivity of Management Virtual Machines and Hosts in the ACl fabric to existing services on the In-Band Management
network outside of the ACI fabric. Layer 3 connectivity outside of the ACI Fabric is assumed between the In-Band and Out-
of-Band Management networks. This setup creates management networks that are physically isolated from tenant net-
works. In this validation, a 1GE vPC from two 1GE capable leaf switches in the fabric is connected to a port-channel on a
Nexus 5K switch outside the fabric. Multiple upstream management switches are supported, but only one is used in this
example.
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Mgmt Switch

Table 11 VLAN for Incoming IB-MGMT

Name VLAN

Site1-IB-MGMT <119>

4. Inthe APIC GUI, at the top select Fabric -> Access Policies -> Quick Start.
5. Intheright pane select Configure an interface, PCand VPC.

6. Inthe configuration window, configure a VPC domain between the leaf switches by clicking “+” under VPC Switch Pairs. If
a VPC Domain already exists between the two switches being used for this vPC, skip to step 7.

L

VPC Domain Id & Switch 1 Switch 2

7. Entera VPCDomain ID (20 in this example).

8. From the drop-down list, select Switch A and Switch B IDs to select the two leaf switches.

Select two switches to be paired for VPC.
Only switches with interfaces in the same VPC policy group can be paired together.

VPC Domain ID: |20 =
Switch 1: | 107 ~
Switch 2: | 108
9. Click Save.

10. If a profile for the two leaf switches being used does not already exist under Configured Switch Interfaces, click the “+” un-
der Configured Switch Interfaces. If the profile does exist, select it and proceed to step 1o0.

38



Cisco ACI Configuration

Confgure Interface, PC, And VPC

Configured Switch Interfaces

&

Switches Interfaces IF Type Attached Device Type

11. From the Switches drop-down list on the right, select both the leaf switches being used for this vPC.
12. Leave the system generated Switch Profile Name in place.

13. Click the big green “+” on the right to configure switch interfaces.

Select Switches To Configure Interfaces: @ Quick © Advanced

Switches: | 107-108 o Switch Profile Name: | Switch107-108_Profile

CH

Cancel Save

14. Configure various fields as shown in the figure below. In this screen shot, port 1/1 on both leaf switches is connected to a
Nexus switch using 1Gbps links.
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Select Switches To Configure Interfaces:

Switches:

ImerfaceType:(Ind'-«'idual | PC

Interfaces:

Interface Policy Group:

Quick

Advanced

Switch Profile Name:

FC ‘ FC PC)

11

Interface Selector Name:

Switch107-108_CHV-Mgmt

Link Level Policy: | 1Gbps-Link B @ CDP Policy: | CDP-Enabled e @
MCP Policy: | select a value o LLDP Policy: | LLDP-Enabled ~ @
STP Interface Policy: | ERDU-FG-Disabled b @ Monitoring Policy: | select a value o
Storm Control Policy: | select a value e L2 Interface Policy: | VLAN-Scope-Local o @
Paort Security Policy: | select a value w PoE Palicy: | select a valug e
Ingress Data Plane select a value . Egress Data Plane select a value o
Policing Policy: Policing Policy:
Priority Flow Control select a value )
Policy: ™ IPv4 NetFlow Monitor [ coioor 2 vaiue o
Policy:
Slow Drain Policy: | select a value v )
IPv6 MNetFlow Monlltor select a value o
Palicy:
Fibre Channel Interface .
Policy: o Iect 2 value ~ Layer2-Switched (CE
type) NetFlow Monitor | select a value ~
Policy:
Part Channel Policy: | LACP-Active ~ @
Anached Device Type: External Bridged Devices v

Domain:

WLAN:

15. Click Save.

16.

17. Click Submit.

Create One Choose One

Create One Choose One

Domain Name: | CHV-Site 1-Mgmt

VLAN Range:

Click Save again to finish the configuring switch interfaces.

119

Please use comma 1o separate VLANS.

Cancel Save

Cancel

r.

ment Interfaces) and verify the port-channel is up (show port-channel summary).

To validate the configuration, log into the Nexus switch (IP listed under Fabric -> Inventory -> [pod] -> [leaf] -> Manage-

vPC - Cisco UCS Fabric Interconnects

To setup vPCs for connectivity to the Cisco UCS Fabric Interconnects, follow these steps:
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Figure 3 VLANSs Configured for Cisco UCS

UCS 6454 A UCS 6454 B

Table12 VLANSs for Cisco UCS Hosts

Name VLAN
Native <2>

Site1-Infra <119>
Common <319>
Internal-Infra <419>
vMotion <519>

1. Inthe APIC GUI, select Fabric -> Access Policies -> Quick Start.

2. Intheright pane, select Configure and interface, PC and VPC.

3. Inthe configuration window, select the Configured Switch Interfaces line for the two 93180YC-FX switches.
Configure Interface, PC, And VPC 09

& advanced
a e Switches: Switch Profile Name:

Switches Interfaces IF Type Aached Device Type 0

1 VPG 1
il
VPC Domain Id « Switch 1 Switch 2
B
-
Cancel Submit
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4. CIickc to add switch interfaces.

5. Configure various fields as shown in the figure below. In this screenshot, port 1/47 on both leaf switches is connected to
UCS Fabric Interconnect A using 25Gbps links.

Select Switches To Configure Interfaces: M

Switches:

Interface Type: | Individual VPC

Interfaces: 1/47

Switch Profile Name:

Interface Selector Name:  Switch107-108_CHV-6454-A

Select interfaces by typing, e.g. 1/17-18,

Interface Policy Group: EEHGEEIGCGRNE Choose One
Link Level Policy: | 25Gbps-Link v @ CDP Policy: | CDP-Enabled v
MCP Policy: | select a value ~ LLDP Policy:  LLDP-Enabled %
STP Interface Policy: | BPDU-FG-Enabled ~ @ Monitoring Policy: | select a value v
Storm Control Policy: | select a value v L2 Interface Policy: | VLAN-Scope-Local ~ @
Port Security Policy: | select a valus o PoE Policy: | select a value w
Ingress Data Plane | __ .ct a value o Egress Data Plane | o
Policing Policy: .~~~ Policing Policy:
Priority Flow Control [__ .- 5 L ale .
Policy: |77 @ ValHE ~ IPv4 NetFlow Monitor |, .
. . =8I C v
Policy:
Slow Drain Policy: | select a value R .
IPv6é NetFlow Monitor o
Policy:
Fibre Channel Interface [__ . .
Policy: |~~~ ™ Layer2-Switched (CE
type) NetFlow Monitor select a value v
Policy:
Port Channel Policy: | LACP-Active =
Attached Device Type: External Bridged Devices ~

Domain: (ENeEEICRe] Choose One Domain Name: | CHV-Site1-UCS

VLAN:

Create One

Chooee One VLAN Range: [2,119,319,419,519 |

Pleas

use comma to se

Cancel

6. Click Save.

7. Click Save again to finish the configuring switch interfaces.

8. Click Submit.

9. From the right pane, select Configure and interface, PC and VPC.

10. Select the switches configured in the last step under Configured Switch Interfaces.
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Configure Interface, PC, and VPC (2 Ix]
Configu WCH I : Select Switches To Configure Interfaces
+ m ) - i
Switches: Switch Profile Name:
Switches  Interfaces [IF Type Attached Device Type
50 P
8 W

nlividual 3 (VLANS: 411-414) Cancel Save

VPC Domain Id « Switch 1 Switch 2
20 07 1121

8 203 204

11. CIickG on the right to add switch interfaces.
12. Configure various fields as shown in the screenshot. In this screenshot, port 1/48 on both leaf switches is connected to the

Cisco UCS Fabric Interconnect B using 25Gbps links. Instead of creating a new domain, the External Bridged Device creat-
ed in the last step (CH-Site1-UCS) is attached to the FI-B as shown below.

43



Cisco ACI Configuration

Select Switches To Configure Interfaces:

Quick

Advanced

Switches: Switch Profile Name:
Interface Type: (Iﬁd'uidual ‘ PC FC ‘ FC PC)
Interfaces: | 1/48 Interface Selector Name: | Switch107-108_CHV-6454-B
Selectinta 7-18.

Interface Policy Group:

One Choose One

Link Level Policy: | 25Gbps-Link ~ |3 CDP Policy: | CDP-Enabled v @
MCF Policy: | select a value ~ LLDP Policy: | LLDP-Enabled ~ @
STF Interface Policy: BPDU-FG-Enabled ~ |3 Monitoring Policy: | select a value ~
Storm Control Policy: | select a value - L2 Interface Policy: | VLAN-Scope-Local ~ @
Paort Security Policy: | select a value w PoE Policy: | select a value p
Ingress Data Plane [ ooct 2 value - Egress Data Plane [ .oiacy 2 value -
Palicing Policy: Palicing Palicy:
Priority Flow Control y
! Paolicy: select a value - IPvd NetFlow Monitor | ;oo 3 yajue v
Palicy:
Slow Drain Policy: | select a value
Y - IPv6 MetFlow Monitor | cajae 2 yalue -
Palicy:
Fibre Channel Interface y
Policy: | SCiect & value ~ Layer2-Switched (CE
type) NetFlow Manitor | Select a value ~
Palicy:
Port Channel Policy: | LACP-Active Y @
Attached Device Type: |External Bridged Devices w
Domain: i External Bridge Domain: | CHV-Site1-UCS ~ @
13. Click Save.
14. Click Save again to finish the configuring switch interfaces.
15. Click Submit.
16. Optional: Repeat this procedure to configure any additional UCS domains. For a uniform configuration, the External

Bridge Domain (UCS) will be utilized for all the Fabric Interconnects.

Deploy Shared Layer 3 Connectivity to Outside Networks — Pod-1

Follow the procedures outlined in this section to establish Layer 3 connectivity or a Shared L30ut from the ACl fabric to
networks outside the ACI fabric.

Deployment Overview

In this design, the Shared L30ut connection is established in the system-defined common Tenant so that it can be used by all
tenants in the ACI fabric. Tenants must not use overlapping addresses when connecting to the outside networks using the
same shared L30ut connection. The connection uses four 10GbE interfaces between border leaf switches deployed earlier and
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pair of Nexus 7000 switches. The Nexus 7000 routers serve as the external gateway to the networks outside the fabric. OSPF is
utilized as the routing protocol to exchange routes between the two networks. Some highlights of this connectivity are:

Pair of Nexus 7000 routers are connected to a pair of Nexus ACl leaf switches — using a total of 4 links.

VLANSs are used for connectivity across the 4 links — using a total of 4 VLANs. VLANs are configured on separate sub-
interfaces.

Fabric Access Policies are configured on ACI Leaf switches to connect to the External Routed domain (via Nexus 7000s)
using VLAN pool (vlans: 311-314).

A dedicated VRF common-SharedL30ut VRF is configured in Tenant common for external connectivity.

The shared Layer 3 Out created in common Tenant “provides” an external connectivity contract that can be
“consumed” from any tenant.

The Nexus 7000s are configured to originate and send a default route to the Nexus gooo leaf switches using OSPF.
ACI leaf switches advertise tenant subnets back to Nexus 7000 switches.

In ACl 4.0, ACI leaf switches can also advertise host-routes if it is enabled.

Create VLAN Pool for External Routed Domain

In this section, a VLAN pool is created to enable connectivity to the external networks, outside the ACl fabric. The VLANs in the
pool are for the four links that connect ACI Border Leaf switches to the Nexus Gateway routers in the non-ACl portion of the
customer’s network.

Setup Information

Table 213 VLAN Pool for Shared L30ut in Pod-1

To External Networks
Outside ACI — Pod-1

VLAN Pool Leaf Node VLAN
Connects To
Name D D
101 311 1%t L3 Gateway Outside ACT
SharedL30Out- 312 20 L3 Gateway Outside ACI
West-Podl_VLANs 102 313 15t L3 Gateway Outside ACT
314 2" L3 Gateway Outside ACI

ﬂ Configuration references are included for Podz1 to align with an eventual Multi-Pod buildout involving two pods.

Deployment Steps

To configure a VLAN pool to connect to external gateway routers outside the ACl fabric, follow these steps:

1.

Use a browser to navigate to the APIC GUI. Log in using the admin account.
From the top navigation menu, select Fabric > Access Policies.

From the left navigation pane, expand and select Pools > VLAN.
Right-click and select Create VLAN Pool.

In the Create VLAN Pool pop-up window, specify a Name and for Allocation Mode, select Static Allocation.

45



Cisco ACI Configuration

i
Cisco

APIC

System Tenants Wirtual Metworking L4-L7 Services Admin

Operations

«n @ & O O

Apps

Policies G & © | Pools - VLAN 00
» O Ouick Start WLAN  Operatignal
> [ switches
> [ Madules | a2 s |
> [l Irterfaces + Name Allocation Moge Encap Biocks Deserigtion
> [ Palcies Create VLAN Pool o9
~ [ Paas Specify the Poal identity

I > [ van | Name: |Sheredl 300-West-Fod 1_VLANS

> B v Description: |oRtana)
> [ vsan
» [ VSAN Attricutes
Allocation Moge: | Dynamic Alacation m
> [ Multicast Address ———— 3
Ene Blacks:
> [l Phyzicel and Extemal Domains. e | bl
VLAN Range Allpcaion Mode Ruole

6. For Encap Blocks, use the [+] button on the right to add VLANSs to the VLAN Pool. In the Create Ranges pop-up window,
configure the VLANSs that need to be configured from the Border Leaf switches to the external gateways outside the ACI

fabric. Leave the remaining parameters as is.

afran]is

APIC

clsco

Tenants

System

Virtual Networking

L4-L7 Services

= @ & © O

Admin Operations. Apps

Policies ® & © | Pools - VLAN 00
> O Cuick Start VLA Opesstional
> [ swiches
> [ Modules O X % |
> [l Interfaces ~ Nama Aliocation Mode Encap Blocks Description
> [ Palicies Create VLAN Pool 09
~ [ pacis Specify the Pool identity

| s | Name: [StaradL300-West-Pod1_VLANs |

> I vcan Descrption: |opbonal
» I WSAN
> [ WSAN Amribunes
Allociation Mode: | Dynamic Alocation S n
» I Multicast Addrass
> B Prysical and e oy Creiate Ranges [2]]
Specify the Encap Block Range
Typa: VLAN
Rarge: [VLAN | [311 - [ T [a4
IRteger vaun IFteger vaun

Sttic Allocation

7-

Click OK. Use the same VLAN ranges on the external gateway routers to connect to the ACI Fabric.
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dsco APIC i @ & © ©

System Tenants Fabric Virtual Netwarking L4-L7 Services Admin Operations Apps

Inwentony. | Fabr es | Access Policies

Policies @® = © | Pools - VLAN ©0

> C* Quick Start VLAN  Operaticnl
» [ switcres ——
» [ Mcdules [
5 [ Intertaces | = Name. Allocation Mode Encap Blocks. Description
» I Poiiios Create VLAN Pool (2 ]
~ [ Feais Specify the Pool identity
[ > AN Name: | Sharedl 30UI-Wes1-Pod |_VLANS
» [ v Description: 0P
> [ vsan

» [ VAN attricutes

Allocation Mode: | Dynamic Allocztion S
> I Multicast Address —

Eni Blocks: —
» [ Physical and External Doma — ¥+

VLAN Range Allecation Mede Rele
I [311-312] Inherit alochiade from par..  External or On the wire en.

Cancel

8. Click Submit to complete.
Configure Domain Type for External Routed Domain
To configure the domain type for the external domain, follow the procedures outlined in this section.

Deployment Steps

To specify the domain type for connecting to external gateway routers outside the ACI fabric, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. Fromthe top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Physical and External Domains > External Routed Domains.
4. Right-click External Routed Domains and select Create Layer 3 Domain.

5. Inthe Create Layer 3 Domain pop-up window, specify a Name for the domain. For the VLAN Pool, select the previously
created VLAN Pool from the drop-down list.
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csco. APIC = Q@ O O O

System  Tenants C Wirtual Metworking L4-L7 Services Adrnin Operations Apps

5 | Access Policies

Policies @ & @ | External Routed Domains (=N -]
S LT Create Layer 3 Domain o0 o & %
> LIEminTE Specify the Layer 3 Domain
> B Modules :

Name: | SharedL30u-West-Pod1_Doman |
> [ Interfaces —
> Bl Poicies Entity Prafiter ~|
s B Pocls VLAN Pool: 'Shareduomﬂ'\’sst-Pnd1_\:1.ANsts|\,' it
~ [l Prysical and Extemnal Domains Security Domains: &+
» [l Physical Domains Select Name Description

» [ External Bridged Domaing
I 3 I External Routed Domains
» [l Fibre Channel Domains

Submit

6. Click Submit to complete.

Create AAEP for External Routed Domain

To configure Attachable Access Entity Profile (AAEP) for external domain, follow the procedures outlined in this section.

Setup Information

Table 14 Attachable Access Entity Profile (AAEP) for Shared L30ut in Pod-1

2 _-; DorrTaln VLAN Pool Connects To
= Name Name
-
|
i
T
Eg SharedL30ut-West- SharedL30ut-West- SharedL30ut- L3 Gateway Routers
xE Podl AREP Podl Domain West-Podl VLANs Outside ACI
3
20

Deployment Steps

To create an Attachable Access Entity Profile (AAEP) to connect to external gateway routers outside the ACI fabric, follow
these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. Fromthe top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Policies > Global > Attachable Access Entity Profiles.
4. Right-click and select Create Attachable Access Entity Profile.

5. Inthe Create Attachable Access Entity Profile pop-up window, specify a Name.

6. Forthe Domains, click the [+] on the right-side of the window and select the previously created domain from the drop-
down list below Domain Profile.
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i APIC o e o e e

€lsco

System  Tenants Virtual Networking L4-17 Services  Admin Operations Apps

Access Policies

Policies (® & @ | Attachable Access Entity Profiles e
> C» Quick Start & & %
> [ Switches _ » Nama Infrastructure VLAN Enabled Policy Groups Description :
> [ Madlujes Create Attachable Access Entity Profile [21]
> Bl Intertaces
Bl Policies STEP 1 » Profile 2. Association To Interfaces

> [l Switch Specify the name, domains and infrastructure encaps
» [l nerface Name: | SharedL30ut-West-Pod1_AAEP |
~ [l Global Deseription: | onbonal ‘
> [l QoS Class Enable Infrastructure VLAN: []
> [ DHCP Relay Domaing (VMM Physical or ¥ O+ |
Extemnal) To Be
B mcP instanca Paii To Interfaces: Domin Profike Encapsulation
E Efror Disabied Red SharedL30ut-\West-Fod1_Doman (L3) el |
s oD
> [l Troubleshooting
> [l Fools
» [ Physical and External Do
EPG DEPLOYMENT (4 Salected £FGs wil be caplioyed on al tha interfaces associotad)
s

Application EPGs w«  Encap Primary Encap Mode

(Preiiots :‘_.m:f‘ Next )

7. Click Update.

8. Youshould now see the selected domain and the associated VLAN Pool as shown below.
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dsco APIC - 0O 0 0

System  Tenants Wirtual Metworking L4-L7 Services Adrnin Operations Apps

| Access Policies

Policies @ 5 © | Attachable Access Entity Profiles 00
5 Cr Quick Start | o L %
> [ Switches = MName Infrastructure VLAN Enzbled Policy Groups Description
> [ Modlules Create Attachable Access Entity Profile [2T<]
> [l Interfaces
~ [l Policias STEP 1 > Profile m 2, Association To Interfaces

» [ Switch Specify the name, domains and infrastructure encaps
> [l Interface Hame: | SharedL30ut-West-Pod1_AREP |
~ [l Global Description: | optional
I » [ Attachable Acoes':
» [ Q0S Class Enable Infrastructure VLAN: []
» [l DHCP Relay Domaing (YMM, Physical or i o+
External) To Be Assoclated
E MCR Instance Poli To Interfaces:  Domain Profile Encapsulation
E Error Disablad Red I L3 External Domain = Sharedl30ut-West-Pod1_Domezin fromvlen=311 toodan=314
> [ Monitoring

> [ Troubleshooting
> [ Fools

> [ Physical and External Do
EPG DEPLOYMENT {an Salected EPGs wil ba depioyed on all the imeraces associated )

Application EPGS Encep Frimary Encap ode

9. Click Next. This profile is not associated with any interfaces at this time — they can be associated once the interfaces are
configured in the upcoming section.

10. Click Finish to complete.
Configure Interfaces to External Routed Domain
To configure interfaces to the external routed domain, follow the procedures outlined in this section.

Setup Information

e Border Leaf switches (Node ID: 101, 102) in Pod-1 connect to External Gateways (Nexus 7000 series switches) using
10Gbps links, on ports 1 /47 and 1/438.
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Figure 4 Fabric Access Policies for Shared L30ut in Pod-1

od-1 Fabric A

Fabric Ac

Shared L30ut :
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Domain :>
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Create Interface Policy Group for Interfaces to External Routed Domain

To create an interface policy group to connect to external gateway routers outside the ACI fabric, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. Fromthe top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Interfaces > Leaf Interfaces > Policy Groups > Leaf Access Port.
4. Right-click and select Create Leaf Access Port Policy Group.

5. Inthe Create Leaf Access Port Policy Group pop-up window, specify a Name and select the applicable interface policies
from the drop-down list for each field.

afrea]ie
clsco

wmlneoee

APIC

Systern  Tenants Virtual Netwarking L4-L7 Senices Adrmin Operations. Apps

Paolicies @ = @ | Policy Groups - Leaf Access Port (-]
3 O Quick Start O L %
> [l Switches “ Name Link Level cop Liop STP Interface Maritceing
> B Modules Eciic Pallcy Policy Falicy Pallcy
2 I e e Create Leaf Access Port Policy Group o9
» [l spine Imertaces Specify the Policy Group identity
~ Bl Leaf nerfaces Name: [SnaredL 30U Wast-Fod1_PG |
> [l Profies Dascription
~ [ Polcy Groups
I > Bl Leaf Avcess Por Link Lewed Pollcy: | 10Gaps-Link [~]

» & PC Interfzca
> [ VRC Interface

COP Policy:

DP-Enabled * || @@

MCP Palicy:
CoPP Plicy: g

[
LLDP Policy: | LLDP-Enaied e @

» [ PCAVPG Cuerride

» Bl Leaf Breakout Port Group

» [l FC Imnerface

> [l FC PC Interface
» bl Ovemides
> [ Polickes
> [l Poats

> [ Physical and External Domains

STP Intarface Policy: | BFOU-FE-Erasled || (@

Starm Contral Interface Poliey: [=octowne )|
L2 Intarface Poilcy: | AEANESGopesG0aEe |~ | (B

Pon Secudty Paliey: [0 o e |

Egress Data Plana Pollcing Poliy: | 22lct

<|[<][<

Ingress Data Plane Policing Pelicy:
Meonitoring Policy:

Priseily Flew Coatrnl Policy: | 225

Fitre Channel Intarface Policy:
PoE Interface Policy:

‘Slaw Drain Policy:

MACssE Policy:

B02.1x Port Authenticatian Palicy:
AN Palin: | =

Subrit
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6. Forthe Attached Entity Profile, select the previously created AAEP to external routed domain.

‘sco” APIC win Q@ O O O

Systern  Tenants Wirtual Metworking L4-L7 Senices Adlrin Operations Apps

s | Access Policies

Paolicies ® & @ | Policy Groups - Leaf Access Port (7]
> O Quick Start O
» [l Switches = Name Link Leval GOP LLDP STP Interfaca Monitoring
+ Bl Modlules Policy Palicy Palicy Pokicy Palicy
[l Inierteces Create Leaf Access Port Policy Group [2]x]
» [l Sipine Imedtaces Specify the Palicy Group identity
~ [ Leaf Interfaces Ingress Data Plans Poicing Polcy: | ~

> [l Profias Momiloring Poficy:
~ [ Polcy Groups Priarity Flow Contral Poicy:
> [ Leaf Arvess Pon Fiare Channel Intgrface Poic
» [l PC Incartace PaE Interface Poi

> [ VPC Intarface: Show Drain Policy:

» [ PC/VPC Cverride WMAGses Policy; |sel "
» I Leat Braskout Part Group BO2. 1 Part Authentication Poicy: ~
> [l FC Inetacs OWOM Polcy: |select a value ™

> [l FC PC Intertace Auached Ertity Prafile: | Sharedl 30ui-Wesi-Po |~ | (@
» [ Ovarridas Connectivity Filtars: +
> [ Policies Switch 105 Inertaces
> [ Pools

> [ Physical and Exterral Damaing

NetFiow Monhor Policies: 4
NetFlow IP Fitar Type MNetFlow Manitor Polcy
=D

7. Click Submit to complete.

Create Interface Profile for Interfaces to External Routed Domain

To create an interface profile to connect to external gateway routers outside the ACI fabric, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation menu, expand and select Interfaces > Leaf Interfaces > Profiles.

4. Right-click and select Create Leaf Interface Profile.

5. Inthe Create Leaf Interface Profile pop-up window, specify a Name. For Interface Selectors, click the [+] to select access
ports to apply interface policies to. In this case, the interfaces are access ports that connect Border Leaf switches to gate-
ways outside ACI.

6. Inthe Create Access Port Selector pop-up window, specify a selector Name. For the Interface IDs, specify the access

ports connecting to the two external gateways. For the Interface Policy Group, select the previously created Policy Group
from the drop-down list.
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dsco APIC - Q@ @ O O

System  Tenants i ‘irtual Metwarking L4-L7 Services  Admin Operations Apps

Access Policies

Policies @ & @ | Leaf Interfaces - Profiles @
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> [l Switches + Name Intertace Selectars Descriptian
BT Create Leaf Interface Profile (2 1]

o [ Intertaces

Specify the profile Identity

» Bl Spine Imerfaces
Hame: SharedL30ut-Wesi-Pad1_IFR
~ [l Lpaf Interfaces ‘

Descripdan: | 0pticnal

> [l Paficy Grou
o o s |
> B Overides
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Create Access Port Selector (2 1]
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Nama: | Sharesl30ut-West-Fod1 _pl 47
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Interfzce IDs: | 1/47-48
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7. Click OK to close the Create Access Port Selector pop-up window.
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» B Spire Interfaces

~ [l Leaf Interfaces =
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8. Click Submit to complete.
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Create Leaf Switch Profile to External Routed Domain

To create leaf switch profile to connect to external gateway routers outside the ACl fabric, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation menu, expand and select Switches > Leaf Switches > Profiles.

4. Right-click and select Create Leaf Profile.

5. Inthe Create Leaf Profile pop-up window, specify a profile Name. For Leaf Selectors, click the [+] to select the Leaf
switches to apply the policies to. In this case, the Leaf switches are the Border Leaf switches that connect to the gateways

outside ACI.

6. Specify a Leaf Selector Name. For the Interface IDs, specify the access ports connecting to the two external gateways. For
Blocks, select the Node IDs of the Border Leaf switches from the drop-down list.

dsco APIC «n Q & O O

System Tenants i Virtual Metworking L4-L7 Services Admin Operations Apps.

Invemony | Fa c2s | Access Policles

Palicies @ @ @ | Leaf Switches - Profiles (-]

5 O Duick St e
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| B Froiiee Create Leaf Profile 00
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STEP 1 > Profile 2. Associanians
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5 [ Snine Swiches Specify the profile [dentity
» [ Mooules Name: | SharedL30ut-West-Pod1-Leal_FR

» [l Interfaces Description; | CAica ‘

» [ Palicies

+ Bl Packs Laaf Selectars: =

» [ Physical and External Domains Mama Blacks Poilsy Group
SharedLI0u-West-FodT -Leal_101-1¢][ 101102 [][58lact an cption .

Previous m [ext

7. Click Update.
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dsco APIC - Q G O @
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8. Click Next.

9. Inthe Associations window, select the previously created Interface Selector Profiles from the list.
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| = praties | Create Leaf Profile
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10. Click Finish to complete.

Configure Tenant Networking for Shared L30ut

To configure tenant networking to connect to networks outside the ACI fabric, follow the procedures outlined in this section.
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Setup Information

Figure 5 Tenant Networking for Shared L30ut

Tenant Name Bridge Domain
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Shared L30ut

Deployment Steps
To configure tenant networking for the Shared L30ut for connectivity outside the ACI fabric, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > common.

3. From the left navigation pane, select and expand Tenant common > Networking > VRFs.

4. Right-click and select Create VRF.

5. Inthe Create VRF pop-up window, STEP 1 > VRF, specify a Name (for example, common-SharedL30ut_ VRF).

6. Deselect the check box for Create a Bridge Domain.

Create VRF (2 1]

STEP 1 > VRF

Name: | common-SharedL30ut_VR
Alias

Description: | optiona

Tags ~

by comma

Policy Control Enforcement Preference @
Policy Control Enforcement Direction Ingress

BD Enforcement Status: []

Endpoint Retention Policy: | select a value o
Thiz palicy onfy appiies i remote

3 entries
Monitoring Policy: |select a value ~

DNS Labels

Route Tag Policy: |select a value e

|P Data-plane Learning Disabled Enabled

Create A Bridge Domain: []

Configure BGP Policies: []
Configure OSPF Policies: []
Configure EIGRP Policies: []

< &

7. Click Finish.

Configure External Routed Networks under Tenant Common

To configure external routed networks under Tenant Common, follow the procedures outlined in this section.
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Setup Information

Table 15 Routed Outside — Pod-1

Routed Outside Name Romeleodc Router IDs Nede IDs Hoce ln{eﬁacc OSPF Policy
Profile Profile
SharedL3Cut-Nest-Podl-
SharedL30out- ) OSPF_Policy

. Nest-Podl RO S:;:;:Sl:gglllf 13,13.13.1/32 101 SharedL30ut-West- —
5 = Podl-Node IPR v Point-to-point
::? OSPE. Area 10 Node_PR 13.13.13.2/32 102 s
= ¥ MTU ignore)
(<]
3 Routed Sub-interface VLAN Subnet External Network
o
E Eth1/47 311 10.113.1.0/30 Default-Route (0.0.0.0/0)
&

Ethl/48 312 10,113.1.4/30 v External Subnets for the External EPG

Ethl1/47 313 10.113.2.0/30 v shared Route Control Subnet

Ethl/48 314 10.113.2.4/30 v Shared Security Import Subnet

Deployment Steps

To configure the external routed networks under Tenant common, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. Fromthe top navigation menu, select Tenants > common.

3. Inthe left navigation pane, select and expand Tenant common > Networking > External Routed Networks.
4. Right-click and select Create Routed Outside.

5. Inthe Create Routed Outside pop-up window, specify a Name.

6. Selectthe check box next to OSPF.

7. Forthe OSPF AreaID, enter 0. 0.0 . 10 (should match the external gateway configuration).

8. Forthe VREF, select the previously created VRF from the drop-down list.

9. Forthe External Routed Domain, select the previously created domain from the drop-down list.
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Define the Routed Outside
Alas: |

I Description:
Tags: .

EFTRI g SapaAmm by Comma

optional

PiM: ]
Raute Cartred Ernfarcemant: (] mgon I Expart
Target DSGP: |Unspecizd -
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s (D D

10. For Nodes and Interfaces Protocol Profiles, click [+] to add a Node Profile.

11. Inthe Create Node Profile pop-up window, specify a profile Name.
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STEP 1 > Identity m 2. Extermal EPG Netwarks.
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12. For Nodes, click [+] to add a Node.

13. Inthe Select Node pop-up window, for the Node ID, select first Border Leaf switch from the drop-down list. For the Rout-
er ID, specify the router ID for the first Border Leaf Switch (for example, 13.13.13.1).
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14. Click OK to complete selecting the Node.

15. Repeat steps 1-14 to add the second Border Leaf to the list of Nodes.
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Create Mode Profile
Specify the Nede Profile

Hame: |S|BML3CIM9!-PMI1-NIX‘H_PR

Description:

16. For OSPF Interface Profiles, click [+] to add a profile.

17. Inthe Create Interface Profile pop-up window, for Step 1 > Identity, specify a Name.
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18. Click Next.

19. In Step 2 > Protocol Profiles, for the OSPF Policy, use the drop-down list to select Create OSPF Interface Policy.
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20. Inthe Create OSPF Interface Policy pop-up window, specify a Name. For Network Type, select Point-to-Point. For Inter-
face Controls, select the checkbox for MTU ignore.
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21. Click Submit to complete creating the OSPF policy.
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22. Inthe Create Interface Profile pop-up window, click Next.

i =
cisco APIC n e @ 9 e
System  IEELENGE Fabric Virtual Networking L4-L7 Services  Admin Operations Apps
I common | nira | mpmt
Tenant common (@ & @ | External Routed Networks 00
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- - : |
, Create Routed Outside (2
|
L et L -
Create Interface Profile 00 |
Define the Routed
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I Specify the Protocol Profiles
| OSPF Profile
4 Authentication Type: | Ko authentication B4
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)| Raute Contrel Enfol Confirm Key:
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BFD Interface Prafila
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23. For STEP 3 > Interfaces, select the tab for Routed Sub-Interface. Click [+] on the right side of the window to add a routed
sub-interface.

24. Inthe Select Routed Sub-Interface pop-up window, for Node, select the first Border Leaf. For Path, select the interface
(for example, 1/47) on the first Border Leaf that connects to the first external gateway. For Encap, specify the VLAN (for
example, 311). For IPvg Primary [ IPv6 Preferred Address, specify the address (for example, 10.113.1.1/30).
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25. Click OK to complete configuring the first routed sub-interface.
26. Repeat steps 1-25 to create the next sub-interface that connects the first Leaf to the second Gateway.

27. Repeat steps 1-25 to create the sub-interfaces on the second Leaf that connects to the two gateways.
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28. Click OK to complete creating the Interface Profile.

29. Inthe Create Routed Outside pop-up window, click Next.
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30. InSTEP 2 > External EPG Networks, for External EPG Networks, click [+] to add an external network.
31. Inthe Created External Network pop-up window, specify a Name (for example, Default-Route).

32. For Subnet, click [+] to add a Subnet.
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33. Inthe Create Subnet pop-up window, for the IP Address, enter a route (for example, 0.0.0.0/0) . Select the checkboxes
for External Subnets for the External EPG, Shared Route Control Subnet, and Shared Security Import Subnet.
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34. Click OK to complete creating the subnet.

Create External Network
Define an External Netwark

‘Name: | Defauit-Route

Alias: |
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Contract Excrption Tag: |
0o Glass: | |
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Targat DSCF:
S— .

Subnet
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35. Click OK again to complete creating the external network.
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36. Click Finish to complete creating the Routed Outside.

Create Contracts for External Routed Networks from Tenant (common)

To create contracts to access external routed networks, follow the procedures outlined in this section.

Setup Information

Table 16 Contract Created

= Contract Subject Filter

o

m

-

E Allow-Shared- Allow-Shared- common/default
§ L30ut L30ut

v Global Scope

Deployment Steps

To create contracts for external routed networks from Tenant common, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. Fromthe top navigation menu, select Tenants > common.

3. Inthe left navigation pane, select and expand Tenant common > Contracts.
4. Right-click Contracts and select Create Contract.

5. Inthe Create Contract pop-up window, specify a Name.
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6.

7-

For Scope, select Global from the drop-down list to allow the contract to be consumed by all tenants.

For Subjects, click [+] on the right side to add a contract subject.
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8. Inthe Create Contract Subject pop-up window, specify a Name.

9. ForFilters, click [+] on the right side to add a filter.
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10. Inthe Filters section of the window, for Name, select default (common) from the drop-down list to create a default fil-
ter for Tenant common.

72



Cisco ACI Configuration

Nmm
[4}-14-]

APIC

System Tenants Fabric

| AddTenant | Tenant Sea

Virtual Networking

LA-L7 Services

| common | infra

Admin

Operations

| mgmt

Tenant common 6 = o Contracts
@ @uagrs Convacts  Taboo Contracts
~ ﬁ Tenant common
» [ Application Profiles
» B metworking ~ Name  Alias Scope QoS Target Subjects
> 5 1P Address Pools Cless DSCE
I P default VRF Unspec.. Unspec. default
N s— Create Contract
+ Bl Taboos Specify Identity Of Contract
> B8 Imponed Mame: Allow-Shared-L30ut
> [0 Fiters alzs:
» [ Out-0f-Band Contracts R ) |V
» Bl Folcios QoS Class: | Unspecified |v
> Bl servicas Target DSCP: Unspecified |v
Paarrntina: | oolions
Create Contract Subject
SR Py e e
Hame: _NIO’.\I-SharEd-L‘BD.l
Alias: |
Description; [corony
Target DSCP: ~
Apply Both Directions: (7]
Reverse Filter Pons: 7]
Filter Chain
L4-L7 Sendce Graph: | s0lct on optior w
Qo3 Priorty: w
Filters
Name Ciractives Action

Apps

admin

Impoeed Gontracts

Tags

(21>

Jcemmaniaerau ~|[nane =
I o +

©@C o0

000

Qut-0f-Band Contracts Filters,
o + %
Exported  Description
Tenants
¥ +
=~ Priority

O Mame Tenant
3 Tenant: commen
O am common OK
I@ defzult common
@ est common
0 mp common
= =rEa - Plbiarte Dar Dana: [1E I ines bimete 1 1 01

11. Click Update.
12.
13. Click Submit to complete cr

eating the contract.

Click OK to complete creating the contract subject.

Provide Contracts for External Routed Networks from Tenant (common)

To provide contracts to access external routed networks, follow the procedures outlined in this section.
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Setup Information

Table17 External Routed Network Contracts

= Contract Subject Filter

o

m

-

b8 Allow-Shared- Allow-Shared- common/default
_I:L: L30ut L30ut

v Glcbal Scope

Deployment Steps

To provide contracts for external routed networks from Tenant common, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. Fromthe top navigation menu, select Tenants > common.
3. Inthe left navigation pane, select and expand Tenant common > Networking > External Routed Networks.

4. Select and expand the recently created External Routed Network for SharedL3out or Routed Outside network (for exam-
ple, SharedL30ut-West-Podl RO).

5. Select and expand Networks.

6. Selectthe recently created route (for example, Default-Route).

7. Inthe right window pane, select the tab for Policy and then Contracts.

8. Under the Provided Contracts tab, click [+] on the right to add a Provided Contract.

9. ForName, select the previously created contract (for example, common/Al1low-Shared-L30ut) from the drop-down
list.
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10. Click Update.
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11. Other Tenants can now ‘consume’ the Al1low-Shared-L30ut contract to route traffic outside the ACI fabric. This de-
ployment example shows a default filter to allow all traffic. More restrictive contracts can be created for a more restrictive
access to destinations outside the fabric.

Configure External Gateways in the Outside Network

This section provides a sample configuration from the external Layer 3 Gateways routers that connect to the fabric. The
gateways are in the external network and peer using OSPF to two ACI border leaf switches in the fabric. Nexus 7000 routers are
used as External gateway routers in this design, but other Cisco models can also be used.

'ﬁ The gateway configuration shown below shows only the relevant portion of the configuration; it is not the complete con-
figuration.

Enable Protocols

The protocols used between the ACI border leaf switches and external gateways have to be explicitly enabled on Nexus
platforms used as external gateways in this design. The configuration to enable these protocols are provided below.

Table 18 Protocols Enabled

- AA-West-Enterprise-1 AA-West-Enterprise-2
o
GW-1 GW-2
3] (GW-1) (GW-2)
@
Elg feature ospf feature ospf
7:“15 feature interface-vlan feature interface-wvlan
L3
géﬂ feature lacp feature lacp
§ feature 1lldp feature 1ldp
Configure OSPF

OSPF is used between the external gateways and ACI border leaf switches to exchange routing between the two domains. The
global configuration for OSPF is provided below. Loopback is used as the router IDs for OSPF. Note that interfaces between
ACl border leaf switches will be in OSPF Area 10.

Table 19 External Gateways for Pod-2 — Protocols

AA-West-Enterprise-1 AA-West-Enterprise-2
(GW-1) (Gw-2)
i
F interface loopback( interface loopback0
E'Ig description RID for OSPF description RID for OSPF
gg ip address 13.13.13.98/32 ip address 13.13.13.99/32
== ip router ospf 10 area 0.0.0.0 ip router ospf 10 area 0.0.0.0
£5
g%ﬂ router ospf 10 router ospf 10
S router-id 13.13.13.98 router-id 13.13.13.99
area 0.0.0.10 nssa no-summary no- area 0.0.0.10 nssa no-summary no-
redistribution default-information-originate redistribution default-informaticn-originate

Configure Interfaces

The interface level configuration for connectivity between external gateways and ACI border leaf switches in Pod-1 is provided
below. Note that interfaces to ACl are in OSPF Area 10 while the loopbacks and port-channels between the gateways are in
OSPF Areao.
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Table 20
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Interface Configuration — To ACI Border Leaf Switches

AA-West-Enterprise-1
(GW-1)

interface Ethernetd/16
description To AR11-9372PX-WEST-1:Ethl/47
no shutdown

interface Ethernetd/16.311
encapsulation dotlg 311
ip address 10.113.1.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

interface Ethernet4/20
description To BARA11-9372PX-WEST-2:Ethl/47
no shutdown

interface Ethernetd/20.313
encapsulaticon dotlg 313
ip address 10.113.2.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

AA-West-Enterprise-2
(GW-2)

interface Ethernet4/lé

description To AR11-5372PX-WEST-1:Ethl/48
no shutdown

interface Ethernet4/16.312

encapsulation dotlg 312

ip address 10.113.1.6/30

ip ospf network point-to-point
ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.10
no shutdown

interface Ethernet4/Z20

description To AR11-89372PX-WEST-2:Ethl/48
no shutdown

interface Ethernet4,/20.314

encapsulation dotlg 314

ip address 10.113.2.6/30

ip ospf network point-to-peoint
ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.10
no shutdeown

The configuration on the port-channel with 2x10GbE links that provide direct connectivity between the external gateways is
provided below.

Table 21

External Gateway Configuration - Pod-1

AA-West-Enterprise-1
(GW-1)

interface port-channell3

description To AAl11-7004-Z2-A2-West-Enterprise-2
ip address 10.113.98.1/30

ip ospf network peoint-to-point

ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.0

interface Ethernet4/13

description To AA11-7004-2-Af-West-Enterprise-2:Eth4/13
channel-group 13 mode active
no shutdown

interface Ethernetd/17

description To AA11-7004-2-AA-West-Enterprise-2:Eth4/17
channel-group 13 mode active
no shutdown

Deploy CHV-Foundation Tenant

Interface Configuration — Between External Gateways

AA-West-Enterprise-2
(GW-2)

interface port-channell3
description To AAl1-7004-1-AA-West-Enterprise-1
ip address 10.113.98.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0

interface Ethernetd/13
description To AA11-7004-1-AA-West-Enterprise-1:Eth4/13
channel-group 13 mode active
no shutdown

interface Ethernetd4/17
description To AA11-7004-1-AA-West-Enterprise-1:Eth4/17
channel-group 13 mode active
no shutdown

This section details the steps for creating the CHV-Foundation Tenant in the ACI Fabric. This tenant will host infrastructure
connectivity for Internal Infrastructure (VMware ESXi on UCS nodes, Hitachi VSP) as well as Shared Infrastructure (AD/DNS).
To deploy the CHV-Foundation Tenant, follow these steps:

1.

2

In the APIC GUI, select Tenants -> Add Tenant.

Name the Tenant CHV-Foundation.
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3. Forthe VRF Name, enter CHV-Foundation. Keep the check box "Take me to this tenant when | click finish” checked.

Create Tenant (2 1]

Specify tenant details

Name: | CHV-Foundation

Alias:
Description: | optiona
Tags: ~
enter tags separated by comma
GUID: +
Provider - GUID Account Name
Monitoring Policy: | select a value ~
Security Domains: +
Name Description

VRF Name: | CHV-Foundation

Take me to this tenant when | click finish

4. Click Submit to finish creating the Tenant.

Create Bridge Domains

The following Bridge Domains and EPGs will be created to be associated with the EPGs:

Bridge Domain EPG VLAN Subnet(gw/mask)
BD-CHV-Foundation-Internal Site-Infra 119 10.1.168.254/24
BD-CHV-Common Common 319 10.168.168.254/24
BD-ESXi Host-Mgmt 419 10.4.168.254/24
BD-vMotion vMotion 519

To create a Bridge Domain, follow these steps:

1. Inthe left pane, expand Tenant CHV-Foundation and Networking.
2. Right-click Bridge Domains and select Create Bridge Domain.
3. Name the Bridge Domain BD-CHV-Foundation-Internal.
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4. Select CHV-Foundation from the VRF drop-down list.

5. Select Custom under Forwarding and enable Flood for L2 Unknown Unicast.

Create Bridge Domain (2 I}
STEP 1 > Main m : Configurations 3. Advanced/Troubleshooting
fy Bridge C A ' [
Name: BD-CHV-Foundation-Internal
Alias:
Description: | optiona
Tags:

Type fi

Advertise Host Routes: [

VRF: | CHV-Foundation - i
Forwarding: Custorn
L2 Unknown Unicast:  Flood
L3 Unknown Multicast Flooding: | Flood -
Multi Destination Flooding: Flood in BD -
ARP Flooding: ] Enabled
Clear Remote MAC Entries: []

Endpoint Retention Policy:  select a value

IGMP Snoop Policy: | select a value -

Previous Cancel Next

6. Click Next.

7. Under L3 Configurations, make sure Limit IP Learning to Subnet is selected and select EP Move Detection Mode — GARP
based detection.
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Create Bridge Domain [2Tx]

STEP 2 > L3 Configurations 1. Main 2. L3 Configurations 3. Advanced/Troubleshooting

Unicast Routing: M Enabled

Config BD MAC Address: [v]
MAC Address: | 00:22:BD:F8:19:FF

Virtual MAC Address: | not-applicable

Subnets: +

Gateway Address Primary IP Address Subnet Control

IP Data-plane Leaming: <nn:-
Limit IP Learning To Subnet: [¥]
EP Move Detection Mode: Ii GARP pased detection
DHCP Labels: +
Name Scope DHCP Option Policy

Associated L3 Outs: -+

,4
w
P
<

8. Selectthe + option to the far right of Subnets.
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' Create Subnet (2 I¥]

Gateway IP: | 10.1.168.254/24

Treat as virtual IP address:

Make this IP address primary:

Scope: [] Private to VRF
Advertised Externally
Shared between VRFs

Description: | optional

Subnet Control: [_] No Default SVI Gateway

| Querier IP
L3 Out for Route Profile: |select a value ~
Route Profile: | select a value ~

9. Provide the appropriate Gateway IP and mask for the subnet.
10. Select the Scope options for Advertised Externally and Shared between VRFs.

11. Click OK.
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Create Bridge Domain 00

| STEP 2 > L3 Configurations 1. Main 2. L3 Configurations 3. Advanced/Troubleshooting

Unicast Routing: ] Enabled ‘

Config BD MAC Address:
MAC Address: |00:22:BD:F8:19:FF

Virtual MAC Address: | nat-applicable

Subnets:

Gateway Address Scope Primary IP Address

10.1.168.254/24 Advertised Externally False
Shared between VRFs

Subnet Control

IP Data-plane Learning: yes

Limit IP Learning To Subnet: [v]
EP Move Detection Mode: [¥] GARP based detection
DHCP Labels:

MName Scope DHCP Option Policy

Associated L3 Outs:

L3 Out

Previous Cancel m

12. Select Next.

13. No changes are needed for Advanced/Troubleshooting. Click Finish to finish creating the Bridge Domain.

14. Repeat these steps for the [BD-CHV-Common, BD-ESXi, and BD-vMotion] bridge domain creations, leaving out the Sub-
net creation for the BD-vMotion bridge domain.

Create Application Profile for Infrastructure

Infrastructure will reside within the Foundation tenant to provide shared services like AD/DNS but will also contain internal the
infrastructure backend like UCSM, vCenter, and Hitachi VSP. To create an application profile for Infra, follow these steps:

1. Inthe left pane, expand tenant CHV-Foundation, right-click Application Profiles and select Create Application Profile.
2. Name the Application Profile Infra and click Submit to complete adding the Application Profile.

Create EPG for Shared Infra Access

This EPG will be common resources used by the infrastructure as well as the applications within the tenant, such as vCenter and
AD/DNS.

To create the EPG for Shared-Infra access, follow these steps:
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1. Inthe left pane, expand the Application Profiles and right-click the Infra Application Profile and select Create Application
EPG.

2. Name the EPG Common.

3. From the Bridge Domain drop-down list, select Bridge Domain BD-CHV-Common.

i Create Application EPG (2 1>

STEP 1 > Identity

Name: | Common
Alias:

Description: | optiona

Tags: ~

Contract Exception Tag:

QoS class: | Unspecified ~
Custom QoS: | select a value ~
Data-Plane Policer: | select a value ~

Intra EPG Isolation: Unenforced

Preferred Group Member: [SGEIGE

Flood in Encapsulation: EEEELES] Enabled

Bridge Demain: | BD-CHV-Comman ~ @

Monitoring Palicy: | select a value ~
FHS Trust Control Policy: | select a value e

Shutdown EPG: []

Associate to VM Domain Profiles: []

Statically Link with Leaves/Paths: []
EPG Contract Master: -

Application EPGs

4. Click Finish to complete creating the EPG.
5. Intheleft menu, expand the newly created EPG, right-click Domains and select Add L2 External Domain Association.

6. Selectthe CHV-Site1-UCS L2 External Domain Profile.
Add L2 External Domain Association o

Choose the L2 External domain to associate

L2 External Domain Profile: | CHV-Site 1-UCS ~| @
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7. Click Submit.
8. Inthe left menu, right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.
9. Selectthe Virtual Port Channel Path Type, then for Path select the vPC for the first UCS Fabric Interconnect.

10. For Port Encap leave VLAN selected and fill in the UCS Common VLAN ID <319>.

—
| Deploy Static EPG on PC, VPC, or Interface (2 1]

Path Type: '. Port Direct Port Channel

Virtual Port Channel
Path: | Switch107-108_CH'|~ [ i
|

Part Encap (or Secondary VLAN for Micro-Seg): |VLAN |~
Depioyment Immediacy:

Primary VLAN for Micro-Seg: | VLAN |~
e .
Mode: Access (B02.1P) | Access (Untagged)

IGMP Snoop Static Group: +

Group Address Source Address

NLB Static Group: +

11. Set the Deployment Immediacy to Immediate and click Submit.

12. Repeat steps 9-11 to add the Static Port mapping for the second UCS Fabric Interconnect vPC.
13. Inthe left navigation pane for the Common EPG, right click Contracts, and select add Consumed Contract.

14. Inthe Add Consumed Contract pop-up window, select the Allow-Shared-L30ut contract from the drop-down list.

Add Consumed Contract 0D
Select a contract
Contract: |Allow-Shared-L30ut ~ @
Type at least 4 characters to select contracts
QoS: | Unspecified e

Contract Label:

Subject Label:

15. Click Submit.
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Create EPG for Internal Infra Access

This EPG is an example of backend infrastructure that doesn’t need to be exposed to the application tenant, containing
components such as Cisco UCSM and the Hitachi VSP.

To create the EPG for Internal-Infra access, follow these steps:

1. Intheleft pane, expand the Application Profiles and right-click the Infra Application Profile and select Create Application
EPG.

2. Name the EPG Internal-Infra.

3. From the Bridge Domain drop-down list, select Bridge Domain BD-CHV-Foundation-Internal.

Create Application EPG L2 1]

STEP 1 > Identity 1. Identity

Name: | Internal-Infra
Alias:
Description: | optiona

Tags: e

Contract Exception Tag:

QoS class: Unspecified ~
Custom QoS: |select a value ~
Data-Plane Policer: | select a value 4

e
. =
Preferred Group Member: m /'I
~
Flood in Encapsulation: Enabled /.I

Bridge Domain:  BD-CHV-Foundation-Ini |~ {3
Monitoring Policy: | select a value w
FHS Trust Control Policy:  select a value ~

Shutdown EPG: [ ]
Associate to VM Domain Profiles: []
Statically Link with Leaves/Paths: []

EPG Contract Master: +

Application EPGs

4. Click Finish to complete creating the EPG.
5. Intheleft menu, expand the newly created EPG, right-click Domains and select Add L2 External Domain Association.

6. Selectthe CHV-Sitea-UCS L2 External Domain Profile.
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Add L2 External Domain Association o
Choose the L2 External domain to associate

L2 External Domain Profile: | CHV-Site 1-UCS ~| @

7. Click Submit.

8. Repeat steps 5-7 for the CHV-Site1-Mgmt L2 external domain.

9. Inthe left menu, right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.

10. Select the Virtual Port Channel Path Type, then for Path select the vPC for the first UCS Fabric Interconnect.

11. For Port Encap leave VLAN selected and fill in the UCS Site-Infra VLAN ID <119>.

!_Deploy Static EPG on PC, VPC, or Interface (2 1]

Path Type: | Port Direct Port Channel

Virtual Port Channel
Path: | Switch107-108_CH'|~ [ i
|

Port Encap (or Secondary VLAN for Micro-Seq): |VLAN |~
Deployment Immediacy:

Primary VLAN for Micro-Seg: | VLAN |~
niager V. §
Mode: Access (BOZ2.1P) | Access (Untagged)
-

IGMP Snoop Static Group: +

Group Address Source Address

NLE Static Group: +

12. Set the Deployment Immediacy to Immediate and click Submit.

13. Repeat steps 9-12 to add the Static Port mapping for the second UCS Fabric Interconnect, and the upstream management
vPC.
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Create Application Profile for Host Connectivity

The Foundation tenant will also contain EPGs for hypervisor specific traffic that will be grouped into their own Application
Profile. These EPGs are for the ESXi management VMkernel which will be connected via a contract to the vCenter, and a
vMotion EPG which will hold the non-routed vMotion traffic between the ESXi hosts.

To create an application profile for Host-Connectivity, follow these steps:

1. Inthe left pane, expand tenant CHV-Foundation, right-click Application Profiles and select Create Application Profile.
2. Name the Application Profile Host-Connectivity and click Submit to complete adding the Application Profile.

Create Application Profile 2 1)

Monitoring Policy: st

Name Alias BD Domair Switching Static Path Static Path Provided Consumed
Mode VLAN Contract Conftract

< €D

Create EPG for Host Management

This EPG will be for the management communication between ESXi hosts and vCenter.
To create the EPG for Host-Mgmt access, follow these steps:

1. Inthe left pane, expand the Application Profiles and right-click the Infra Application Profile and select Create Application
EPG.

2. Name the EPG Host-Mgmt.

3. From the Bridge Domain drop-down list, select Bridge Domain BD-ESXi.
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Create Application EPG 00

i STEP 1 = Identity

Name: | Host-Mgmt ‘
Alias:

Description: |optiona

Tags: ~

Contract Exception Tag:

QoS class: |Unspecified o
Custom Qo5: | select a value ~
Data-Plane Paolicer: |select a value ~

Intra EPG Isolation:

Preferred Group Member:

Exclude
Flood in Encapsulation: [elSsll=] Enabled

Bridge Domain: | BD-ESXi ~ @

Monitoring Policy: |select a value e
FHS Trust Control Policy: | select a value
Shutdown EPG: []
Associate to VM Domain Profiles: []
Statically Link with Leaves/Paths: []
EPG Contract Master:

Application EPGs

4. Click Finish to complete creating the EPG.

5. Intheleft menu, expand the newly created EPG, right-click Domains and select Add L2 External Domain Association.

6. Selectthe CHV-Site1-UCS L2 External Domain Profile.
Add L2 External Domain Association o

Choose the L2 External domain to associate

L2 External Domain Profile: | CHV-Site 1-UCS ~| @

7. Click Submit.

8. Inthe left menu, right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.

9. Selectthe Virtual Port Channel Path Type, then for Path select the vPC for the first UCS Fabric Interconnect.
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10. For Port Encap leave VLAN selected and fill in the UCS Host VLAN ID <419>.

—
| Deploy Static EPG on PC, VPC, or Interface (2 1]

Path Typa: ' Port Direct Port Channel
Path: | Switch107-108_CH' |- |3 i
|
Port Encap (or Secondary VLAN for Micro-Seg): | VLAN |~

Deployment Immediacy: Un Demand
Primary VLAN for Micro-5eg: |VLAN |~
18g/
'\1:|'.:-.-:: Access (BD2.1P)

IGMP Snoop Static Group: +

Group Address Source Address

NLB Static Group: +

11. Set the Deployment Immediacy to Immediate and click Submit.

12. Repeat steps 9-12 to add the Static Port mapping for the second UCS Fabric Interconnect.

Create EPG for vMotion

This EPG will connect the ESXi hosts for communicating vMotion traffic.

To create the EPG for vMotion, follow these steps:

1. Inthe left pane, expand the Application Profiles and right-click the Infra Application Profile and select Create Application
EPG.

2. Name the EPG vMotion.

3. From the Bridge Domain drop-down list, select Bridge Domain BD-vMotion.
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i Create Application EPG 00

STEP 1 > Identity 1. Identity

Name: | vMotion
Alias:

Description: | optiona

Tags: \/

Contract Exception Tag:

QoS5 class: | Unspecified ~
Custom QoS: | select a value ~
Data-Plane Palicer: | select a value ~

Intra EPG Isolation:

Preferred Group Member: [ Include

Flood in Encapsulation:

Eridge Domain: | BD-vMotion ~ @
Monitoring Policy: | select a value ~
FHS Trust Control Policy: | select a value ~

Shutdown EPG: []

Associate to VM Domain Profiles: []

Statically Link with Leaves/Paths: []
EPG Contract Master: 4L

Application EPGs

4. Click Finish to complete creating the EPG.
5. Intheleft menu, expand the newly created EPG, right-click Domains and select Add L2 External Domain Association.

6. Selectthe CHV-Site1-UCS L2 External Domain Profile.

Add L2 External Domain Association (2 T]
Choose the L2 External domain to associate

L2 External Domain Profile: | CHV-Site 1-UCS ~| @

7. Click Submit.
8. Inthe left menu, right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.

9. Selectthe Virtual Port Channel Path Type, then for Path select the vPC for the first UCS Fabric Interconnect.
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10. For Port Encap leave VLAN selected and fill in the UCS vMotion VLAN ID <519>.

'_Deploy Static EPG on PC, VPC, or Interface 00

Path Type \ P
Path: | Switch107-108_CH' |~ (3

Port Encap (or Secondary VLAN for Micro-Seg): VLAN ~| |519

Deployment Immediacy: W _‘_I
Primary VLAN for Micro-Seg: VLAN -

™y
Mode Access (BO2.1P, | Access (Untagged )

IGMP Snoop Statlc Group:

Source Address

NLB Static Group: -

Mac Address

11. Setthe Deployment Immediacy to Immediate and click Submit.

12. Repeat steps 9-11 to add the Static Port mapping for the second UCS Fabric Interconnect.
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Cisco MDS Configuration

The MDS configuration implements a common redundant physical fabric design with fabrics represented as "A” and "B”. The
validating lab provided a basic MDS fabric supporting the VSP Storage System and the UCS domain within the SAN
environment. Larger deployments may require a multi-tier core-edge or edge-core-edge design with port channels connecting
the differing layers of the topology. Further discussion of these kinds of topologies, as well as considerations in implementing
more complex SAN environments can be found in this white paper: https://www.cisco.com/c/en/us/products/collateral/storage-
networking/mds-g700-series-multilayer-directors/white-paper-c11-729697.pdf

The configuration steps described below are implemented for the Cisco MDS 9706 but are similar to steps required for other
Cisco MDS gooo series switches that may be appropriate for a deployment. When making changes to the design that comply
with the compatibility matrices of Cisco and Hitachi, it is required to consult the appropriate configuration documents of the
differing equipment to confirm the correct implementation steps.

Physical Connectivity
Physical cabling should be completed by following the diagram and table references section the Physical Cabling section found
previously in the document.

Initial MDS Configuration Dialogue

Complete this dialogue on each switch, using a serial connection to the console port of the switch, unless Power on Auto
Provisioning is being used:

--—- System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [y]: <enter>

Enter the password for "admin": <<var_ password>>
Confirm the password for "admin": <<var_password>>

--—- Basic System Configuration Dialog ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
Please register Cisco MDS 9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. MDS devices must be registered to receive entitled

support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: <enter>

Configure read-only SNMP community string (yes/no) [n]: <enter>

Configure read-write SNMP community string (yes/no) [n]: <enter>

Enter the switch name : <<var_mds A hostname>>|<<var_mds_B hostname>>

Continue with Out-of-band (mgmtO) management configuration? (yes/no) [y]: <enter>

MgmtO IPv4 address : <<var_mds_A mgmt ip>>|<<var_mds B _mgmt_ ip>>

Mgmt0 IPv4 netmask : <<var_oob_netmask>>
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Configure the default gateway? (yes/no) [y]: <enter>
IPv4 address of the default gateway : <<var_oob_gateway>>
Configure advanced IP options? (yes/no) [n]: <enter>
Enable the ssh service? (yes/no) [y]: <enter>
Type of ssh key you would like to generate (dsa/rsa) [rsal: <enter>
Number of rsa key bits <1024-2048> [1024]: <enter>
Enable the telnet service? (yes/no) [n]: <enter>
Configure congestion/no credit drop for fc interfaces? (yes/no) [y]l: <enter>
Enter the type of drop to configure congestion/no_credit drop? (con/no) [c]: <enter>

Enter milliseconds in multiples of 10 for congestion-drop for logical-type edge
in range (<200-500>/default), where default is 500. [d]: <enter>

Congestion-drop for logical-type core must be greater than or equal to
Congestion-drop for logical-type edge. Hence, Congestion drop for
logical-type core will be set as default.
Enable the http-server? (yes/no) [y]: <enter>
Configure clock? (yes/no) [n]: y
Clock config format [HH:MM:SS Day Mon YYYY] [example: 18:00:00 1 november 2012]: <enter>
Enter clock config :17:26:00 2 january 2019
Configure timezone? (yes/no) [n]: y
Enter timezone config [PST/MST/CST/EST] :EST
Enter Hrs offset from UTC [-23:+23] : <enter>
Enter Minutes offset from UTC [0-59] : <enter>
Configure summertime? (yes/no) [n]: <enter>
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <var_oob_ntp>
Configure default switchport interface state (shut/noshut) [shut]: <enter>
Configure default switchport trunk mode (on/off/auto) [on]: <enter>
Configure default switchport port mode F (yes/no) [n]: <enter>
Configure default zone policy (permit/deny) [deny]: <enter>
Enable full zoneset distribution? (yes/no) [n]: <enter>
Configure default zone mode (basic/enhanced) [basic]: <enter>
The following configuration will be applied:
password strength-check
switchname aal9-9706-1
interface mgmtO
ip address 192.168.168.18 255.255.255.0
no shutdown
ip default-gateway 192.168.168.254
ssh key rsa 1024 force
feature ssh
no feature telnet
system timeout congestion-drop default logical-type edge
system timeout congestion-drop default logical-type core

feature http-server
clock set 17:26:00 2 january 2019
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clock timezone EST 0 O

ntp server 192.168.168.254

system default switchport shutdown

system default switchport trunk mode on

no system default zone default-zone permit

no system default zone distribute full

no system default zone mode enhanced
Would you like to edit the configuration? (yes/no) <enter>

[n]:

<enter>

Use this configuration and save it? (yes/no) [y]:

Cisco MDS Switch Configuration
Cisco MDS g706 A and Cisco MDS 9706 B
To enable the correct features on the Cisco MDS switches, follow these steps:

1. Loginasadmin.

2. Runthe following commands:

aal9-9706-1&2# configure terminal

aal9-9706-1&2 (config) # feature npiv

aal9-9706-1&2 (config) # feature fport-channel-trunk
aal9-9706-1&2 (confiqg) feature 1lldp

aal9-9706-1&2 (config) # device-alias mode enhanced
2al9-9706-1&2 (config)# device-alias commit

#
#
#

‘ﬁ The device-alias commit will trigger a warning that this command will clear existing device aliases on attached fabrics,
which should not impact the initial deployment instructions being followed here.

Configure Individual Ports

Cisco MDS g706 A

To configure individual ports and port-channels for switch A, follow these steps:

From the global configuration mode, run the following commands:

aal9-9706-1 (config)# in
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
2al9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
2al9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
2al9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
2al9-9706-1 (config-if) #
2al9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
aal9-9706-1 (config-if) #
2al9-9706-1 (config-if) #

terface fcl/5
switchport description
channel-group 15 force
no shutdown

interface fcl/6
switchport description
channel-group 15 force
no shutdown

interface fcl/11
switchport description
no shutdown

interface fcl/12
switchport description
no shutdown

interface port-channel
switchport description
channel mode active
exit

<var_ucs_6454 clustername>-a:1/1

<var_ucs_6454 clustername>-a:1/2

<vsp-g370>-a:CL 1-A

<vsp-g370>-a:CL 2-B

15
<var ucs 6454 clustername>-portchannel
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Create Port Descriptions - Fabric B

To configure individual ports and port-channels for switch B, follow these steps:

From the global configuration mode, run the following commands:

aal9-9706-2 (config) # interface fcl/5

(
2al9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
2al9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
2al9-9706-2 (config-if) #
2al9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
2al9-9706-2 (config-if) #
2al9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
2al9-9706-2 (config-if) #
2al9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
aal9-9706-2 (config-if) #
2al9-9706-2 (config-if) #

switchport description
channel-group 15 force
no shutdown

interface fcl/6
switchport description
channel-group 15 force
no shutdown

interface fcl/11
switchport description
no shutdown

interface fcl/12
switchport description
no shutdown

interface port-channel
switchport description
channel mode active
exit

<var _ucs_6454 clustername>-b:1/1

<var ucs 6454 clustername>-b:1/2

<vsp-g370>-a:CL 3-B

<vsp-g370>-a:CL 4-A

15
<var ucs 6454 clustername>-portchannel

Create VSANSs

Cisco MDS 9706 A

To create the necessary VSANSs for fabric A and add ports, follow these steps:

From the global configuration mode, run the following commands:

aal9-9706-1 (config) # vsan database
aal9-9706-1 (config-vsan-db) # vsan <var vsan_a id>
aal9-9706-1 (config-vsan-db) # vsan <var vsan_a id> name Fabric-A

2al9-9706-1 (config-vsan-

db) # exit

aal9-9706-1 (config) # vsan database

2al9-9706-1 (config-vsan-
2al9-9706-1 (config-vsan-
2al9-9706-1 (config-vsan-
aal9-9706-1 (config-vsan-

(
(
(
(
aal9-9706-1 (config) # zone smart-zoning enable vsan <var vsan a_ id>
(
(
(
(

db) #
db) #
db) #

db) # end

aal9-9706-1# copy run start

vsan <var vsan_a 1id> interface
vsan <var_vsan_a_1d> interface
vsan <var_vsan_a_1id> interface

fcl/11
fcl/12
port-channel 15

# For the fc 1/x vsan assignments above and below, there will be a warning message about traffic impact for these changes,

which can be ignored. The option of “y” to continue should be specified if asked.

Cisco MDS 9706 B

To create the necessary VSANs for fabric B and add ports to them, follow these steps:

From the global configuration mode, run the following commands:

aal9-9706-2 (config) # vsan database
aal9-9706-2 (config-vsan-db) #vsan <var vsan b id>
aal9-9706-2 (config-vsan-db) #vsan <var_vsan_b_ id> name Fabric-B

db) #exit

aal9-9706-2 (config) # zone smart-zoning enable vsan <var_vsan b id>
aal9-9706-2 (config) # vsan database
aal9-9706-2 (config-vsan-db) #vsan <var vsan b _id> interface fcl/11

(
(
(
aal9-9706-2 (config-vsan-
(
(
(
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aal9-9706-2 (config-vsan-db) #vsan <var_vsan b_id> interface fcl/12
aal9-9706-2 (config-vsan-db) #vsan <var vsan b id> interface port-channel 15
aal9-9706-2 (config-vsan-db) # end

aal9-9706-2# copy run start
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Configure Fibre Channel Ports on Hitachi Virtual Storage Platform

In order for Hitachi Virtual Storage Platform fibre channel ports to be exposed properly to the Cisco UCS components,
modification of the ports from their default values must be performed. Prior to beginning this section, ensure that you have
credentials on the Hitachi Virtual Storage Platform that have at least the Administrator role permissions within Hitachi
Storage Navigator. Your partner or Hitachi services personnel provide credentials to your Hitachi Virtual Storage Platform after
initial setup and configuration of the storage system.

To configure the fibre channel ports within the VSP storage system, follow these steps:

1. Access Hitachi Storage Navigator through a web browser.
2. VSP Fxoo Models and VSP Gxoo Models: https://<IP of Storage System SVP>/dev/storage/886000<Serial Number of Stor-
age System>/emergency.do —for example, if Storage System SVP IP address is 10.0.0.2 and Serial Number of Storage Sys-

tem is 451200, the URL would be:

https://10.0.0.2/dev/storage/88600451200/emergency.do

3. Loginto Hitachi Storage Navigator.

Hitachi Device Manager

Storage Navigator

‘A
;
b

4. From the left Explorer pane, select the Storage Systems tab.

5. Expand the storage system being configured. Highlight the Ports/Host Groups/iSCSI Targets element in the navigation
tree, then click the Ports tab in the main configuration pane.
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Hitachi Device Manager :

-~ Fila Actions Reports Settings Maintenance Utility View Tool

Explorer Ports/Host Groups fiSCSI Targets

Storage Systems VSP G270({S/N:451610) = Ports/Host Groups/iSCSI Targets

T[] wSP G270(S/N:451610) Number of Ports
ﬁfg Tasks

Host Groups J iSCSI Targets Hosts Ports Login WWNs/iSCSI Names

Edit Ports. Remowve Port CHAP Users Edit T10 PI Mode

CHAP Users

| # Filter @m | Selact All Pages|| Column Settings|

™ fig Pools
; [] PortiD Ts LIl WWHN / iSCSI Name
(& UCS_Boot_Pool(0) Part Made
& ucs_VMFS_Perf(2) -
. || EfcLi-a  Fibre - S0060ES012CI9A00
4 Portsf Host Groups/iSCSI Targets =
[ | &@cLz-aA | Fibre - SO060EE012CI9AZ0
ternal Storage ~
|| EfcLi-e  Fibre - S0060ES012CI9A01
eplicati ~
prestien [ | &@cLz-B | Fibre - SO0G0EE012CI9A21
[ sficz-a  Fibre - S0060ES012CI9AL0
[l sficLa-a  Fibre - S0060ES012C99A30
[ sficze  Fibre - S0060ES012CI9A11
[l sficLa-e  Fibre - SO0G0EE012C99A31
[ sfics-a  Fibre - S0060ES012CI9A40
[l sficiz-a  Fibre - S0060ES012C99A60
[ | sfics-e  Fibre - S00G0ES012CI9A41
[l sficlz-B  Fibre - SO0G0EE012CI9A61
[ sfice-a  Fibre - S0060ES012CIIAS0
[ | G@cLe-a  Fibre - SO060EE012CI9ATO
L lﬁaM Fibra - SO0G0E8012CI9A51
[ sficLe-e  Fibre - SO060EE012C99ATL

Analytics

Administration

1Pv4

IP Address

6. Select the checkboxes for the ports being used within the solution, then click the Edit Ports button to instantiate the Edit

Ports dialog box.
7. Select checkboxes to edit the following settings to modify the selected ports:
—  Port Attribute: Target
— Port Security: Enable
— Port Speed: Auto
— Fabric: ON

— Connection Type: P-to-P

ﬂ Port Attribute will only appear as an option in VSP Gi15o00 Edit Ports dialogue.

8. Example ports used in the Cisco UCS 6454 to VSP G370 used in this design are listed in Table 22 .

Table 22 VSP G370 to UCS Ports

Local Device Local Port Connection Remote Device Remote Port
Hitachi VSP G370 CL1-A 32Gb FC Cisco UCS 6454 FI A FC1/1
CL2-B 32Gb FC Cisco UCS 6454 FI A FCa/2
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Local Device Local Port Connection Remote Device Remote Port
CL3-B 32Gb FC Cisco UCS 6454 FI B FC1/1
CL 4-A 32Gb FC Cisco UCS 6454 FIB FC1/2

Figure 6 VSP G370 Edit Ports Pop-Up Window
Edit Ports

1.Edit Ports

This wizard lets you edit one or more properties. Check the box in front of the property you want to edit,
and then enter the new valua.

Part Sacurity : m i) Disable

Port Spead : Auto

Address {Loop ID) : L EF {0}

Fabric : IUI oFF

Conneaction Type : | P-to-P !

EEEEEEJ

4 Back MNext | Finish

9. Click OK for any warning that appears.

10. Click Finish.

11. Review the changes to be made and check the Go to tasks window for status box, then click the Apply button.
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Edit Ports

1.Edit Ports = 2.Confirm

Enter & name for the task. Confirm the settings in the list and click Apply to add task in Tasks queue for execution.

Task Name: 190606-EditPorts
(Max. 32 Characters)

Selected Ports

SFF Data Address Connection

Port ID Security Speed Transfer Rate (Loop 1D) Fabric Type

CL1-A Enabled 32 Gbps 32 Gbps EF (0} oM P-to-P
CL3-B Enabled 32 Gbps 32 Gbps ED (5] ON P-to-P
CLa-A Enablad 32 Gbps 32 Gbps oe (3] O P-to-P
CL2-B Enabled 32 Gbps 32 Gbps D2 (12) oM P-to-P

Total: 4

Go to tasks window for status 3 Maxt b Apply Cancel i

12. The Task view window will appear and show the completion status of the Edit Ports task. Wait until the task status shows
Complete and proceed to the next section.

Hitachi Device Manager

- Fila Actions Reports Settings Maintenance Utility ~ View  Tool

Explorer

Storage Systems

T 1" vsP G370(5/N:451610) Completed Suspended

i@ Tasks In Prograss 1 Failed

Waiting
Components

*, Parity Groups:

Logical Devices

i Pools

| #Fiteer | on BT [Select All Pages|| Column Settings|
& ucs_Boot_Pool(0)
& ucs_vmrs, ] Task Hame Status Type :::E Submission Time 17 | Start Time End Time Auto Delete
R s -
{h Ports/Host Groups/ISCSI Targets Ll 190606-Edit... | NE) 8% In Pr... J Edit Ports mainten... | 2019/06/06 16:56:05  2015/06/06 16:58:07 Enabled
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Cisco UCS Compute Configuration

This section explains the configuration of the Cisco UCS 6454 Fabric Interconnects used in this UCP solution. Similar to the
Nexus and MDS Switches previously explained, some changes may be appropriate for your environment, however you should
be careful since any deviation from our instructions may lead to an improper configuration.

Physical Connectivity
Physical cabling should be completed by following the diagram and table references section the Physical Cabling section found
previously in the document.

Upgrade Cisco UCS Manager Software to Version 4.0(4b)

This document assumes the use of Cisco UCS 4.0(4b). To upgrade the Cisco UCS Manager software and the Cisco UCS Fabric
Interconnect software to version 4.0(4b), go to Cisco UCS Manager Install and Upgrade Guides.

Cisco UCS Base Configuration

The initial configuration dialogue for the Cisco UCS 6454 Fabric Interconnects will be provided to the first fabric interconnect
and the second fabric interconnect will receive most settings after joining the cluster.

To begin the configuration, follow these steps:

1. To start the configuration of the Fabric Interconnect A, connect to the console of the fabric interconnect and step through
the Basic System Configuration Dialogue:

---- Basic System Configuration Dialog ----
This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
the Fabric interconnect and its clustering mode is performed through these steps.
Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.
Enter the configuration method. (console/gui) ? console
Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [y]: <Enter>

Enter the password for "admin": <<var_ password>>
Confirm the password for "admin": <<var_password>>

Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no) [n]: y
Enter the switch fabric (A/B) []: A

Enter the system name: <<var_ucs_6454_ clustername>>

Physical Switch MgmtO IP address : <<var_ucsa_mgmt_ ip>>

Physical Switch Mgmt0O IPv4 netmask : <<var_oob_mgmt mask>>

IPv4 address of the default gateway : <<var_oob_gateway>>
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Cluster IPv4 address : <<var_ucs_mgmt_vip>>
Configure the DNS Server IP address? (yes/no) [n]: y
DNS IP address : <<var_nameserver_ip>>
Configure the default domain name? (yes/no) [n]: y
Default domain name : <<var_dns_domain_name>>
Join centralized management environment (UCS Central)? (yes/no) [n]: <Enter>
Following configurations will be applied:

Switch Fabric=A

System Name=AA19-6454

Enforced Strong Password=yes

Physical Switch MgmtO IP Address=10.1.168.16
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=10.1.168.254

Ipv6 value=0

DNS Server=10.1.168.9

Domain Name=ucp.cisco.com

Cluster Enabled=yes

Cluster IP Address=10.1.168.15

NOTE: Cluster IP will be configured only after both Fabric Interconnects are initialized.
UCSM will be functional only after peer FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - 0Ok

'ﬁ Wait for the appearance of a login prompt on UCS FI A before proceeding to B.

2. Continue the configuration on the console of the Fabric Interconnect B:

Enter the configuration method. (console/gui) [console] ?

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added
to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: 10.1.168.16
Peer Fabric interconnect Mgmt0O IPv4 Netmask: 255.255.255.0
Cluster IPv4 address : 10.1.168.15

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address
Physical Switch MgmtO IP address : 10.1.168.17

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
Applying configuration. Please wait.

Cisco UCS Manager Setup

Log into Cisco UCS Manager
To log into Cisco Unified Computing System (Cisco UCS) environment and Cisco UCS Manager (UCSM), follow these steps:

1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.

2. Click the Launch UCS Manager link within the opening page.
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3. If prompted to accept security certificates, accept as necessary.
4. When the Cisco UCS Manager login is prompted, enter admin as the user name and enter the administrative password.

5. Click Login to log into Cisco UCS Manager.

Anonymous Reporting

During the first connection to the Cisco UCS Manager GUI, a pop-up window will appear to allow for the configuration of
Anonymous Reporting to Cisco on use to help with future development. To create anonymous reporting, complete the
following step:

1. Inthe Anonymous Reporting window, select whether to send anonymous data to Cisco for improving future products, and
provide the appropriate SMTP server gateway information if configuring:

Anonymous Reporting

Cisco Systems, Inc. will be collecting feature configuration and usage statistics which will be
sentto Cisco Smart Call Home server anonymaously. This data helps us prioritize the features
and improvements that will most benefit our customers.

If you decide to enable this feature in future, you can do so from the “"Anonymous Reporting”
in the Call Home setiings under the Admin tab.

View Sample Data

Do you authorize the disclosure of this information to Cisco Smart CallHome?
®ves' " No

SMTP Server

Host (IP Address or Hostname ).

Port.| 25

Don't show this message again.

Lo Jaz

If you want to enable or disable Anonymous Reporting at a later date, it can be found within Cisco UCS Manager under: Admin
-> Communication Management -> Call Home, which has a tab on the far right for Anonymous Reporting.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:

1. In Cisco UCS Manager, click the Admin tab in the navigation pane.

2. Select Timezone Management drop-down list and click Timezone.
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Time Zone Manugement . Time Zone Management | Timezone

* Time Zone Management General Events

Actions Properties

NTP Server; America/Lima

Amarica/Los_Angeles (Pacific Tima)
T, Advance(

(Alagoas, Sergip
Heme America/Managua
America/Manaus (E Amazonas)
America/Marigot
America/Martnigue
America/Matamaros (US Central Time - Coahwila, Durango, Nuevo Leon, Tamaulipas near US border)
America/Mazatian (Mountain Time - S Baja, Nayarit, Sinaloa)
America/Menominee (Central Time - Michigan - Dickinson, Gogebic, Iron & Menominee Counties)
America/Merida (Central Time - Campeche, Yucatan)
America/Mexico_City (Central Time - most locations)
America/Miguelon
america/Moncton (Atlantic Time - New Brunswick)
America/Monterrey (Mexican Central Time - Coahulla, Durango, Nueve Leon, Tamaulipas away from US border)
America/Montevideo
Amaerica/Montreal (Eastern Time - Quebac - most locations)
America/Montsarrat

America/MNassau

America/Nipigon (Eastern Time - Omtario & Quebec - places that did not observe DST 1967-1973)

america/MNome (Alaska Time - west Alaska)

America/Noronha (Atlantic islands)

America/Nonh_Dakota/Center (Central Time = North Dakota = Oliver County)
America/North_Dakota/New_Salem (Central Time - North Dakota - Morton County (except Mandan area))
America/Ojinaga (US Mountain Time - Chihuahua near US border)

America/Panama

America/Pangnirung (Eastern Time - Pangnirtung, Nunavur)

America/Paramaribo

America/Phoentx (Mountain Standard Time - Arizona)
@ Logged in as admin@192.108.104.50

ArnarcicaiDorteausDrinca.

3. Inthe Properties pane, select the appropriate time zone in the Timezone menu.
4. Click Save Changes, and then click OK.
5. Click Add NTP Server.

6. Enter <<var_oob_ntp>>and click OK.

Add NTP Server ?7 X

NTP Server: | 172.26.163.254

a cancel

7. Click OK.
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Configure Cisco UCS Servers

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis. To modify the chassis discovery policy, follow
these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Policies in the list on the left under the
drop-down.

2. Under Global Policies, set the Chassis/FEX Discovery Policy to match the minimum number of uplink ports that should be
cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

3. Setthe Link Grouping Preference to Port Channel.

Pricis . Policies

# If varying numbers of links between chassis and the Fabric Interconnects will be used, leave Action set to 1 Link.

4. Leave other settings alone or change if appropriate to your environment.
5. Click Save Changes.
6. Click OK.

Enable Port Auto-Discovery Policy

Setting the port auto-discovery policy enables automatic discovery of Cisco UCS B-Series chassis server ports. To modify the
port auto-discovery policy, follow these steps:

1. In Cisco UCS Manager, click Equipment, select All > Equipment in the Navigation Pane, and select the Policies tab on the
right.

2. Under Port Auto-Discovery Policy, set Auto Configure Server Port to Enabled.
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Equipment

Main Topology View Fabric Interconnects Servers Thermal Decommissioned Firmware Management Policies

aults Diagnostics

-

Global Policies Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups Port Auto-Discovery Policy Security

Actions

Properties

Cwmer : Local

Auto Configure Server Port : o Disabled (®) Enabled

Save Changes Reset Values

3. Click Save Changes and then click OK.

Enable Info Policy for Neighbor Discovery

Enabling the info policy enables Fabric Interconnect neighbor information to be displayed. To modify the info policy, follow
these steps:

1. In Cisco UCS Manager, click Equipment, select All > Equipment in the Navigation Pane, and select the Policies tab on the
right.

2. Scroll down to Info Policy and select Enabled for Action.

Info Policy

Action : ' Dhisabled (e Enabled

3. Click Save Changes and then OK.

4. Under Equipment, select Fabric Interconnect A (primary). On the right, select the Neighbors tab. CDP information is
shown under the LAN tab and LLDP information is shown under the LLDP tab.
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Enable Server and Uplink Ports

To enable server and uplink ports, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
3. Expand Ethernet Ports.

4. Select the ports that are connected to the chassis, right-click them, and select “"Configure as Server Port.”

Fabric Interconnects v Fabric Fabric A (primary... /| Fixed Module /| Ethemnet Ports
Ethernet Ports
T, AdvancedFiter 4 Export M Print | [ Al [|Unconfgured [ Neswork [ Server | FCoE Uplink [ Unified Uplink [/] Appliance Storage || FCOE Storage » o]

Aggr. Port ID Port ID MA ¢ Role f Type

5]

w Fixed Module

Ethernet Ports

» FCPons Ph $o
» PSUs 0 4 Phy B
» Fabric Interconnect B (subordinate! 5 L
6 Phys LI
7 Phy LIS
Phys ¥ Dicabled
¢ 4 Physical $ AdmnDown ¥ Disabled
Physical $ AdmnDown ¥ Dussbled
Physical § AdminDown & Dusabled
Physical

a fioured Phy i Uplink Port
figure P CoE Uplink Port
f - Ph v 3
Conngure as Appliance Port
o + v4

5. Click Yes to confirm server ports and click OK.
6. Verify that the ports connected to the chassis are now configured as server ports.

7. Select ports 47 and 48 that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.
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10.

11.

12.

13.

14.

et A [pirsary) |+ Fizne Meclule | Frivrmet Ports,

it | (]88 [ |Unconfigured [o| Neonor: [y Serer [ FOOZ Uk || Unfed Upink [v| Apdience Siorage o FOSE Si0naDe || Unffed Somage. | o Moo

Corfqura as Sanar Par

Confure 8z FoOC

Click Yes to confirm uplink ports and click OK.

Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.

Expand Ethernet Ports.

Select the ports that are connected to the chassis, right-click them and select Configure as Server Port.
Click Yes to confirm server ports and click OK.

Select ports 47 and 48 that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.

Click Yes to confirm the uplink ports and click OK.

Acknowledge Cisco UCS Chassis

To acknowledge all Cisco UCS chassis, follow these steps:

1.

2.

3.

In Cisco UCS Manager, click the Equipment tab in the navigation pane.
Expand Chassis and select each chassis that is listed.

Right-click each chassis and select Acknowledge Chassis.
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Acknowledge Chassis X

Ahammavouwv\nnacinwedgechunl ?

This operation will rebuild the network connectivity between the Chassis and the Fabrnics it is connected
to.
Currently there are 2 active finks to Fabric A and there are 2 active links to Fabric B,

4. Click Yes and then click OK to complete acknowledging the chassis.

Create Pools

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root.

& In this procedure, two MAC address pools are created; one for each switching fabric.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.
5. Enter MAC_Pool_A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.

7. Select Sequential as the option for Assignment Order.
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Create MAC Poaol ? X
Define Name and Description Namse L | MAC_Paol_al
Description
Add MAC Addreszes
Assignment Crder : Diefault (e Sequential
Next = Cancel
8. Click Next.
9. Click Add.

10. Specify a starting MAC address.

‘& For Cisco UCS deployments, the recommendation is to place OA in the next-to-last octet of the starting MAC address
to identify all of the MAC addresses as fabric A addresses. In our example, we have carried forward the of information
of also embedding and Fl number reference of 54(for UCS 6454) givingus 00: 25:B5:54:0A: 00 as our first MAC
address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.

Create a Block of MAC Addresses ? X

First MAC Address : | 00:25:B5:54:0A:00 Size : |32 -

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:

m Cancel

12. Click OK.

13. Click Finish.
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14. Inthe confirmation message, click OK.

15. Right-click MAC Pools under the root organization.

16. Select Create MAC Pool to create the MAC address pool.
17. Enter MAC_Pool_B as the name of the MAC pool.

18. Optional: Enter a description for the MAC pool.

Create MAC Pool 7 X
Define Name and Description Mame : MAC_Paal_B
Description
Add MAC Addresses
Assignmant Ordar Default (o Saguential
MNext = Cancel
19. Click Next.
20. Click Add.

21. Specify a starting MAC address.

ﬂ For Cisco UCS deployments, it is recommended to place 0B in the next to last octet of the starting MAC address to
identify all the MAC addresses in this pool as fabric B addresses. We carried forward the information of embedding
and the Fl number reference of 54 givingus 00: 25:B5:54: 0A: 00 as our first MAC address.

22. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
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Create a Block of MAC Addresses 2 X

First MAC Address : | 00:23:B5:54:0B:00 Size: |32 -

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix
00:25:B5 0 sx

23. Click OK.
24. Click Finish.
25. In the confirmation message, click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID_Pool as the name of the UUID suffix pool.
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Create UUID Suffix Pool ? X
Define Name and Description MName U _Paal
Descrnpton
Add ULID Blocks
Prafic : | (@) Derived other
Bssignment Order - Default (» Seguential
Next > Cancel

6. Optional: Enter a description for the UUID suffix pool.
7. Keep the prefix at the derived option.

8. Select Sequential for the Assignment Order.

9. Click Next.

10. Click Add to add a block of UUIDs.

Create a Block of UUID Suffixes ? X

From : | 0000-540000000001 Size : | 32 =

‘ﬁ The starting From number (0000-54) has been adjusted to give it a differentiator from other UCS domains that may be
adjacent.

11. Specify a size for the UUID block that is sufficient to support the available blade or server resources.

12. Click OK.
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13. Click Finish.
14. Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

'& Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. EnterInfra_Pool as the name of the server pool.

Create Server Pool ? X
Mams= + | Infra_Pool
Description :
Add Servers
Next = Cancel

6. Optional: Enter a description for the server pool.
7. Click Next.

8. Select two (or more) servers to be used for the VMware cluster and click >> to add them to the Infra_Pool server pool.
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Create Server Pool ? X
Set Name and Description Servers Pooled Servers
el Ee3
Ch Sl ] u FID A S C Ch SI R u PID A s [

11 U. U. F. 32 No data available
1 2 U U F 32 >
1 3 u. ¥%_ F. =20
1 a4 u r F 16
1 5 u. ¥  F. 20
1 6 u. ¥ F. 20
1 7 u ¥ oOF 12
1 8 U ¥ F 20

Model: UCSB-B200-M5 Model:

Serial Number: FCH21147T2D Senal Number:

Vendor: Cisco Systems Inc Vendor:

9. Click Finish.
10. Click OK.

Add a Block of IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS environment,
follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Pools > root > IP Pools.

3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.
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Create Block of IPv4 Addresses ? X
From - [10.1.168.201 Size Mz ry
Subnet Mask : [255.255.2535.0 Default Gateway - |10.1.168.254
Primary DNS : (0.0.0.0 Secondary DNS : [0.0.0.0

o Cance'

4. Enterthe starting IP address of the block and the number of IP addresses required, and the subnet and gateway infor-
mation.

5. Click OK to create the block of IPs.
6. Click OK.

Create a WWNN Pool

To configure the necessary WWNN pool for the Cisco UCS environment, follow these steps on Cisco UCS Manager:

1. Selectthe SAN tab on the left.

2. Select Pools > root.

3. Right-click WWNN Pools under the root organization.
4. Select Create WWNN Pool to create the WWNN pool.
5. Enter WWNN_Pool for the name of the WWNN pool.
6. Optional: Enter a description for the WWNN pool.

7. Select Sequential for Assignment Order.
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Create WWNN Pool ? X
Define Name and Description Mame © | WWNN_Pool
Description
Add WWN Blocks
Assignment Crder : Default (s} Sequential
Mext > Cancel

8. Click Next.
9. Click Add.

10. Modify the From field as necessary for the UCS Environment.

'ﬁ Modifications of the WWN block, as well as the WWPN and MAC Addresses, can convey identifying information for
the Cisco UCS domain. Within the From field in our example, the 6" octet was changed from oo to 54 to represent as
identifying information for the 6454 Cisco UCS domain.

'ﬁ When you have multiple Cisco UCS domains sitting in adjacency, it is important that these blocks, the WWNN,
WWPN, and MAC hold differing values between each set.

11. Specify a size of the WWNN block sufficient to support the available server resources.

Create WWN Block 7 X

From: | 20:00:00:25:85:54:00:00 Size : | 32 -

To ensure unigueness of WWNs in the SAN fabric, vou are strongly encouraged to use
the following WWN prefu:

20:00:00:25:b5:xxn0eKx

12. Click OK.
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13. Click Finish to create the WWNN Pool.
14. Click OK.

Create WWPN Pools

To configure the necessary WWPN pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Pools > root.

3. Inthis procedure, two WWPN pools are created, one for each switching fabric.
4. Right-click WWPN Pools under the root organization.

5. Select Create WWPN Pool to create the WWPN pool.

6. Enter WWPN_Pool_A as the name of the WWPN pool.

7. Optional: Enter a description for the WWPN pool.

8. Select Sequential for Assignment Order.

Create WWPN Pool ? X
Dafine Nama and Dascription Mame o WWWEN_Pool_A
Description
Add WWN Blocks
Assignment Order : Dafault (8 Sequential
Mext = Cancel

9. Click Next.
10. Click Add.

11. Specify a starting WWPN.

‘ﬁ For the solution, the recommendation is to place 02 in the next-to-last octet of the starting WWPN to identify all of
the WWPNSs as fabric A addresses. Merging this with the pattern we used for the WWNN, we see a WWPN block start-
ingwith 20:00:00:25:B5:54: 0A:00.
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12. Specify a size for the WWPN pool that is sufficient to support the available blade or server resources.

Create WWN Block ? X

From: | 20:00:00:25:85:54:0A:00 Size @ | 32 -

To ensure unigueness of WWHNs in the SAN fabric, vou are strongly encouraged to use
the following WWHN prefix:

20:00:00:25:b5nocxxxx

13. Click OK.

14. Click Finish.

15. In the confirmation message, click OK.

16. Right-click WWPN Pools under the root organization.
17. Select Create WWPN Pool to create the WWPN pool.
18. Enter WWPN_Pool_B as the name of the WWPN pool.
19. Optional: Enter a description for the WWPN pool.

20. Select Sequential for Assignment Order.

Create WWPN Pool ? X
Define Namea and Description Mame ;| WWPN_Pool_B|
Description
Add WWH Blocks
Assignment Order : Default () Sequential

MNext = Cancel

21. Click Next.
22. Click Add.

23. Specify a starting WWPN.
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ﬂ For the solution, the recommendation is to place 0B in the next-to-last octet of the starting WWPN to identify all of
the WWPNSs as fabric A addresses. Merging this with the pattern we used for the WWNN, we see a WWPN block start-
ingwith20:00:00:25:B5:54:0B:00.

24. Specify a size for the WWPN address pool that is sufficient to support the available blade or server resources.

Create WWN Block ? X
From: | 20:00:00:25:B5:54:08:00 Size :

To ensure unigqueness of WWHs in the SAN fabric, you are strongly encouraged to use

the following WWN prefix:

20:00:00:25:b5noxxxx

o Canc e'

25. Click OK.
26. Click Finish.

27. Inthe confirmation message, click OK.

Set Packages and Policies

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server configuration.
These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus adapter (HBA) option ROM,
and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root.

3. Expand Host Firmware Packages.

4. Select default.

5. Inthe Actions pane, select Modify Package Versions.

6. Selectthe version 4.0(4b)B for the Blade Package, and optionally set version 4.0(4b)C for the Rack Package.

7. Leave Excluded Components with only Local Disk selected.
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Modify Package Versions X
Blade Packags : |4.0(4b)B v

Rack Package : |4.004b)C v

Service Pack : |<not set> v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller

ciMmC

FC Adapters

Flex Flash Controller

GPUs

HBA Option ROM

Host NIC

Host NIC Option ROM
+| Local Disk

NVME Mswitch Firmware

PsU

Diei Swuiteh Firrnars

0K Apply Cancel Help

8. Click OK to modify the host firmware package and OK again to acknowledge the changes.

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, follow these steps:

'ﬁ This example creates a policy for Cascade Lake Processor equipped servers for a server pool.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Server Pool Policy Qualifications.

4. Select Create Server Pool Policy Qualification.

5. Name the policy UCS-CascadelLake.

6. Select Create CPU/Cores Qualifications.

7. Inthe PID (RegEX) field enter: UCS-CPU-I42*.
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Create Server PID Qualifications

PID : |<not set>

UCSB-B200-CONN
UCSB-B400-CONN
UCSB-B400-CAP
UCSB-B200-CAP

UCS-DIMM-MAP

UCSB-B480-M5

UCSB-B420-M4

UCSC-C3X60-SVRNB
UCSB-B420-M3
UCSB-EX-M4-3
uCsB-B22-M3
UCSC-C3X60-M4SRB
UCSC-C3K-M4SR8

UCS-S3260-MS5SRB

UCSB-EX-M4-1
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Create CPU/Cores Qualifications

Processor Architecture : |Any v | PID (RegEx) : |UCS-CPU-142%|

Min Number of Cores |@-Unspeciﬁed () select | Max Mumber of Cores  : |@|Un3p-eciﬁed () select |

Min Mumber of Threads : |@. Unspecified () select | Max Number of Threads : |@| Unspecified () select |

CPU Spead (MHz) : |@-Unspeciﬁed () select | CPU Stepping - |@' Unspecified () select |

8. Click OK.

9. Optionally, select additional qualifications to refine server selection parameters for the server pool.
10. Click OK to create the policy then click OK for the confirmation.

Download the Image for ESXi 6.7 U2

The VMware Cisco Custom Image will need to be downloaded for use during installation by manual access to the UCS KVM
vMedia, or through a vMedia Policy explained in the following subsection.

To download the Cisco Custom Image, follow these steps:

1. Click the following link: VMware vSphere Hypervisor Cisco Custom Image (ESXi) 6.7 U2.

2. You will need a user id and password on vmware.com to download this software.

3. Download the .iso file.

Create vMedia Policy for VMware ESXi 6.7 U2 Install Boot (optional, if manually attaching ISO through KVM)

A separate HTTP web server is required to automate the availability of the ESXiimage to each Service Profile on first power on.
The creation of this web server is not included in this document but can be any existing web server capable of serving files
through HTTP that are accessible on the OOB network that the ESXi image can be placed upon.
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Place the Cisco Custom Image VMware ESXi 6.7 U2 I1SO on the HTTP server and follow these steps to create a vMedia Policy:

1. In Cisco UCS Manager, select Servers on the left.

2. Select Policies > root.

3. Right-click vMedia Policies.

4. Select Create vMedia Policy.

5. Name the policy ESXi-6.7U2-HTTP.

6. Enter"Mounts ISO for ESXi 6.7 U2"inthe Description field.
7. Click Add.

8. Namethe mount ESXi-6.7U2-HTTP.

9. Selectthe CDD Device Type.

10. Selectthe HTTP Protocol.

11. Enterthe IP Address of the web server.

# Since DNS server IPs were not entered into the KVM IP earlier, it is necessary to enter the IP of the web server instead
of the hostname.

12. Leave "None” selected for Image Name Variable.
13. Enter VMware_ESXi_6.7.0_13006603_Custom_Cisco_6.7.2.1.iso as the Remote File name.

14. Enter the web server path to the ISO file in the Remote Path field.
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Create vMedia Mount ? X
MName . ESXi-B6.7UZ-HTTP

Description

Device Type o |fe) CDD HDD

Protocol : MNFS CIFS (&)HTTP ( 1HTTPS

Hostname/IP Address : | 10.1.168.165

Image Name Variable : |(e) Mone Service Profile Name

Remote File o[ VMware_ESXi_6.7.0_13006603_Custom_Cisco_B.7
Remote Path | /software/VMware

Usemame

Password

Remap on Eject

15. Click OK to create the vMedia Mount.

16. Click OK then OK again to complete creating the vMedia Policy.

'ﬁ For any new servers added to the Cisco UCS environment the vMedia service profile template can be used to install
the ESXi host. On first boot the host will boot into the ESXi installer. After ESXi is installed, the vMedia will not be ref-
erenced as long as the boot disk is accessible.

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter VM-Host as the BIOS policy name.
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Create BIOS Policy

Name : VM-=-Host
Description

Reboot on BIOS Settings Change : O

?

6. Select and right-click the newly created BIOS Policy.
7. Within the Main tab of the Policy:

a. Change CDN Control to enabled.
b. Change the Quiet Boot setting to disabled.

Policies | root / BIOS Policies | VM-Host

| Main | Advanced Boot Options Server Management Events
Actions

Delete

Show Policy Usage

Properties

MName © VM-Host
Description
Owmer : Local

Reboot on BIOS Settings Change : [

Te Advanced Filker 4 Export o Print

i
BIOS Tokens Settings
L CDN Control Enabled t_]
Front paned lockout = f L
= wm Default
POST error pause Platform Dk -
[ Quiet Boot Disabled ']
Resume on AC power loss Platform Default bl
Save Changes Reset Values
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8. Click the Advanced tab, leaving the Processor tab selected within the Advanced tab.

9. Setthe following within the Processor tab:

a. DRAM Clock Throttling -> Performance
b. Frequency Floor Override -> Enabled

c. Processor C State -> Disabled

Policies | root | BIOS Policies /| VM-Host

Main Advanced | Boot Options

Server Management Events

RAS Memory Serial Port use

LOM and PCle Slots

Trusted Platform

Graphics Configuration

T Advanced Fiter 4 Export /& Print

BIOS Tokens

Settings

Altitude
CPU Hardware Power Management
CPU Performance

Core Multi Processing

Platform Default
Platform Default
Platform Default

Platform Default

|

L DRAM Clock Throttling

Performance

Direct Cache Access
Energy Performance Tuning
Enhanced Intel SpeedStep Tech

Execute Disable Bit

Platform Default
Platform Default
Platform Default

Platform Default

Frequency Floor Ovemnde

Enabled

ntel HyperThreading Tech
Intel Turbo Boost Tech

ntel Virtualization Technology
Channel Interleaving

Memory Interleaving

Rank Interleaving

Local X2 Apic

Max Variable MTRR Setting

P STATE Coordination

Package C State Limit

Platform Default
Platform Defauli
Platform Default
Platform Default
Platform Default
Platform Default
Platform Default
Platform Default
Platform Default

Platform Default

I Processor C State

Disabled

10. Scroll down to the remaining Processor options and select:

a. Processor CaE -> disabled
b. Processor C3 Report -> disabled
c. Processor C7 Report -> disabled

d. Energy Performance -> performance
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Palicies | root |/ BIOS Policies | VM-Host

Main Advanced Boot Options Server Management Events

m Intel Directed 10 RAS Memory Serial Port usB PCI

Y. Advanced Finer 4 Export  # Print

QP

LOM and PCle Slats Trusted Platform

Graphics Configuration

BIOS Tokens

Settings

Memary Interleaving
Rank Interleaving

Local X2 Apic

Max Variable MTRR Setting
P STATE Coordination
Package C State Limit

Processor C State

tform Default

Platform Default

Platform Default

Platform Default

P n Default
Platform Default
Disabled

Processor C1E

Disabled

Processor C3 Report

Disabled

Processor C8 Report

Platform Default

[ Processor C7 Report

Disabled

Processor CMCI

Power Technology

Platform Default

Platform Default

[ Energy Performance Performance ']
Adiacent Cache Line Prefetcher Platform Default v
DCU IP Prefetcher Platform Default B
DCU Streamer Prefetch P m Default b
Hardware Prefetcher Platform Default v
Demand Scrub Platform Default v
Patrol Serub Platform Default r
Workload Configuration Platform Default v =1
Save Changes Reset Values

11.

Click the RAS Memory tab and select:

a. LV DDR Mode -> performance-mode
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Policies | root | BIOS Policies | VM-Host

Main Advanced Boot Options Server Management Events
Processor Intel Directed 10 Serial Port usB PCI am LOM Trusted Platform Graphics Configuration
Y. Advanced Fiter 4 Export & Print
BIOS Tokens Settings
DORS Veltage Selection Platform Defauk .

DRAM Refresh Rate

L LV DDR Mode

Mirraring Mode

NUMA optmzed

Memory RAS configuration Platform Default v

12. Click Save Changes.
13. Click OK.

Update the Default Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Select Maintenance Policies > default.

4. Change the Reboot Policy to User Ack.

5. (Optional: Click “"On Next Boot” to delegate maintenance windows to server owners).
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Policies . Policies | root | Maintenance Policies | default
+ BIOS Policies | General Everits

SROV

Actions Properties

ushIC

VM-Host MName . default
+ Boot Policies Show Policy Usage Description

Boot Policy default Owner . Local

Boot Policy diag Soft Shutdown Temer 150 Secs M

Boot Policy utlty
Storage Config. Deployment Policy : Immediate o User Ack

Diagnestics Pelicies
Graphics Card Policies Reboot Policy : Immediate (o) User Ack | Timer Automatic

* Host Femware Packages +| On Next Boot (Apply pending changes at next reboat.)
default

PMI Access Profles

KVM Management Policies

l

Local Disk Conbg Pocies
default
SAN-Boot
* Maintenance Pobcies
Management Firmware Packages
» Memory Policy
* Power Control Policies
defoult

No-Power-Cap

Power Sync Palicies

Scrub Policies

Serial over LAN Policies.
Server Pool Policies
Server Pool Policy Cuakcations

all-chasss

UCS-B200MS

Threshold Policies

SCS! Authentication Profiles -
= wMedia Policies

vMedia Policy ESX-6.5-HTTP ;[ Save Changes Reset Values

6. Click Save Changes.
7. Click OK to accept the change.

Create Local Disk Configuration Policy

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do not have a local disk.

‘ﬁ This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Local Disk Config Policies.

4. Select Create Local Disk Configuration Policy.

5. Enter SAN-Boot as the local disk configuration policy name.

6. Change the mode to No Local Storage.

7. Click OK to create the local disk configuration policy.
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Create Local Disk Configuration Policy ? X
Mame : | SAN-Boot

Description

Mode . | Ne Local Storage v

FlexFlash -

FlexFlash State : |(w Disable Enable

It FlexFlash State i= dizabled, SD cards will become unavalable immediatsly_
Pleaze ensure SD cards are not in use before dizsabling the FlexFlash State.

FlexFlash RAID Reporting State : |(e) Disable Enable

FlexFlash Removable State ) y Yes No (e'MNo Change

If FlexFlash Remowvable State is changed, SD cards will become unavailable temporarily.
Please ensure SD cards are not in use before changing the FlexFlash Removable State_

8. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, follow these steps:

1. InCisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.

6. Change the power capping setting to No Cap.
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Create Power Control Policy 7 X
MName : | No-Power-Cap

Description

Fan Speed Policy : | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its pricrity
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

=« Mo Cap cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

7. Click OK to create the power control policy.
8. Click OK.

Create Network Control Policy for Cisco Discovery Protocol and Link Layer Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol (LLDP) on
virtual network ports, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. EnterEnable CDP_LLDP as the policy name.

6. For CDP, select the Enabled option.
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Create Network Control Policy 7 X
Name : |Enable_CDP_LLDP

Description

CDP :  Disabled () Enabled

MAC Register Mode : |(e) Only Native Vlan () All Host Vlans

Action on Uplink Fail : |{e) Link Down () Warning
MAC Security

Forge: |(e) Allow () Deny

LLDP

o Cance'

7. Scroll down within the policy creation window.

Create Network Control Policy ? X

CDP : ) Dizabled (e) Enabled
MAC Register Mode : |(#) Only Native Vlan () All Host Vlans

Action on Uglink Fail : |{e) Link Down () Warning

MAC Security

Farge : |(e) Allow ) Deny

LLDP

Transmit : 1 Disabled (o) Enzbled
Receive - ) Disabled (o) Enabled

8. Select Enabled for both Transmit and Receive under the LLDP section.

9. Click OK to create the network control policy.

10. Click OK.

Configure Cisco UCS LAN Connectivity

Create Uplink Port Channels

To configure the necessary port channels out of the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

‘ﬁ In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and one from fabric B
to both Cisco Nexus switches.
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2. Under LAN > LAN Cloud, expand the Fabric A tree.
3. Right-click Port Channels.
4. Select Create Port Channel.

5. Enteraunique ID for the port channel, (147 in our example to correspond with the upstream Nexus ports being connect-
ed to).

6. Withasselected, enter vPC-147-93180 as the name of the port channel.

Create Port Channel 7 X

Nams vPC-147-92180
Add Ports

Next > Cancel

7. Click Next.
8. Select the following ports to be added to the port channel:

a. SlotID1and port 47
b. SlotID1and port 48
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10.

11.

12.

13.

14.

15.

16.

Create Port Channel 7 X
Set Port Channel Name Ports Ports in the port channel
Slot ID Aggr. Po... Port MAC Slot ID Aggr. Po... Port MAC

Add Ports

0 47 00:DE:F... No data available

o 48 00:DEF... >

0 53 00:DEF...

0 54 00:DE:F..

< Prev Cancel

Click >> to add the ports to the port channel.

Click Finish to create the port channel.

Click OK.

In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.
Right-click Port Channels.

Select Create Port Channel.

Enter a unique ID for the port channel, (148 in our example to correspond with the upstream Nexus ports being connected
to).

With 16 selected, enter vPC-148-93180 as the name of the port channel.
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Create Port Channel
Set Port Channel Name 18] © 148

Name : |vPC-147-93180
Add Ports

Next >

Finish

¥

Cancel

17. Click Next.
18. Select the following ports to be added to the port channel:

a. SlotID1and port 47
b. SlotID 1 and port 48

135




Cisco UCS Compute Configuration

Create Port Channel 7 X
Set Port Channel Name Ports Ports in the port channel
Slot 1D Aggr. Po.. Port MAC Slat ID Aggr. Po...  Port MAC

Add Ports

o A7 00:DE:F.. No data available

0 48 00:DE:F... =

o 53 00:DEF..

0 54 00:DE:F..

< Prev Cancel

19. Click >>to add the ports to the port channel.
20. Click Finish to create the port channel.
21. Click OK.

Create VLANSs

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

ﬁ In this procedure, six unique VLANSs are created. See Table 2 for a list of VLANSs to be created.

2. Select LAN > LAN Cloud.

3. Right-click VLANs.

4. Select Create VLANS.

5. EnterNative asthe name of the VLAN to be used as the native VLAN.
6. Keepthe Common/Global option selected for the scope of the VLAN.

7. Enterthe native VLANID.

8. Keep the Sharing Type as None.
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=
Create VLANs 7 X
VLAN Name/Prefix  :  Native

Multicast Policy Name : | <not set> v Create Multicast Policy

») Common/Global Fabric A Fabric B Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35,40-45", " 23", "23,34-45")
VLAN IDs 2

Sharing Type : |(e)None Primary Isolated Community

Check Overlap o Cancel

9. Click OK and then click OK again.

10. Expand the list of VLANs in the navigation pane, right-click the newly created Nat ive-VLAN and select Set as Native
VLAN.

11. Click Yes and then click OK.

12. Right-click VLANSs.

13. Select Create VLANs

14. Enter Site-Infra asthe name of the VLAN to be used for management traffic.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the In-Band management VLAN ID.

17. Keep the Sharing Type as None.
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Create VLANs

WLAN Mame/Prefix Site-Infra
Multicast Policy Name : | <not set> v Create Multicast Policy
®) Common/Global ) Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating global VLANs that map ta the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.{e.g. " 2009-2019", " 29,35,40-45", "23", "23,34-45")

VIAMIDs: | 119

Sharing Type : |(e) None ( ) Primary ( ) lsclated { ) Community

Check Overlap

?

Cancel

18. Click OK and then click OK again.

19. Right-click VLANSs.

20. Select Create VLANS.

21. Enter vMotion asthe name of the VLAN to be used for vMotion.
22. Keep the Common/Global option selected for the scope of the VLAN.
23. Enterthe vMotion VLAN ID.

24. Keep the Sharing Type as None.
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Create VLANs 7 X
WVLAN Name/Prefix o | vMotion
Multicast Policy Mame : | <not set» v Create Multicast Policy

*) Common/Global Fabric A ) Fabric B Both Fabrics Configured Differently

You are creating global VLANs that map to the same WLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2018", " 29,35,40-45" , " 23", " 23,34-45")

VLANIDs: | 5318

Sharing Type : |[(e) None Primary |zolated Community

Check Overlap o Cancel

25. Click OK and then click OK again.

26. Repeat as needed for any additional VLANs created on the upstream Nexus switches.

Create vNIC Templates

To create the multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow the steps in this
section.

Create Management vNICs

For the vNIC_Mgmt_A Template, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. EntervNIC Mgmt A asthevNICtemplate name.

6. Keep Fabric A selected.

7. Select Primary Template forthe Redundancy Type.
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8. Leave Peer Redundancy Template as <not set>

'ﬂ Redundancy Type and specification of Redundancy Template are configuration options to later allow changes to the
Primary Template to automatically adjust onto the Secondary Template.

9. Under Target, make sure that the VM checkbox is not selected.
10. Select Updating Template as the Template Type.

11. Under VLANSs, select the checkboxes for Site-Infra, Common, Host-Mgmt, vMotion, and Native

VLAN:S.
Create vNIC Template 7 X
MName : wNIC_Mgmt_A
Description
Fabric ID : * Fabric A Fabric B Enable Failover

Redundancy

Redundancy Type : Mo Redundancy (e) Primary Template Secondary Template
Peer Redundancy Template : | <potset> ¥

Target
| Adapter
WM

Warning

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type : Initial Template (o) Updating Template
V0LANS VLAN Groups
Yo Advanced Filter 4 Export % Print -I:I-
Select Name Native VLAN VLAN ID
o Common 31
default
vy Host-Mgmt 419
| ) Matiua ! 2 |

n Cance'

12. SetNative asthe native VLAN.

13. Leave vNIC Name selected for the CDN Source.
14. For MTU, enter 9000.

15. Inthe MAC Pool list, select MAC_Pool A.

16. Inthe Network Control Policy list, select Enable CDP.
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Create vNIC Template b
| VLANS | VLAIN Qroups
Y, Advanced Filter 4 Export % Print It
Selsct Name Mative VLAN VLAN ID
default
J Host-Mgmt 419
J Native s 2
o Site-Infra 119
v vMotion 519
Create VLAN
CDN Source o |(e)vNIC Name () User Defined
MTU : 9000
MAC Pool o | MAC_Pool_A(20/32) »
QoS Policy : <not set> ¥
Network Control Policy : | Enable_CDP w
Pin Group o |<not set> v
Stats Threshold Policy : | default »
Connection Policies
Dynamic wNIC (&) usNIC () VMQ
usNIC Connection Policy © | <notset> w
o Cancel

1

1

7. Click OK to create the vNIC template.

8. Click OK.

For the vNIC_Mgmt_B Template, follow these steps:

1.

In the navigation pane, select the LAN tab.

Select Policies > root.

Right-click vNIC Templates.

Select Create vNIC Template

Enter vNIC Mgmt B asthe vNIC template name.
Select Fabric B.

Select Secondary Template for Redundancy Type.

For the Peer Redundancy Template drop-down, select vNIC_Mgmt_A.
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ﬂ With Peer Redundancy Template selected, Template Type, VLANs, CDN Source, MTU, and Network Control Policy
are all pulled from the Primary Template.

9. Under Target, make sure the VM checkbox is not selected.

Create vNIC Template 7 X
Name o WNIC_Mgmt_B
Description
Fabric ID : ») Fabric A ) Fabric B Enable Failover
Redundancy
Redundancy Type : 1 Mo Redundancy ¢ ) Primary Template (e Secondary Template
Peer Redundancy Template © | <ot set> w
Target <not set>
~| Adapter
WM
vNIC_Mgmt_A
Warning

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritien

Template Type o () Initial Template ) Updating Template
WLANS VLAN Groups
Y, Advanced Filter 4 Export o Print fol
Select Name Mative VLAN VLAN ID
Common 219
default
Host-Mgmt 419
Matiua 2

10. Inthe MACPool list, select MAC_Pool_B.
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Y Advanced Filter

Create vNIC Template

| WLANS | WLAN aroups

4 Export % Print

?

Select

MName Mative WVLAN

VLAN ID

Create VLAN

CDN Source

MTU

MAC Pool

QoS Policy

Pin Group

Common
default
Host-Mgmt
Native
Site-Infra

vMotion

®) vNIC Name () User Defined

1500

<not set> v

<not set>

Network Control Policy :

default{0/0)

MAC_Pool_A(20/32)

Stats Threshold Policy MAG_Pool_B(20/32)

Connection Policies

319

Dynamic vNIC (o) usMIC { ) VMQ

usNIC Connection Policy : | <not set> v

Cancel

11. Click OK to create the vNIC template.

12. Click OK.

Create vDS Application vNICs

For the vNIC_vDS_A Template, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. EntervNIC vDS Aasthe vNICtemplate name.

6. Keep Fabric A selected.

7. Leave No Redundancy selected for the Redundancy Type.
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8. Under Target, make sure that the VM checkbox is not selected.

9. Select Updating Template as the Template Type.

Create vNIC Template 5
Name © | WNIC_VDS_A
Description
Fabric ID : (®) Fabric A () FabricB l:l Enable Failover
Redundancy
Redundancy Type o, Mo Redundancy , Primary Template , Secondary Template |
Target
Adapter
[ ] wm
Waming
If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten
Template Type : Initial Template 0 Updating Template
V0LAMNs VLAMN Groups
T, Advanced Filter 4 Export % Print el
Select Name Native VLAN VLAN ID
Common 319
default
Host-Mgmt 419
Native 2
Site-Infra 19
“ Cancel

10. For MTU, enter 9000.

11. Inthe MAC Pool list, select MAC Pool A.

12. Inthe Network Control Policy list, select Enable LLDP.
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Create vNIC Template i
| VLANS | VLA Groups
Y, Advanced Filter 4 Export  # Print ol
Select MName Native VLAM VLAN ID
Common 319
default
Host-Mgmt 419
Mative 2
Site-Infra 19
vMotion 519
Create VLAN
CDM Source #) wNIC Name () User Defined
MTU 9000
MAC Pool MAC_Pool_A(20/32) »
QoS Policy <not set> w
Network Control Policy - | Enable_LLDP
Pin Group <not set> v
Stats Threshold Policy :© | default v
Connection Policies
Dynamic vNIC {e) usMIC () VMQ
usNIC Connection Policy : | <notset> w
n Cancel

13. Click OK to create the vNIC template.

14. Click OK.

For the vNIC_vDS_B Template, follow these steps:

1.

In the navigation pane, select the LAN tab.

Select Policies > root.

Right-click vNIC Templates.

Select Create vNIC Template

Enter vNIC vDS_B as the vNIC template name.

Select Fabric B.

Leave No Redundancy selected for the Redundancy Type.

145




Cisco UCS Compute Configuration

ﬂ Peer Redundancy has not been configured between the two vDS vNIC Templates because with the vDS VMM imple-
mentation configured later will update both vNIC Templates using the UCS integration.

8. Under Target, make sure the VM checkbox is not selected.

S
Create vNIC Template ? X

Name : WNIC_vDS_B

Description

Fabric ID : ) Fabric A ¢) Fabric B Enable Failover

Redundancy

Redundancy Type . |(e) Mo Redundancy ¢ ) Primary Template ( ) Secondary Template
Target
+| Adapter
VM

Warning

If VM is selected, a port profile by the same name will be created.

If & port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type : ) Initial Template (o) Updating Template

WLANs VLAN Groups

Y, Advanced Filter 4 Export % Print fol

Select MName Mative WVLAN WLAN ID
Common 319
default
Host-Mgmt 419
Native 2
Site-Infra 119

o Cance'

9. ForMTU, enter 9000.
10. Inthe MAC Pool list, select MAC Pool B.

11. Inthe Network Control Policy list, select Enable LLDP.
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Create vNIC Template 7 X
| VLAINS | VLA Groups
Tr Advanced Filter 4 Export % Print -I:I-
Select MName Mative VLAN VLANID
Common 31
default

Host-Mgmt 419

Native 2
Site-Infra
vMotion 5319
Create VLAN
CDN Source o (@) wNIC Name User Defined
MTU : 9000
MAC Pool o | MAC_Pocl_B(20/32)
QoS Policy : | <notset> w
Network Control Policy © | Enable_LLDP
Pin Group . | <not set> v

Stats Threshold Policy © | default w»

Connection Policies

Dynamic vMNIC (&) usNIC VMO

usNIC Connection Policy : | <not set> »

o Cance l

12. Click OK to create the vNIC template.

13. Click OK.

Set Jumbo Frames in Cisco UCS Fabric

'ﬁ These steps are unnecessary for the Cisco UCS 6454 Fls as they default to jumbo frames.

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud > QoS System Class.

3. Intheright pane, click the General tab.

4. Onthe Best Effort row, enter 9216 in the box under the MTU column.

5. Click Save Changes in the bottom of the window.
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LAN Cloud . LAN Cloud | (oS System Class
= LAN Cloud Genaral Events FSM
* Fabric A
Actions Propert
* Port Channels
* Pon-Channel 151 vPC-151-Nexus Cwner : Local

*  Uplink Eth Interfaces
» VLANs

Priarity Enabled CoS Packet Weight Weight MTU Multic:
* WP Optimization Sets Drop %) Opstimd
- Fobric B Platinum r 5 r 0 v| WA rarmal v =
v Port Channels
+ Uphrk Eth Interfaces Gold o 4 B M v Nm p— . ™
v Silver r 2 W . NA . . r
* VP Optimization Sets
Bronze r 1 # = NiA — - [ |
* LAN Pin Grous
e Best F Any = = 50 218 v [
*+ Threshold Polcies Effort
* VLAN Groups Fibre F 3 Il 5 v 50 NiA
b VLAN: Channel
« i

6. Click OK

Create LAN Connectivity Policy

To configure the necessary Fibre Channel Infrastructure LAN Connectivity Policy, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > Policies > root.

3. Right-click LAN Connectivity Policies.

4. Select Create LAN Connectivity Policy.

5. Enter FC-LAN-Policy asthe name of the policy.

6. Click the upper Add button to add a vNIC.

7. Inthe Create vNIC dialog box, enter 00-Mgmt—A as the name of the vNIC.

‘ﬁ The numeric prefix of “oo-" and subsequent increments on the later vNICs are used in the vNIC naming to force the
device ordering through Consistent Device Naming (CDN). Without this, some operating systems might not respect
the device ordering that is set within Cisco UCS.

8. Select the Use vNIC Template checkbox.

9. Inthe vNIC Template list, select vNIC_Mgmt_A.
148



Cisco UCS Compute Configuration

10. Inthe Adapter Policy list, select VMWare.

Create vNIC

me : 00-Mgmi-A

Use vNIC Template : ¥

11. Click OK to add this vNIC to the policy.

12. Click the upper Add button to add another vNIC to the policy.

13. Inthe Create vNIC box, enter 01 -Mgmt -B as the name of the vNIC.
14. Select the Use vNIC Template checkbox.

15. Inthe vNIC Template list, select vNIC_Mgmt_B.

16. Inthe Adapter Policy list, select VMWare.

17. Click OK to add the vNIC to the policy.
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Create vNIC

Name : | 01-Mgmt-B

Use wNIC Temglate - ¥
Redundancy Pair : Peer Name
vNIC Template <not set> W reate wNIC L}
<not set>
Adapter Perfors
Adapter Policy WNIC Mgmt A Create Ethernet Adapter Policy

n Cancel

18. Click the upper Add button to add a vNIC.

19. Inthe Create vNIC dialog box, enter 02-vDS-A as the name of the vNIC.
20. Select the Use vNIC Template checkbox.

21. Inthe vNIC Template list, select vNIC_vDS_A.

22. Inthe Adapter Policy list, select VMWare.

23. Click OK to add this vNIC to the policy.
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24. Click the upper Add button to add a vNIC to the policy.

25. Inthe Create vNIC dialog box, enter 03-App-B as the name of the vNIC.
26. Select the Use vNIC Template checkbox.

27. Inthe vNIC Template list, select vNIC_App_B.

28. Inthe Adapter Policy list, select VMWare.

Create vNIC

29. Click OK to add this vNIC to the policy.
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Create LAN Connectivity Policy 7 X
Mame o | FC-LAM-Policy
Description :

Click Add o specify one or mare vMICs that the server should use to connect to the LAN.

Name MAC Address Native VLAN
vNIC 03-vDS-B Derived
vNIC 02-vDS-A Derived
vNIC 01-Mgmt-B Derived
vNIC 00-Mgmt-A Derived
(+) Add

# Add iSCSI vNICs

30. Click OK to create the LAN Connectivity Policy.

31. Click OK.

Configure FC SAN Connectivity

These Fibre Channel configuration steps will enable the provisioning of volumes to be used as datastores by the vSphere hosts,
and the creation of Cisco UCS Service Profiles that will be configured to boot from Fibre Channel LUNS.

Configure Unified Ports

The Cisco UCS 6454 Fabric Interconnects will have a slider mechanism within the Cisco UCS Manager GUI interface that will
control the first 8 ports starting from the first port, allowing the selection of the first 4, or all 8 of the unified ports. The Cisco
UCS 6332-16UP has a similar mechanism controlling the first 16 ports starting from the first port, configuring in increments of
the first 6, 12, or all 16 of the unified ports.

To enable the fibre channel ports, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
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2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary)

3. Select Configure Unified Ports.

4. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric interconnect
and changes to the expansion module will require a reboot of that module.

5. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select either the
first 4 or all 8 of the ports to be set as FC Uplinks.

Configure Unified Ports o X

The position of the slider determines the type of the ports

All the ports to the left of the slider are Fibre Channel ports (Purple), while the ports to the right are Ethernet ports (Blue
Port Transport If Role or Port Channel Membership Desired If Role
Port 2 ethe

]

1
m
D

e
o
-

.-

# For Cisco UCS 6332-16UP, these fixed ports will be in groups of 6, 12, or 16 ports to be set as FC Uplinks.

6. Click OK to continue

7. Click Yes within the subsequent warning pop-up and wait for reboot to complete.

8. Log backinto UCSM when available.
9. Select Equipment > Fabric Interconnects > Fabric Interconnect B (primary)
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10. Select Configure Unified Ports.

11. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric interconnect
and changes to the expansion module will require a reboot of that module.

12. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select the same 4
or 8 ports to be set as FC Uplinks.

13. Click OK to continue
14. Click Yes within the subsequent warning pop-up and wait for reboot to complete.

Create VSANSs

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

‘ﬁ In this procedure, two VSANs are created.

2. Select SAN > SAN Cloud.

3. Right-click VSANSs.

4. Select Create VSAN.

5. Enter VSAN A asthe name of the VSAN to be used for Fabric A
6. Leave Disabled selected for FC Zoning.

7. Select Fabric A.

8. Enteraunique VSAN ID and a corresponding FCoE VLAN ID. Itis recommended use the same ID for both parameters and
to use something other than 1.
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Create VSAN ? X

Mame . VSAN_A

FC Zoning Settings

FC Zoning : |(= Disabled Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCok swatch.

Common/Global () Fabric A Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric A that maps to ANVLAN can be used to carry FCoE traffic and can be mapped to this
a VSAM ID that exists only in fabric A. WSAN.

Erter the VSAN ID that maps to this VSAN, Enter the VLAN ID that maps to this VSAN,

WSAN ID: | 101 FCoEVLAN : | 101

9. Click OK and then click OK again.

10. Under SAN Cloud, right-click VSANs.

11. Select Create VSAN.

12. Enter VSAN B as the name of the VSAN to be used for Fabric B.
13. Leave Disabled selected for FC Zoning.

14. Select Fabric B.

15. Enter aunique VSAN ID and a corresponding FCoE VLAN ID. Itis recommended use the same ID for both parameters and
to use something other than 1.
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Create VSAN ? X

Mame : | VSAMN_B

FC Zoning Settings

FC Zoning : | Disabled Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Commaon/Global Fabric A (e) Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric B that maps to AVLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric B. WSANMN.

Enter the VSAN ID that maps to this VSAN, Enter the WLAN ID that maps to this VSAN,

VSANID: 102 FCoE VLAM : | 102

16. Click OK and then click OK again.
Create FC Port Channels
To configure the necessary port channels for the Cisco UCS environment, follow these steps:

Fabric-A
1. Inthe navigation pane under SAN > SAN Cloud expand the Fabric A tree.

2. Right-click FC Port Channels.
3. Select Create FC Port Channel.

4. Enter1fortheID and Poz for the Port Channel name.

156



Cisco UCS Compute Configuration

Create FC Port Channel ? X
Set FC Port Channel Name [[s] =1
Name : |Pol
Add Ports
Next > Cancel

5. Click Next.

6. Setthe Port Channel Admin Speed to 32Gbps, or appropriate for the environment, choose connected ports and click >> to
add the ports to the port channel.

Create FC Port Channel
%pd FI2 Port Chennel Kama Por Charnned Admin Spead & Ghps B Ghps lEghes (v Zighos
Pt Pors i the por channel

Pon Si ID WA Pt Sen 1D WP

re e [ 0

a 1 000 8 z 1 2002000

St I Shot I
AP WYWPR

o < -
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7. Click Finish.

8. Click OK.

9. Selectthe newly created Port-Channel.

10. Under the VSAN drop-down list for Port-Channel 1, select VSAN_A 101.

Al v
v SAN
v SAN Cloud
v Fabric A

w FC Port Channels

FC Port-Channel 1 Pol @

FCoE Port Channels

» Uplink FC Interfaces

» Uplink FCoE Interfaces

@
B

SAN / SAN Cloud / Fabric A / FC Port Channels / FC Port-Channel 1 Po1

| Genersl ‘ Pors

Status

Overall Status

Addtional Info - No operational

Actions

Faults

W Failed

members

11. Click Save Changes and then click OK.

Fabric-B

Properties

D

Fabric 1D

Port Type

Transport Type

Name

Description

VSAN

Pon Channel Admn Speed

Operational Speed(Gbps)

v

Fabric A/vsan VSAN_A (101) SRSupee

Fabric Dual/vsan default (1)

1. Inthe navigation pane, under SAN > SAN Cloud, expand the Fabric B tree.

2. Right-click FC Port Channels.

3. Select Create Port Channel.

4. Enter 2 forthe ID and Poz for the Port Channel name.
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Create FC Port Channel ? X
o] 2
MName: Po2

Next > Cancel

5. Click Next

6. Setthe Port Channel Admin Speed to 32Gbps, or appropriate for the environment, choose connected ports and click >> to
add the ports to the port channel.

Create FC Port Channel L
Eed FL Pord Channsd Hams: Pl Chisninel Scimin Sessead & Ghys B Ghgs TEghes (w 32ghee
Ports Forts i the par channel
Fon it IO WRRET P Shon I Wik
2 e (s i
& P ipat By AR 1 020008
Son I Shot I
AT, WP

e o
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7. Click Finish.
8. Click OK.
9. Selectthe newly created Port-Channel

10. Under the VSAN drop-down list for Port-Channel 2, select VSAN_B 102.

Al - SAN | SAN Cloud | Fabric B / FC Port Channels | FC Port-Channel 2 Po2
- SAN | General Ports Faults Events Statistics
= SAN Cloud
» Fabric A Status Properties
» FC Port Channels Overal Status - vy Failed D 2
» FC Port-Channel 1 Pol &5 Additional Info - No operational Fabeic 1D 8
- w members Port Type Aggregation
» FCoE Port Channels P Transport Type : Fe
» Uplink FC Interfaces Nams Po2
* Uplink FCoE Interfaces . Description
= nne
T Add Ports VSAN [re Dusijvsan defau (1) + |
e T abric Bfvsan VSAN_B (102) S
Operational Speed(Gbps Fabric Dual/vsan default (1)
» Uplink FCoE interfaces
» VSANs

11. Click Save Changes and then click OK.

'ﬁ If the UCS FC ports show as error disabled at this point due to a timing of operations, a disable and subsequent enable of
the error disabled port will be needed.

Create vHBA Templates

To create the necessary virtual host bus adapter (vHBA) templates for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vHBA Templates.

4. Select Create vHBA Template.

5. EntervHBA Template A asthevHBAtemplate name.

6. Keep Fabric A selected.

7. Leave Redundancy Type as No Redundancy.

8. Select VSAN_A.

9. Leave Initial Template as the Template Type.

10. Select WWPN_Pool_A as the WWPN Pool.
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11. Click OK to create the vVHBA template.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Create vHBA Template ?

Mame o | vHBA_Template_A

Description

Fabric ID Com A B
Redundancy
Redundancy Type o | No Redundancy Primary Template Secondary Template
Select VSAN - [vsan_a - Create VSAN
Template Type o (e Initia] Template Updating Template

Max Data Field Size : 2048

WWPN Poel T WWPN_Pool_A{24/32)
QoS Poliey : <not set> v
Pin Group . | <not set> v

Stats Threshold Policy © | default +

Click OK.

Right-click vHBA Templates.

Select Create vHBA Template.

Enter vHBA Template B asthe vHBA template name.
Select Fabric B as the Fabric ID.

Leave Redundancy Type as No Redundancy.

Select VSAN_B.

Leave Initial Template as the Template Type.

Select WWPN_Pool_B as the WWPN Pool.

Click OK to create the vHBA template.
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Create vHBA Template

Mame . vHBA_Template_B
Description
Fabric ID : As B

Redundancy

Max Data Field Size : 2048

WWPN Pool * | WAWPN_Pool_B(24/32) w
QoS Policy © | <notset> w
Pin Group . | <not set> v
Stats Threshold Policy : | default »

22. Click OK.

Create SAN Connectivity Policy

Redundancy Type o | No Redundancy Primary Template Secondary Template
Select VSAN . |vsan_B - Create VSAN
Template Type o (e Initig] Templats Updating Template

Cancel

To configure the necessary Infrastructure SAN Connectivity Policy, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select SAN > Policies > root.
3. Right-click SAN Connectivity Policies.
4. Select Create SAN Connectivity Policy.

5. Enter Infra-SAN-Policy asthe name of the policy.

6. Selectthe previously created WWNN_Pool for the WWNN Assignment.

7. Clickthe Add button at the bottom to add a vHBA.

8. Inthe Create vHBA dialog box, enter Fabric-A as the name of the vHBA.

9. Selectthe Use vHBA Template checkbox.

10. Leave Redundancy Pair unselected.
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11. Inthe vHBA Template list, select vHBA_Template_A.

Create vHBA

MName . | Fabric-A

Use vHEA Template : ¥

Redundancy Pair : Peer Name -
vHBA Template © | <not set> w Create vHBA Template

Adapter Perforn| <not set>

Adapter Policy :

vHBA_Template_~A

vHBA_Template_B

Create Fibre Channel Adapter Policy

Cancel

12.

13.

14.

15.

16.

17.

18.

In the Adapter Policy list, select VMWare.

Click OK.

Click the Add button at the bottom to add a second vHBA.

In the Create VHBA dialog box, enter Fabric-B as the name of the vHBA.
Select the Use vHBA Template checkbox.

Leave Redundancy Pair unselected.

In the vHBA Template list, select vVHBA_Template_B.
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Create vHBA

Marme . | Fabric-B

Use vHBA Template : %

Redundancy Pair : || Peer Mame -
vHBA Template : | <not set> ¥ Create vHBA Template

Adapter Performi  <not set»

7

Adapter Policy Create Fibre Channel Adapter Policy
vHBA_Template_A

vHBA_Template_B

Cancel

19. Inthe Adapter Policy list, select VMWare.

20. Click OK.

164



Cisco UCS Compute Configuration

Create SAN Connectivity Policy ? X
Mame . Infra-SAN-Policy
Description :

A server is identified on a SAN by its World Wide Node Name (WWNN). Specify how the system should assign a WWNN to the server associated
with this profile.
World Wide Node Name

WWHNN Assignment: WWHNN_Pocl(32/32) L
Create WWNN Pool

The WWNM will be assigned from the selected pool.
The avsilable/total WWMNNs are displayed after the pool name.

Kl | O
Mame WWPN LI
» vHBA Fabric-B Derived
» vHBA Fabric-A Derived
+) Add =

m Cancel

21. Click OK to create the SAN Connectivity Policy.

22. Click OK to confirm creation.

Create Boot Policy

The VSP G370 target WWPN will need to be collected at this point to provide the Cisco UCS Boot Policy

These target WWPN can be collected directly from the VSP but running the show flogi database command from each MDS will

be fairly quick provided there is clear identification of the port cabling from the VSP ports to the MDS ports.

Table 23 VSP G370 to MDS Port Information Carried Forward

Local Device Local Port Connection Remote Device Remote Port

Hitachi VSP G370 CL1-A 32Gb FC Cisco MDS g706 A FC1/11
CL2-B 32Gb FC Cisco MDS g706 A FCa/12
CL3-B 32Gb FC Cisco MDS g706 B FC1/12
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Local Device Local Port Connection Remote Device Remote Port

CL 4-A 32Gb FC Cisco MDS 9706 B FC1/12

Using the table, it is possible to get the expected local port (VSP) to remote port (MDS) values. With this information, the
WWPN can be pulled out of the flogi to port connections on the respective MDS.

Running the sh flogi database command on MDS A:

AA19-9706-1# sh flogi database

INTERFACE VSAN FCID PORT NAME NODE NAME
fcl/11 101 0xbc0la0 50:06:0e:80:12:¢c9:9a:00 50:06:0e:80:12:¢c9:9a:00
fcl/12 101 0xbc0180 50:06:0e:80:12:c9:9a:11 50:06:0e:80:12:c9:9a:11

Running the sh flogi database command on MDS B:

aal9-9706-2# sh flogi database

INTERFACE VSAN FCID PORT NAME NODE NAME
fcl/11 102 0x2801e0 50:06:0e:80:12:c9:9a:21 50:06:0e:80:12:c9:9a:21
fcl/12 102 0x280180 50:06:0e:80:12:c9:9a:30 50:06:0e:80:12:c9:9a:30

Find the appropriate VSP G370 local ports for each fabric and record the values to be used for Primary and Secondary Boot
Targets. Inthe example lab environment flogi output, the MDS Interface (Remote Port) values in the previous table for this
fabric have been cross referenced, and the WWPN(Port Name) for these interfaces are recorded.

Table 24 Fabric A Boot Targets for the VSP G370

MDS Example Target Role WWN/WWPN Example WWN/WWPN Customer
Interface Local Port 9 Environment (Port Name) Environment

VSP G370 1/11 Primary Boot/ P

Controller1 CL1-A VMFS 50:06:0e:80:12:c9:9a:00

VSP G370 1/12 Secondary P

Controller 2 CL2-B Boot/ VMFS 50:06:0e:80:12:c9:9a:11

Repeat these steps for the VSP G370 Fabric B Primary and Secondary Boot Targets:

Table 25 Fabric B Boot Targets for the VSP G370

MDS Example WWN/WWPN Example WWN/WWPN Customer
Interface Target Role . .
Local Port Environment Environment
VSP G370 1/11 Primary Boot/ g
Controller 1 CL3-B VMFS 50:06:0e:80:12:C9:9a:21
VSP G370 1/12 Secondary P
Controller 2 CLa-A Boot/ VMFS 50:06:0€:80:12:€9:92:30

To create boot policies for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. EnterBoot-FC-G370-A asthe name of the boot policy.

6. Optional: Enter a description for the boot policy.
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'ﬂ Do not select the Reboot on Boot Order Change checkbox.

7. Expand the Local Devices drop-down menu and select Add Remote CD/DVD.
8. Expand the vHBAs drop-down menu and select Add SAN Boot.
9. Inthe Add SAN Boot dialog box, enter Fabric-2in the vHBA field.

10. Confirm that Primary is selected for the Type option.

Add SAN Boot

VHBA - | Fabric-4] |

Type : |-\n"- Primary | ) Secondary ( ) Any |

11. Click OK to add the SAN boot initiator.

12. From the vHBA drop-down menu, select Add SAN Boot Target.

13. Leave 0 as the value for Boot Target LUN.

14. Enterthe WWPN for Controllerl (CL 1A) recordedin Table 24 .

15. Select Primary for the SAN boot target type.
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Add SAN Boot Target

Boot Target LUN : |0

Boat Target WWEN : | 50:06:0E:80:12:C9:9A:00 |

Tvpe : |i‘ Primary ( | Secondary |

16. Click OK to add the SAN boot target.
17. From the vHBA drop-down menu, select Add SAN Boot Target.
18. Leave 0 as the value for Boot Target LUN.

19. Enterthe WWPN for Controller2 (CL 2B) recordedin Table 25
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Add SAN Boot Target

Boot Target LUN : (O

Boot Target WWPN : | 50:06:0E:80:12:C9:9A:11

Type : | Primary » Secondary |

20. Click OK to add the SAN boot target.
21. From the vHBA drop-down list, select Add SAN Boot.

22. Inthe Add SAN Boot dialog box, enter Fabric-B in the vHBA box.

& The SAN boot type should automatically be set to Secondary and the Type option should be unavailable.
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23.

24.

25.

26.

27.

Add SAN Boot

vHBA : | Fabric-B

Type : Primary |« Secondary Any

Click OK to add the SAN boot initiator.

From the vHBA drop-down menu, select Add SAN Boot Target.

Leave 0 as the value for Boot Target LUN.

Enter the WWPN for Controllerl (CL 3B) recordedin Table 25

Select Primary for the SAN boot target type.
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Add SAN Boot Target

Boot Target LUN  : |0

Boot Target WWPN : | 50:06:0E:80:12:C9:9A:21

Type ! |i‘ Primary ( ) Secondary |

28. Click OK to add the SAN boot target.
29. From the vHBA drop-down menu, select Add SAN Boot Target.
30. Enter 0 as the value for Boot Target LUN.

31. Enterthe WWPN for Controller2 (CL 4A) recordedin Table 25
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Add SAN Boot Target

Boot Target LUN : |0

Boot Target WWEN - | 50:06:0E:80:12:C9:9A:30 |

Tvpe : | Primary (» Secondary |

32. Click OK to add the SAN boot target.

33. Expand CIMC Mounted vMedia and select Add CIMC Mounted CD/DVD.
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Create Boot Policy 72 X

Name :  Boot-FC-G370-A
Description

Reboot on Boot Order Change

Enforce vNIC/vHBASISCSI Name : @

Boot Mode . e Legacy Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence

The effective order of boot devices within the same device class (LAN/ age/iISCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBASiSCSI Name is selected and the wNIC/vHBA/ISCS| does not exist, a config error will be reported

If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

+) Local Devices Boot Order

+ =— T,AdvancedFilter 4 Export % Print 1t

=) CIMC Mounted vMedia

Name Ordera vNIC/v ype LUN N WWHN SlotN.. BootM.. BootP.

Remote CD/DVD

Add CIMC Mounted HDD » San 2

p» SAN Primary Fabric Primary

R p SAN Secondary Fabrc-B Secon
) vHBAS CIMC Mounted C

1+ Move Up ] Delets

+) iSCSI vNICs

34. Click OK, then click OK again to create the boot policy.

Create Service Profile Template

In this procedure, one service profile template for Infrastructure ESXi hosts is created for fabric A boot.
To create the service profile template, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Service Profile Templates > root.

3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter VSI-FC-G370-A as the name of the service profile template. This service profile template is configured to boot
from VSP G370 controller 1 on fabric A.

6. Selectthe "Updating Template” option.

7. Under UUID, select UUID_Pool as the UUID pool.
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Create Service Profile Template ? X

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
Identify Service Profile Template template and enter a description.

Storage Provisioning Name : | VSI-FC-G370-A

The template will be created in the following organization. lts name must be unigue within this organization.
Networking ‘Where : org-root

The template will be created in the following organization. lts name must be unigue within this erganization.

SAN Connectivity Type Initial Template (o) Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template.
uuID
Zoning
vNIC/vHBA Placement UUID Assignment: UUID_Pool(32/32) v
The UUID will be assigned from the selected pool.
vMedia Policy The available/total UUIDs are displayed after the pool name.

Server Boot Order
Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Maintenance Policy

Server Assignment

e

Operational Policies

Next > Cancel

8. Click Next.

Configure Storage Provisioning

To configure the storage provisioning, follow these steps:

1. If you have servers with no physical disks, click the Local Disk Configuration Policy tab and select the SAN-Boot Local Stor-
age Policy. Otherwise, select the default Local Storage Policy.
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Create Service Profile Template ?

Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Identify Service Profile

Template

Specific Storage Profile Storage Profile Policy Local Disk Configuration Policy
Storage Provisioning
Local Storage:| SAN-Boot

Networkil Select Local Storage Policy to use
orking Create Loca g Y Mode : No Local Storage
Create a Specific Storage Policy Protect Configuration : Yes
SAN Connectivity If Protect Configuration is set, the local disk configuration is

preserved if the service profile is disassociated

SAN-Boot with the server. In that case, a configuration error will be
Zoning raised when a new service profile is associated with

default that server if the local disk configuration in that profile is
different.
vNIC/vHBA Placement FlexFlash
FlexFlash State : Disable
If FlexFlash State is disabled, SD cards will become
vMedia Policy unavailable immediately.

Please ensure SD cards are not in use before disabling the
FlexFlash State.
Server Boot Order FlexFlash RAID Reporting State @ Disable

Maintenance Policy
Server Assignment

Operational Policies

2. Click Next.

Configure Networking Options

To configure the network options, follow these steps:

1. Keep the default setting for Dynamic vNIC Connection Policy.
2. Select the "Use Connectivity Policy” option to configure the LAN connectivity.

3. Select FC-LAN-Policy from the LAN Connectivity Policy drop-down list.
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Create Service Profile Template ?

Optionally specify LAN configuration information.
Identify Service Profile

Template
Dynamic vNIC Connection Policy:
Storage Provisioning
Networking
How would you like to configure LAN connectivity?
SAN Connectivi
Y Simple | ) Expert No vNICs (¢} Use Connectivity Policy
Zoning LAN Connectivity Policy © | <notset> w Create LAN Connectivity Policy
Initiator Name <not set>
vNIC/vHBA Placement
Initator Name Assignn v

FC-LAN-Policy
vMedia Policy Create ION Suffix Pool

WARNING: The selected pool does not contain any available entities.

Server Boot Order You can selact it, but it is recommended that you add entities to it.

Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

4. Click Next.

Configure Storage Options

To configure the storage options, follow these steps:

1. Select the Use Connectivity Policy option for the *How would you like to configure SAN connectivity?” field.

2. Pickthe Infra-SAN-Policy option from the SAN Connectivity Policy drop-down list.
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Create Service Profile Template ?

Optionally specify disk polickes and SAN configuration mformation
Mdentify Service Profile

Template
Howws would you Bke 1o confgure SAN connectivity?

& i 5 X ity Palic
Storage Provisioning Simpls Expart Mo vHBAZY e Ese Connectivity Palicy

SAN Connectity Policy © | <not set> ¥ Create SAN Connectretty Palicy

Networking <not set>

Infra-SAN-Palicy

SAN Connectrvty
Zoning

wMIC/VHBA Placement
vMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Hext = Finish Cancel

3. Click Next.

Configure Zoning Options

1. Leave Zoning configuration unspecified and click Next.

Configure vNIC/HBA Placement

1. Inthe “Select Placement” list, leave the placement policy as “Let System Perform Placement.”
2. Click Next.

Configure vMedia Policy

1. Do notselect a vMedia Policy.
2. Click Next.

Configure Server Boot Order

1. SelectBoot-FC-G370-A for Boot Policy.
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2.

Configure Maintenance Policy

1.

Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Optionally specify the boot policy for this service profile teamplate.

Select a boot policy.

Boot Policy:| Select Boot Policy to use ¥ Create Boot Policy

The defay  Select Boot Policy to use brofile

Create a Specific Boot Policy

Boot-FC-G370-A

default
default-UEFI
diag

utility

Cancel

Click Next to continue to the next section.

Change the Maintenance Policy to default.
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2.

Create Service Profile Template

Mentify Service Profile service profile
Template

=) Maintenance Policy

Storage Provisioning

Metworking Mairterance Pelity: Select (no policy wsed by default) w

Create Maintenance Policy

Selact (no pollcy used by default)
SAMN Connectivity

e rrarmtenancs paley s selected by default.

The service profile will immediately reboot when disruptive changes are applied,
wMIC/VHBA Placement

vMedia Policy
Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Hext =

Click Next.

Configure Server Assignment

To configure server assignment, follow these steps:

1.

4.

In the Pool Assignment list, select Infra_ Pool.
Optional: Select a Server Pool Qualification policy.
Select Up as the power state to be applied when the profile is associated with the server.

Optional: Select "UCS-B20oMs” for the Server Pool Qualification.

7 X

Specify how disruptive changes such as reboots, network intemuptions, and firmware upgrades should be applied to the server associated with this

Select a maintenance pohcy to include with this senvice profile or create 2 new maintenance policy that will be accessible to all service profiles

Cancel

'& Skip Firmware Management since it will use the default from the Host Firmware list.

179




Cisco UCS Compute Configuration

Create Service Profile Template ?

Optionally specify a server pool for this service profile template.
Identify Service Profile

Template
You can select a server pool you want to associate with this service profile template.
Storage Provisioning

Pool Assignment:| |nfra Poal v
- Create Server Pool

Networking Select the power state to be applied when this profile is associated
with the server.

SAN Connectivity e Up Down

Zoning

The service profile template will be associated with one of the servers in the selected pool.
wNIC/VHBA Placement ;delztwd. you can specify an additional server pool policy qualification that the selected server must meet. To do so, select the qualification from
e list.

Server Pool Qualification -
vMedia Policy <not set> ¥

Restrict Migration : <not set>
Server Boot Order
# Firmware Managemmler. Adapter)
Maintenance Policy
all-chassis

Server Assignment

Operational Policies

< Prev Next > m Cancel

5. Click Next.

Configure Operational Policies

To configure the operational policies, follow these steps:

1. Inthe BIOS Policy list, select VM-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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Create Service Profile Template 2 X

Optionally specify information that affects how the system operates.
Identify Service Profile

Template

|»

(=) BIOS Configuration
Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

Networking BIOS Policy : | M-Host ¥

4 »
SAN Connectivity I I _I

(¥ External IPMI Management Configuration
Zoning

(# Management IP Address
vNIC/vHBA Placement

(® Monitoring Configuration (Thresholds)
vMedia Policy

(=) Power Control Policy Configuration
Server Boot Order

Power control policy determines power allocation for a server in a given power group.
t ver Control Policy
Maintenance Policy Power Control Policy : | <not set> v aeata Roner (ontrdl Eolioy
<not set>

Server Assignment

(# Scrub Policy

Operational Policies No-Power-Cap

# KVM Managemy
default

(¥ Graphics Card Policy

=

* prev m cancel

3. Click Finish to create the service profile template.
4. Click OK in the confirmation message.

Create vMedia Service Profile Template

If the optional vMedia Policy is being used, a clone of the service profile template created above will be made to reference this
vMedia Policy in these steps. The clone of the service profile template will have the vMedia Policy configured for it, and service
profiles created from it, will be unbound and re-associated to the original service profile template after ESXi installation.

To create a clone of the VSI-FC-G370-A service profile template, and associate the vMedia Policy to it, follow these steps:

1. Connect to Cisco UCS Manager, click Servers.

2. Select Service Profile Templates > root > Service Template VSI-FC-G370-A.
3. Right-click Service Template VM-Host-FC-A and select Create a Clone.

4. Name the clone VSI-FC-G370-A-vM and click OK.

5. Select Service Template VSI-FC-G370-A-vM.

6. Intheright pane, select the vMedia Policy tab.

7. Under Actions, select Modify vMedia Policy.

8. Using the drop-down, select the ESXi-6.7U2-HTTP vMedia Policy.
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9. Click OK then OK again to complete modifying the Service Profile Template.

Create Service Profiles

To create service profiles from the service profile template, follow these steps:

1. Connectto the UCS 6454 Fabric Interconnect UCS Manager, click the Servers tab in the navigation pane.
2. Select Service Profile Templates > root > Service Template VSI-FC-G370-A-vM.

3. Right-click VSI-FC-G370-A-vM and select Create Service Profiles from Template.

4. Enter VSI-G370-0 as the service profile prefix.

5. Leave 1l as"“Name Suffix Starting Number.”

6. Leave 2 asthe “"Number of Instances.”

7. Click OK to create the service profiles.

Create Service Profiles From Template 72 X

Naming Prefix - | VSI-G370-0|
Mame Suffix Starting Number - | 1

MNumber of Instances o 2

8. Click OK in the confirmation message to provision two Service Profiles.

# When VMware ESXi 6.7 U2 has been installed on the hosts, the host Service Profiles can be unbound from the VM-Host-
FC-A-vM and rebound to the VM-Host-FC-A Service Profile Template to remove the vMedia mapping from the host, to
prevent issues at boot time if the HTTP source for the ESXi ISO is somehow not available.

Collect UCS Host vVHBA Information for Zoning

The VSP Targets that will be used were collected from the flogi database of each MDS fabric. This is not a clear option for the
UCS Server host Initiators as each Initiator WWPN will show up within the configured port-channel of the fabric without any
specifics of origin that came from the MDS interface ports used to identify the VSP Targets. UCSM will be used to collect the
vHBA WWPNs used as the Initiators for the provisioned Service Profiles.

To collect UCS host vHBA information for zoning, follow these steps:

1. To collect the WWPNSs, follow these steps with UCSM:
2. Click the SAN icon from the Navigation pane.

3. Select Pools from the drop-down.
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4. Expand WWPN Pools and select the WWPN_Pool_A.

»’vvoo 20 d2002@

5. ldentify the Fabric A Initiators assigned to the provisioned Service Profiles and add them to Table 26 .

Table 26  Fabric A G370 Service Profile Initiators

WWN/WWPN Example
Environment (Port Name)

WWN/WWPN Customer Environment

VSI-G370-01 20:00:00:25:B5:54:0A:00

VSI-G370-02 20:00:00:25:B5:54:0A:01

6. Select WWPN_Pool_B.

6 00026

al node-defaul

7. Identify the Fabric B Initiators assigned to the provisioned Service Profiles and add them to Table 27 .

Table 27  Fabric B G370 Service Profile Initiators

WWPN Example Environment

(Port Name) WWN/WWPN Customer Environment

VSI-G370-01 20:00:00:25:B5:54:0B:00
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VSI-G370-02 20:00:00:25:B5:54:0B:01

ﬂ WWPN assignment is set to be sequential, so in most cases it can be extrapolated at initial provisioning based on WWPN
Pool Suffix used, but confirmation is recommended.
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DCNM Switch Registration and Zoning(Optional)

The Cisco MDS zoning used to connect the Cisco UCS and the Hitachi VSP will be configured using DCNM, which was deployed
on resources independent of the Adaptive Solutions for Cl data center. Deployment of DCNM is not explained in this
document, however instructions can be found here:

Prerequisites
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11 2 1ifinstallation/san/b_dcnm_installation_quide for san 1
1 2 1/prerequisites.html

Installation
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11 2 1i/installation/san/b_dcnm installation_quide for san 1
1 2 1finstalling _cisco_dcnm_for_san_deployment.html

If DCNM is not used in the customer environment, this section should be skipped and you should follow the information
explained in section Appendix: MDS Device Alias and Zoning through CLI.

Connect to DCNM and Registering Switches

Registering of the Nexus switches is optional but will provide enhanced port visibility as well as the option to gather
performance monitoring of the Ethernet traffic. The MDS switches will need to be registered to be able to implement the
device alias creation and zoning shown below.

To register the switches, follow these steps:

1. Logintothe DCNM installation with the admin account or provisioned account with appropriate credentials:

e
Cisco

Data Center Network Manager ¥~

Version 11.2(1)

2. Provide LAN switch credentials from the initial dialogue if prompted and click Yes.
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https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_2_1/installation/san/b_dcnm_installation_guide_for_san_11_2_1/installing_cisco_dcnm_for_san_deployment.html

DCNM Switch Registration and Zoning(Optional)

When changing the device configuration DCNM uses
the device credentials provided by the user. You have
not provided the LAN switch credentials yet. Do you
want to set the LAN switch credentials now?

D Do not show this message again

O i

3. If not prompted, add credentials within Administration -> Credentials Management -> LAN Credentials.
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© vl Data Center Network Manager ® O- admin L3

M Administration / Credentials Management / LAN Credentials
Dashboard

Default Credentials

Topology

Default credentials will be used when changing device configuration. You can override the default credentials by specifying credentials for each of the devices in the
Switch Table below.

Cisco DCNM uses individual switch credentials in the Switch Table. If the Username or Password column is empty in the Switch Table, the default credentials will be
Inventory used

Monitor User Name | admin

*Password | sssswsss

* Confirm

Configure P sensense
Administration Save || Clear
Selected 0 /Total 0 (9 |E
| Switch IP Address User Name Password Group
No data available
< [ »

4. Click Save.
5. Click OK.

6. Addthe MDS into DCNM by selecting Inventory -> Discovery -> SAN Switches.
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7.

Dashboard

Topology

Inventory

Monitor

Configure

Administration

Inventory

View

Switches
]

Discovery

Storage

Virtual Mac

e Manager

% <70%

mmary

<90%

[Show Acknowledged Events

B

"

enter Network Manager

Data Center

Enable Performance Monitor

Audit Log

Description
DCNM: Login s
DCNM: Logout

DCNM: Login s

SCOPE: Data Center v @ Y admn ¥

Network Map

No Data

Server Status

S.. L. TimeAgo DCNM
Info a less than
Se... Service N... Status
Info 3 12 minute
loc Database Runsing
Info a3 about 3 h
loc Search In Last updated: 2
loc Performa [
10 SMI-S Ag Ronsine

Click the + icon on the top left of the Inventory/Discovery/SAN Switches screen and enter the IP and credentials for the first

MDS switch:
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Add Fabric

Fabric Seed Switch: [ 192.168.168.18|
SNMP: Use SNMPv3/SSH
Auth-Privacy: MD5

User Name: admin
Password: sssssese
["] Limit Discovery by VSAN
Enable NPV Discovery in All Fabrics

Add Options>> Cancel

8. Click Add.

9. Repeat steps 1-8 to add the second MDS switch.
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Dashboard

Topology + »

© i Data Center Network Manager

A Inventory / Discovery / SAN Switches

admin O‘

Selected0/Total2 ()

Topology | = Name
Inventory [>)

Monitor (>]

Configure (> ]

Administration ©

|<

Configuring Device Aliases for the VSP and ESXi hosts

0]
SeedSwitch Status SNMPv3/SSH User/Cmnty
Fabric_aa19-9706-1 192.168.168.18 managedContinuously true admin
Fabric_aa19-9706-2 192.168.168.19 managedContinuously true admin

The device aliases for the MDS fabrics will be created before the zoning can occur. To create the device aliases, follow these
steps:

1.

Select Configure -> Device Aliases.
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Configure enter Network Manager € \ v admin O3

Templates -9706-1(192.168.168.18)
Tempiate Library

Dashboard

Pevice Manager Modules Interfaces License Features Port Capacity « > >
Backup
Topology Switch Configuration Interface FC FICON [P Security Admin Logs Help |
PR RF 55| VSAN All v | Ports All v | 2 ¥] Advanced

Inventory Network Config Audit

13 21 21 28 27 28 3 B 28 27 g% a1 4y 48 27

Image Management . |
Monitor Upgrade [ISSU] i

Patch [SMU]

Package [RPM|
Configure Mantenance Mode [GIR]

Repositones

Administration SAN
VSAN
Zoning
IVR Zoning

A | e ][ [ |

Device Alas
Port Monitoring
SAN Insights

1 Up 8 Down MFail /1 Minor &lUnreachable Ml OutOfService |

2. Select the appropriate MDS from the Fabric drop-down list and click Create to specify device aliases.
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Dashboard

Topology

Inventory

Configuration CFS

¥ © . Data Center Network Manager
M Configure / SAN / Device Alias

Fabric: | Fabnc_aa19-9706-1 v

Selected 0/ Total 0

Show | Quick Filter

admin Q-

Monitor Seed Switch

#% Configure (>}

Mo data available

Administration

Device Alias

3. Continuing to use the VSP G370 to the UCS 6454 as an example, populate the following tables with data from the Table 24

and Table 25 of targets and the Table 28 and Table 29 of initiators:

Table 28 Fabric A Targets and Initiators
Name WW.N/WWPN Example WWN/WWPN Customer Environment

Environment (Port Name)

Target G370-CL1-A 50:06:0€:80:12:€9:9a:00

Target G370-CL2-B 50:06:0e:80:12:¢9:9a:11

Initiator VSI-G370-01 20:00:00:25:B5:54:0A:00

Initiator VSI-G370-02 20:00:00:25:B5:54:0A:01

Table 29 Fabric B Targets and Initiators
WW,N/WWPN Example WWN/WWPN Customer Environment
Environment (Port Name)

Target G370-CL3-B 50:06:0€:80:12:¢9:9a:21

Target G370-CL4-A 50:06:0€:80:12:¢9:9a:30

Initiator VSI-G370-01 20:00:00:25:B5:54:0B:00
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WWN/WWPN Example
Environment (Port Name)

WWN/WWPN Customer Environment

Initiator
VSI-G370-02 20:00:00:25:B5:54:0B:01
4. Selecta pWWN.
Add Device Alias
#» Apply Show
pWWN Device Alias Service Profile Port Info
| 50:06:0e:80:12:c9:9a:00 G370-CL1-A

| | 50:06:0e:80:12:¢9:9a:11
| | 50:06:0e:80:12:¢9:9a:10
| | 50:06:0e:80:12:c9:9a:1
| | 50:06:0e:80:07:56:24:0a
|| 50:06:0e:80:07:56:24:02
| | 50:06:0e:80:07:56:24:1a
| | 50:06:0e:80:07:56:24:08
| | 50:06:0e:80:07:56:24:00
| | 50:06:0e:80:07:56:24:18
| | 50:06:0e:80:07:56:24:10
| | 50:06:0e:80:07:56:24:12
[ | 20:00:00:25:b5:54:0a:02
| | 20:00:00:25:b5:54:0a:00
|| 20:00:00:25:b5:54:0a:01
| | 20:00:00:25:b5:54:0a:03

Save | Cancel

AA19-9706-1, fc1/16, HDS
AA19-9706-1, fe1M15, HDS
AA19-9706-1, fc1/18, HDS
AA19-9706-1, fc1/8, HDS
AA19-9706-1, fc1/12, HDS
AA19-9706-1, fc1/13, HDS
AA19-9706-1, fc1/7, HDS
AA19-9706-1, fc1/11, HDS
AA19-9706-1, fc1/14, HDS
AA19-9706-1, fc1/10, HDS
AA19-9706-1, fc1/9, HDS
AA19-6454-A port-channel15, Cisco
AA19-6454-A, port-channel15, Cisco
AA19-6454-A port-channel15, Cisco
AA19-6454-A port-channel15, Cisco

Cancel

5. Click the Device Alias column and provide an appropriate alias.

6. Click Save.

7. Repeat steps 1-5 for each VSP target and Service Profile initiator entry listed, for both MDS fabrics.
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Add Device Alias

v[‘f)Apply“-]-NewAhsJ Show | All 'l[i]A

PWWN Device Alias Service Profile Portinfo

(K 8 O C N E B E N E S B E Y

<] &) K] (<] (&) (K] (&)

8.

9.

Click Apply.

Repeat this process for the other fabric, creating device aliases for the attached devices.

Create Host Zoning

To create host zoning, follow these steps:

1.

Select Configure and pick Zoning within the SAN subsection.
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2.

Dashboard

Topology

Inventory

Monitor

Configure

Administration

Confgure

Templates

Template Library

Backup

Switch Configuration
Archives

Network Config Audit

Image Management
Upgrade [ISSU]

Patch [SMU]

Package [RPM)
Mamntenance Mode [GIR]
Repositones

SAN

VSAN
Zoning

VR Zoning
FCIP

Port Channel

Device Alias

Port Monitoring
SAN Insights

enter Network Manager

/ Device Alias

v

Show

Selected 0/ Total 20

Quick Filter

admin

)

w

fo 0
K2

Lo

Device Alias

G370-CL2-A
G370-CL1-B
G370-CL1-A
G370-CL2-8
G1500-CL1-L
G1500-CL1-C
G1500-CL1-J
G1500-CL2-J
G1500-CL1-A
G1500-CL2C
G1500-CL2-A
G1500-CL2-L
VSI-FC-G370-3
VSI-FC-G370-1

VSI-FC-G370-2

PWWN

50.06:0e:80:12:¢9.92:10
50:06:0e:80:12:¢9:9a:01
5006:0e:80:12:¢9:9a.00
50:06:0e:80:12:¢9:9a: 11
50:06:0e:80.07:56:24.0a
50.06:0e:80.07.56:24:.02
50:06:0e:80:07:56:24:08
50:06:0e:80.07:56:24:18
50:06:0e:80:07:56:24:00
50:06:0e:80:07:56:24:12
50.06:0e:80.07.56:24.1
50:06:0e:80:07:56:24:1a
20:00:00:25:05:54.0a:02
20:00:00:25:65:54.0a.00
20:00:00:25:05:54:0a:01

Adjust the VSAN to be appropriate for the zoning between hosts and the VSP.
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© .l Data Center Network Manager @ O- admin O3
A Configure / SAN / Zoning
Dashboard p ;
Fabric: Fabric_aa19-9706-1 v VSAN: [ VSANDOO1 v Switches: | 2a19-9706-1 v Distribute Export All
Z VSANO00D1 b
onesets ers
Topology : VSAN-A(101)
G Show = Quick Filter v
Inventory Zonesets Status M... Zone Zoned By Name Switch Interf... Fcld
No data available
Monitor
No data available
2% Configure (> ]
Administration Zones
G Show = Quick Filter -
In Zoneset  Zone Name
»
No data available -
Available to Add Zone by: (® End Ports O Device Alias O
Show = Quick Filter v
Type Name Switch Interface Feld

No zone sets found

3. Clickthe Create Zoneset button within Zonesets.
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Create Zoneset

hucs-vsi-zoneset

4. With the new zoneset selected, click the Create Zone button within Zones.
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Create Zone

Create Cancel

5. Specify an appropriate name for the zone.
6. Click Create.

7. Select the newly created zone and select the appropriate host device alias from the bottom right with the Available to Add
section:

198



DCNM Switch Registration and Zoning(Optional)

e dul Data Center Network Manager @ o~ | amn "

A | Configure / SAN / Zoning

Dashboard
Fabric: | Fabric_aa19-9706-1 - | VSAN: | Fabric-A(101) v ‘ Switches: | AA19-9706-1 - | Distribute Export All
Topology Zonesets J  Zone Members
G‘ @ '|f]]' / Activate Deactivate G‘ Show | Quick Filter v |
Inventory Zonesets Status Modifi... Zone Zoned By Device Type Name Switch Interf... Fcld
(®)  hvcs-vsi-zoneset Active Yes [ | I | I | I ‘ [ ‘
© Monitor
No data available
/6 Configure [>]
Administration Zones
3 [ Show | Quick Filter v |
In Zoneset  Zone Name Smart Zone
l | | | < >
V] .
USRI 52 Available to Add Zone by: O End Ports @ Device Alias (4]
| & I Show | Quick Filter v |
Type Name Switch Interface Feld PWWN
[E] G370-CL1-A AA19-9706-1 fc1/17 0xbc01a0d 50-06: ~
£} G370-CL2B AA19-9706-1 fc1/16 0xbc0180 50:08: ,
< >

No zone members found. Clear Server Cache ‘ Discard Pending Changes v

< >

8. Click the green Add Member button within Available to Add.

Add Members to Zones

Add members to the following selected zones

E{ Zone Name

\ VSIFC-G370-1

Smart Zoning Device Type: (@) Host O Storage (O Both{Host and Storage)

Add Cancel

9. Make sure that Host is selected for the host being added and click Add.
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10. With the zone still selected, and pick the appropriate VSP device aliases from the bottom right with the Available to Add

section:
© !yl Data Center Network Manager 0 Q- admin  L¥
A Configure / SAN / Zoning
Dashboard
Fabric: | Fabric_aa19-9706-1 v VSAN: | VSAN-A(101) v Switches: | 2a19.9706-1 v Distribute Export All
Topology Zonesets (J  Zone Members
G| @& @ /| Acivae > 2] Show | Quick Filter - n
Inventory Zonesets Status M... Zone Zoned By Device Type Name Switch Intet
(®) hves-vsi-zoneset
Monitor
VSI-FC- Device Alias  Host VSI-FC-G370-1 AA19-6454-4

Configure

Administration Zones
G » Show | Quick Filter B
In Zoneset  Zone Name Smar...
»
vl VSI-FC-G370-1 faise

Available to Add Zone by: (O End Ports (@ Device Alias

Show | Quick Filter v ﬂ

Type Name Switch Interface Fcld
(e oms o cema s mm e s et antnd =
vV @ G370-CL2-A 2a19-9706-1 fc 1/15 Oxbc00e0

v @ G370-CL2-8 3a19-9706-1 116 Oxbc00cO

Clear Server Cache

11. Make sure that Storage is selected for the VSP devices being added and click Add.
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Add Members to Zones

Add members to the following selected zones

Zone Name
@ VSHFCG3ToA

Smart Zoning Device Type: (O Host (®) Storage (O Both{Host and Storage)

Add Cancel

12. With the new zone still selected, click the drop-down list within Zones and select Enable Smart Zoning.
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sl Data Center Network Manager ® O- admin {3
cisco 3
A Configure / SAN / Zoning
Dashboard .
Fabric: Fabric_aa19-9706-1 v VSAN: | VSAN-A(101) v Switches: 23a19-9706-1 L 4 Distribute Export All
Topology Zonesets .J  Zone Members
G & @ /| Aciae L} Show | Quick Fiter Y |
Inventory Zonesets Status M... Zone Zoned By Device Type Name Switch Inte(
(® hves-vsi-zoneset
Monitor
| VSI-FC- Device Aliss  Storage G370-CL1-B aa19-9706-1
VSI-FC- Device Alias Host VSI-FC-G370-1 AA19-6454-4
Configure
VSI-FC- Device Alias  Storage G370-CL2-B 3a19-9706-1
o ) VSI-FC- Device Alias  Storage G370-CL1-A aa19-9706-1
Administration © Zones
VSI.FC- Device Alias Storage G370-CL2-A 2a19.9706-1
3 ») Show | Quick Filter v n
2y Clone Zone
In Smar...
&, Add Zone
‘ »
‘ vl @ Delete Zone false
/ Rename Available to Add  Zoneby: (O EndPorts @ Device Alias o

>+. Enable Smart Zone

¥,

Show = Quick Filter

Type

G

Name

VSI-FC-G370-1

VSI-FC-G370-2

Switch Interface

AA19-6454-A port-ch

AA19-6454-A port-ch

Clear Server Cache

OxbcO1at
Oxbc01a2

13. Additional zones for hosts associated to the same VSP can be created in the same manner or by selecting the first zone
created and selecting Clone Zone from the drop-down list.
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© . Data Center Network Manager @ o- | admn 33
A  Configure / SAN / Zonin:
Dashboard 9 9
Fabric: | Fabric_aa19-9706-1 v VSAN: | VSAN-A(101) v Switches: = 2319.9706-1 v Distribute Export All
Topology Zonesets J  Zone Members
G|l & | Activate (D] 23 Show | Quick Filter v n
Inventory Zonesets Status M... Zone Zoned By Device Type Name Switch Inteq
(®)  hves-vsi-zoneset
Monitor
| VSIFC- Device Alias Host VSI-FC-G370-1 AA19-6454-4
[C] Vsl-FC- Device Alias  Storage G370-CL1-A aa19-9706-1
Configure
| VSIFC-.. DeviceAlas Storage G370-CL2-B aa19-97061
o . | VSI-FC- Device Alias  Storage G370-CL2-A 2a19-9706-1
Administration Zones
VSI-FC- Device Alias Storage G370-CL1-B 2a19-9706-1
G Show = Quick Filter v
|@ Clone Zone |
In Smar...
4, Add Zone
‘ »
‘ i Delete Zone faise =
| # Rename | Available to Add  Zoneby: (O EndPorts (® Device Alias O
:4: Enable Smarnt Zone &, Show = Quick Filter v
Type Name Switch Interface Fcld
o e ——— e - SRS fre—
| M VSI-FC-G370-1 AA19-6454-A port-ch OxbcO1a1
L} ! VSI-FC-G370-2 AA19-6454-A port-ch Oxbc01a2
« »

Clear Server Cache scard Pending

14. Specify the new host to be associated with the cloned zone:

Clone Zone

Name: | VSI-FC-G370-2|

‘ Clone H Cancel |

15. Click Clone.
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16. Deselect the original zone and select the cloned zone.

x © ! Data Center Network Manager @ O~ admin 3"

M | Configure / SAN / Zoning

Dashboard
Fabric: | Fabric_aa19-9706-1 - VSAN: | Fabric-A{101) v Switches: | AA19-9706-1 - Distribute Export All
Topology Zonesets (5  Zone Members
G| (gl (@] [ #] Activate Deactivate ) | a I Show | Quick Filter -
Inventory Zonesets Status Medifi... Zone Zoned By Device Type Name Switch Interf... Feld
(®  hvcsvsizoneset Active No

Monitor

VSIFC-...  Device Alias Storage G370-CL2-B AA19-9706-1 f.. Oxbc0

VSHFC-..  Device Alias Host VSI-G370-01 AA19-6464-A Oxbc0

-
#4 Configure [ ] —
[]  wvsIFc- Device Alias Storage G370-CL1-A AA19-9706-11. Oxbc0
ot - .
Administration
) Show | Quick Filter v n
In Zoneset  Zone Name Smart Zone
< >
VSIFCC3T04 frue Available to Add  Zoneby: () EndPots (8 Device Alias o
VSI-FC-G370-2 "
.i’. Show | Quick Filter - Y
Type Name Switch Interface Feld PWWN
= VSI-G370-01 AA19-6454-A port-ch... Oxbc01al 20:00:°
] = VSI-G370-02 AA19-6454-A portch.. Oxbc01a2 20:00:
< >

Clear Server Cache

17. Select the host carried over from the cloning operation within the Zone Members section and click Remove Member.
18. Repeat the process of selecting the Enable Smart Zone for the new zone.

19. Select the new zone.
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Dashboard

Topology

Inventory

Monitor

Configure

Administration

20.

Dashboard

Topology

Inventory

Monitor

Configure

Administration

21. Click Add Member.
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a
© il Data Center Network Manager @ (O~ admin %%
M | Configure / SAN / Zoning
Fabric: | Fabric_aa19-9706-1 v VSAN: | Fabric-A{101) v Switches: | AA19-9706-1 v Distribute Export All
Zonesets 3  Zone Members

G @ 'ﬁﬂ / Activate Deactivate G Show | Quick Filter v
Zonesets Status Medifi... Zone Zoned By Device Type Name Switch Interf... Feld
(®  hvcs-vsi-zoneset Active No
I:I VSIFC-... Device Alias Storage G370-CL2-B AA19-9706-1 £ Oxbc0
[C]  VSIFC... Device Alias Storage G370-CLT-A AA19-9706-11. Oxbc0)
Zones
(3| | () Show | Quick Filter A4 n
In Zoneset  Zone Name Smart Zone
< >
O VSI-FC-G370-1 [ ’ e )
U e Available to Add Zone by: () End Ports (®) Device Alias o
VSI-FC-G370-2
.ﬁ Show | Quick Filter v
Type Name Switch Interface Fcld PWWN
m VSI-G370-01 AA19-6454-A port-ch. Oxbc01al 20:00:
i) VSI-G370-02 AA19-6454-A portch.. Oxbc01a2 20:00: ,
< >
Clear Server Cache
>
Find the host intended for this new zone within the Available to Add section.
N A
e ‘duths Data Center Network Manager @ O- | admin g3
M | Configure / SAN / Zoning
Fabric: | Fabric_aa19-9706-1 | vsAN: | Fabic-Ar01) v | Switches: | AA19-9706-1 v | ibute || ExportAll
Zonesets & Zone Members
‘G‘ ‘E‘ ‘ﬁ‘ ‘/| ‘ Activate ‘ ‘ Deactivate | |G| Show | Quick Filter v | .
Zonesets Status Modifi... Zone Zoned By Device Type Name Switch Interf... Feld
(®  hves-vsi-zoneset Active No ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ | | |
VSI-FC-...  Device Alias Storage G370-CL2-B AA19-9706-1 f... 0xbc0
VSI-FC-_. Device Alias Storage G370-CL1-A AA19-9706-1 f. Oxbc0i
Zones
G & Show | Quick Filter ~| K4
In Zoneset  Zone Name Smart Zone
| I | | \ < >
— ey
U VSHFC-C370-1 frue Available to Add Zone by: () End Ports (® Device Alias [%]
] VSI-FC-G370-2
Show | Quick Filter v |
Name Switch Interface Fcld PWWN
O = VSI-G370-01 AA19-6454-A portch  Dxbc01al 20:00- "
- VSI-6370-02 AA19-6454-A port-ch...  Oxbc01a2 20:00: ,
< >
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Add Members to Zones

Add members to the following selected zones:

Zone Name

VSI-FC-G370-2

Smart Zoning Device Type: (®) Host (O Storage

(©) Both(Host and Storage)

| Add || cancel |

22. Ensure that Host is selected for Smart Zoning Device Type and click Add.

23. Repeat steps 1-22 to add zones for all additional hosts.

24. Select all created Zones and find Add Zone from the drop-down list to add to the zoneset.

k. BN ©

Dashboard

Topology

Inventory

Monitor

Configure

Administration

e b
CISCOo

f | Configure / SAN / Zoning

Data Center Network Manager

admin L}

| Distribute || ExportAll |

Fabric: | Fabric_aa19-9706-1 w | VSAN: | Fabric-A(101) v | Switches: | AA19-9706-1 v
Zonesets J  Zone Members
|G‘ |m‘ |'|ﬁ | |/| | Activate ‘ | Deactivate ‘ ‘G‘| Show | Quick Filter v ‘
Zonesets Status Modifi... Zone Zoned By Device Type Name Switch Interf... Fcld
(®  hvecs.vsizoneset Active MNo | | ‘ | ‘ | ‘ ‘ ‘ ‘ |
[ wsHFC-. Device Alias  Storage G370-CL1-A AA19-9706-1 . Oxbc0
[ VSkHrC-.. Device Alias Storage G370-CL2-B AA19-9706-1 .. 0xbc0
] wvsiFc-. Device Alias  Host VSI-G370-02 AA19-6454-A Oxbc0
Zones ] WwSHrC-. Device Alias  Host VSI-G370-01 AA19-6454-A Oxbc0
|E‘ |E‘ Show | Quick Filter v | [l WSHC-.. Device Alias  Storage G370-CL1-A AA19-9706-1F..  Oxbcl)
— o, Add Zone [ wvsiFc-. Device Alias  Storage G370-CL2-B AA19-9706-1 .. Oxbe0
In Zoneset . Smart Zone
Remove Zone S
‘ ‘ m Delete Zone ‘ < >
7 # Rename b .
i e Available to Add  Zone by: End Ports Device Alias (4]
Enable Smart Zone tue I
=t< disable Smart Zone ‘é' Show | Quick Filter v n
Type Name Switch Interface Fcld PWWN
O = V8I-G370-01 AA19-6454-A portch... Oxbc01al 20:00: "
| VSI-G370-02 AA19-6454-A portch_. Oxbc01a2 20:00: ,
< >
Clear Server Cache Discard Pending Changes
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25. Zones will now show checkmarks as In Zoneset.

alialn
cisco

=)

M | Configure / SAN / Zoning

Fabric: | Fabric_aat9-9705-1 v |

Data Center Network Manager

Dashboard

VSAN: | Fabric-A{101) v |

Switches: | AA19-9706-1 v |

@ [O- |

admin  LF

Distribute Export All

Topology Zonesets J | Zone Members
G‘ @ '|f||' / L Activate J Deactivate G Show | Quick Filter v ‘
Invento Zonesets Status Mod Zone Zoned By Device Type  Name Switch Interf... Feld
: (®  hvcs-vsi-zoneset Active Mo [ ‘ [ | I ‘ [ ‘ [ |
Monitor
[ VSIFC-.. Device Alias Storage G370-CL1-A AA19-9706-1 ... 0xbc0
[l VSHFC-.. Device Alias Storage G370-CL2-B AA19-9T06-1F... 0Oxbc0
/é Configure [>]
[]  VSKFC-.. Device Alias  Host VSI-G370-02 AA19-6454-A OxbcD)
- . Zones [] VSHFC-.. Device Alizs  Host VSI-G370-01 AA19B454-A . Oxbed
Administration
3| [t Show | Quick Filter v | [ WVSHFC-..  Device Alias  Storage G3I70-CL1-A AA19-9706-1f.  Oxbel
[] wvsikrC-. Device Alias Storage G370-CL2-B AA19-9706-1 . Oxbc0
In Zoneset  Zone Name Smart Zone
I || [ | [ | < >
~ 4 VSI-FC-G370-1 tru .
© Available to Add Zone by: () End Ports (®) Device Alias %]
9 VSI-FC-G370-2 true E
. . .i’. Show | Quick Filter v ‘ .
Type Name Switch Interface Feld PWWHN
O = VSI-G370-01 AA19-6454-A port-ch . Oxbc01al 20-00: "
L VSI-G3T0-02 AA18-6454-A portch . Oxbc01a2 2000 ,,
< >

26. Click Activate to activate the zoneset.

Activation Zoneset Differences

Differences between the selected database and the currently active zoneset:

Clear Server Cache I Discard Pending Changes

Member

Zone

VSI-FC-G370-1
VSI-FC-G370-1
VSI-FC-G370-1
VSI-FC-G370-2
VSI-FC-G370-2

Type

Device Alias
Device Alias
Device Alias
Device Alias

Device Alias

Action
ADD
ADD
ADD
ADD
ADD

G370-CL1-A
G370-CL2-B
VSI-G370-01
G370-CL1-A

G370-CL2-B

Switch Interface
AA19-9706-1 fe1/17
AA19-9706-1 fc1/16
AA19-6454-A port-channel15
AA19-9706-1 fc1/17

AA19-9706-1 fc1/16

v

27. Click Activate.
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Configure Host Connectivity and Presentation for Storage on Hitachi Virtual

Storage Platform
___________________________________________________________________________________________________________________________________|

The configuration steps in this section assume that parity groups and LDEVs have been configured on the Hitachi VSP as part
of the solution build/configuration by a partner or Hitachi professional services. If parity groups have not been configured on
the Hitachi VSP, refer to the Hitachi Storage Virtualization Operating System documentation for creating parity groups before
continuing with this section.

Ensure that you have planned which parity groups and LDEVs to use for specific storage requirements. Your configuration may
vary based on the types of drives ordered with your VSP and the parity groups configured on it.

Create a Hitachi Dynamic Provisioning Pool for UCS Server Boot LDEVs

To begin the provisioning process to create the Boot LDEVs that will be used as boot LUNSs, follow these steps:

1. Loginto Hitachi Storage Navigator.

Hitachi Device Manager

Storage Navigator

2. From the left Explorer pane select the Storage Systems tab.

3. Expand the storage system being configured. Highlight the Pools element in the navigation tree and click Create Pools to
instantiate the Create Pools dialog box.
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Hitachi Device Manager :

-~ File Actions Reports Settings Maintenance Utility View Help

Explorer Pools

Storage Systems VSP G370(5/N:451610) > Pooks

" wsP G370(S/N:451610)

ﬁgﬁ Tasks

e -
Wi Reports Pool Capacity

L 'ﬁg Components

Used,Total

E ﬁ"’, Parity Groups Estimated Configurable

[i# Logical Devices V-VOL Capacity Allocated, Total

* i Pools

* [iif Perts/Host Groups/iSCSI Targets Estimated Configurable
icensed Capaci Used/Licensed

External Storage = pacity { e }

Number of Pools

7+ Replication

Pools

T

4. Configure the following items in the left pane of the Create Pools dialog box:

a. Pool Type: Dynamic Provisioning

b. System Type: Open [Only an option when configuring the G1500]
c. Multi-Tier Pool: Disable

d. Data Direct Mapping: Disable

e. Pool Volume Selection: Manual

5. Select the Drive Type/RPM and RAID Level desired for the UCS server boot LDEV backing pool using the drop-down lists
and click Select Pool VOLs to instantiate the Select Pool VOLs dialog box.
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Create Pools

1.Create Pools

This wizard lets you create pocls for Dynamic Provisioning, and Thin Image. Enter the information far the poel you want to create, and then click Add.
Click Finish to confirm the creation. or click Next i you want to create LDEVS (virtual volumes) from the pools.

Selected Pools

Paoal Type: Dynamic Provisoning - nE—

| Selact Al Pages| |_options w |
Multi-Tier Pool ) Enazble (s Diszble Drive

Paol Name (1D RAID Lev c ity Pool Typ En:

|| Pool Name (1D} evel apacity vpe Type/RPM ©
Data Direct Mapping: i) Enable (s) Disable
Poel Volume Selection: ) Auts  (s) Manusl

Driva Typa/RPM: | ssov- -
RAID Lavel: [ 1(20+20) v]
Total Selected Fool Velumes:

Total Selected Capacity:

Add

Pocl Name:

(Max. 32 Characters

¥ Qptions

6. Within the left pane of the Select Pool VOLs dialog box, select the checkbox next to the LDEVs to be used for the UCS
server boot LDEV dynamic provisioning pool.

7. Click Add to move the selected LDEV to the right pane of the dialog, then click OK to return to the Create Pools dialog
box.
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Select Pool VOLs

Select pool volume(s) from the Available Pool Volumes list. Click Add to add the pool volume, and click OK.

[ #Fiker || on ] | Salect Al Pages|

|_optionsw J1c][¢ 1 71

LDEV 1D LDEV Name

L] oo:00:02 Ri_LDEV...
| ©0:00:07 R1_Perf_...
L) ooiw00:08 Ri_Perf_...
[ eo:00:09 Ri_Perf_...
L] o0o0:00:04 R1_Perf_...
| co:00:08 R1_Parf_...
L o0:00:0c R1_Perf_...

Capacity

306€1.76 G 1-2
30719268 | 1-3
3071.93 Ge 1-4

30715368 1-3
3071.93 Ge 1-6
2071.92 Ga 1-7
3071.93 Ge 1-8

¥ O X
Selected Pool Volumes
][] | Select All Fages. | Cptions w |
RAID Level | DTVE Ll wevio LDEV Name  Capacity Parity Group | parp evel | OO
Type/REM 10 Type/REM
1(20+2D)
1{2D+20)  sspj-
1(20+20) S50/-
1{2p+20)  SSD/-
1(20+20) sso/-
1{20+20) | SSO/-
1(20420)  sSSD/-
1{20+20) | SSO/-
I Add p ‘
I 4 Ramove |
» <6 2 »
Selected: 1 of 8 Selected: 0 of O

=4 Cancel ?

8. You should now see values for Total Selected Pool Volumes and Total Selected Capacity shown under the Select Pool
VOLs button. Give the dynamic provisioning pool a descriptive Pool Name, then click Add to add the pool to be created to
the Selected Pools pane in the dialog.

Create Pools

1.Create Pools

This wizard lets you create pocls for Dynamic Provisioning, and Thin Image. Enter the information for the poel you want to creats, and then click Add.
Click Finish to confirm the creation. or click Next i you want to create LDEVS (virtual volumes) from the pools.

" Selected Pools
Pool Type: Dynamic Provisioning - T ESRRTE
| Select Al Pages| |_options w |
Multi-Tier Poal () Ensble (s Dissble Drive
| PoolName (ID) | RAID Level  Capacity Pool Type Enc
Type/REM
Data Direct Mapging: (U Enable (s) Disable
Poal Volume Selection: (O Auts (&) Manusl
Drive Typa/RPM: | ssov- —
RAID Lavel: |_1{zo+20) hd
Select Pool VOLs
Total Selected Pocl Volumes: 1

Total Selected Capacity: 2.5 T@

Add b |

Peel Nama: UCS_Beoot_Poel

(Max. 32 Characters

¥ Options

Next Tack Option 1 Continue to Create LDEVS
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9. Click Finish.

10. Review the configuration for the pool to be created in the Create Pools confirmation dialog box and ensure the Go to tasks
window for status checkbox is checked then click Apply.

11. The tasks status window will appear, wait for the task status to show complete before moving onto the next step.

[ Go to tasks windew for status Back Mext b

Create a Hitachi Dynamic Provisioning Pool for UCS Server VMFS Volume LDEVs

Follow the same steps as in section Create a Hitachi Dynamic Provisioning Pool for UCS Server Boot LDEVs to create the
dynamic provisioning pool for the UCS Server VMFS volume LDEVs, selecting the Drive Type/RPM, RAID Level, and number
of Pool VOLs desired for the pool backing the VMFS volumes in the solution.

Create Host Groups for Cisco UCS Server vHBAs on Each Fabric

An individual host group must be created on each physical fibre channel port on the VSP for each vHBA attached to its
respective fabric. The number of host groups created will depend on the number of paths per LDEV. Ensure you have
documented the specific ports on each fabric being used on the VSP, their WWNs, and each vHBA WWPN before you proceed
with this section and ensure that all initiators for the UCS Service Profiles you will be creating host groups for are showing as
logged into the respective VSP fibre channel ports by following the steps below.

To create Host Groups for UCS server vHBAs on each fabric, follow these steps:

1. From the left Explorer pane within Hitachi Storage Navigator, select the Storage Systems tab and expand the storage sys-
tem being configured.

2. Highlight the Ports/Host Groups/iSCSI Targets element in the navigation tree and select the Login WWNSs/iSCSI Names
tab.
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Hitachi Device Manager s

« File  Actions  Reports  Settings Maintenance Utility  View Help

Explorer Ports/Host Groups/iSCSI Targets

SI_U]'agE SYE‘.E"'IS VSP GI70(S5/N:451610) > Ports/Host Groups/iSCSI Targets

7-

=[] wsSP G370(S/N:451610)

~ 1" wsP G370(S/N:451610)

Number of Ports
'IE Tasks
¥ Reports Host Groups / iSCSI Targets Hosts Porlts Login WWNs/ISCSI Names CHAP Users

i Components
Add to Host Groups Dalets Login WWhNs Delete Login iSCSI Names
* [ Parity Groups

|[W] | Select All Pages|| Column Settings|

L) PertlD Type HBA WWN [ iSCSI Name 14 | Host Name Host Greup Name

'il‘l Logical Devices

) Ports/Host Groups/iSCS] Targets

L] cii-a Fibre il 2000002585540800

Review the list of WWNs and associated ports. You should be able to see each vHBA assigned to each fabric associated
with each port on the VSP that it is zoned to.

Click the column names to sort the information to make this task easier or utilize the Filter feature to limit the number of
records displayed. If any vHBA WWNs do not show in the list, go back and double check the zoning configuration on the
MDS.

With the Ports/Host Groups/iSCSI Targets element in the navigation tree still selected, click the Host Groups/iSCSI Tar-
gets tab.

Click Create Host Groups to instantiate the Create Host Groups dialog box.

Hitachi Device Manager storage b or

“ File Actions Reports Settin Maintenance Utility Viewe Help

Explorer Ports/Host Groups/iSCSI Targets

Storage Systems VSP G370(S5/N:451610) > Ports/Host Groups/iSCSI Targets

Mumber of Ports
rIE Tasks
i Reports Host Groups [ iSCSI Targets Hosts Ports  Login WWNs/iSCSI Names CHAP Users

L riT;' Components
- l Create Host Groups I Create iSCSI Targets Add LUN Paths
[2 rf, Parity Groups ——

l # Filter ]@E [Eelect All Pages“Cqurnn Settings|

ﬁ;li' Logical Devices

HiE: Pools
K2 Poo Host Group Name / P iSCSI Target

Port ID Type
L e iSCSI Target Alias Mame

e y Host Mode Port Security
&% Ports/Host Groups/iSCSI Targets

' [ External Storage

Host groups will be created separately for fabric A and fabric B vHBAs. Start with the fabric A host group for an individual
UCS Service Profile and modify the following within the Create Host Groups dialog box:

a. Host Group Name: Provide a descriptive name for the host and ensure there is an identifier for the fabric you are con-
figuring (i.e., VSI-G370-1_Fab_A)
b. Host Mode: Select 21 [VMware Extension] from the drop-down list.

c. Host Mode Options: For each of the following Host Mode Options, find the Mode Number in the pane, select the
checkbox, and click the Enable button:

i 54 — (VAAI) Support Option for the EXTENDED COPY command
ii. 63 — (VAAI) Support option for vStorage APIs based on T1o standards
iii. 114 — The automatic asynchronous reclamation on ESXi6.5 or later
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Create Host Groups

1.Create Host Groups

This wizard lets you create hast groups. To view all host mode options, click Options. Click Finish to confirm the creation, or click Next if you want to add LUN paths.
When you change the Hast Mode. all of the Host Made Options will be set to default.
Host Group Name: -~ Selected Host Groups
| Select All Pages|
0 o N . P Numbaer of -
Resource Group Name (ID): L Any v L] PertiD Host Group Name Host Mode Port Security g we
Host Mode: [ 21 pviars Extansion] -
I ] >
| Enable || Disadle Selected: 2 of 33
Add b

Hosts;

Available Hosts
[ #fher || on [TT) | Select All Pages| | optionsw | 1€ ][ €| A SNEE]
L]| PertiD HBA WWN Host Name Host Group Name ;
Ll eLi-a 2000002585540401

| cLi-a 2000002585540A00 v

'y »

| Add New Host Selected: 0 of 18
Ports:

Available Ports

afher || on 23 | Select All Pages| | optionsw | e|[€] 1 71 3

Port 10 Security T10 Pl Mode 5 T ,
CL1-A Enabled Disablad i :
| i v Datall Ramove Salectad: 0 of O
Maxt Task Option : Continua to Add LUN Paths 4 Back Mext b Finish po— ?

8. Write down the WWN information from Table 28 and Table 29 from the previous Create Device Aliases section into the
following tables:

Table 30 Fabric A Targets and Initiators

Name WW.NIWWPN Example WWN/WWPN Customer Environment
Environment (Port Name)
Target G370-CL1-A 50:06:0€:80:12:€9:9a:00
Target G370-CL2-B 50:06:0e:80:12:€9:9a:11
Initiator VSI-G370-01 20:00:00:25:B5:54:0A:00
Initi
nitiator VSI-G370-02 20:00:00:25:B5:54:0A:01

Table 31  Fabric B Targets and Initiators

WWN/WWPN Example .
Environment (Port Name) WWN/WWPN Customer Environment
Target G370-CL3-B 50:06:0€:80:12:€9:9a:21
Target G370-CL4-A 50:06:0€:80:12:¢9:9a:30
Initiator VSI-G370-01 20:00:00:25:B5:54:0B:00
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WWN/WWPN Example

Environment (Port Name) WWN/WWPN Customer Environment

Init
nitiator VSI-G370-02 20:00:00:25:B5:54:0B:01

9. Scroll down in the left pane of the Create Host Groups dialog.
10. Within the Available Hosts section, click Filter.
11. Create an Attribute/Value filter of:

- HBAWWN
— Using “contains” as a qualifier

— Using the last four characters of the Fabric A initiator for the host

‘ﬁ This will be without “:” characters from the above table, and assuming that the last four characters is sufficient to pro-
duce a unique matching value. If necessary, use a larger identifying character string.

Create Host Groups

1.Create Host Groups > 2.Confirm

This wizard lets you create host groups. To view all host mode options, click Options. Click Finish to confirm the creation, or click Next if you want to add LUN paths.
When you change the Host Mode, all of the Host Made Options will be set to default.
Host Group Nama: VEI-G270-1_Fab_A 1 Mm —
(Max, 64 characters) Seectal
Bk B _— P - N Numbar of o
Resource Group Name (1D): | Any - N imBockath ot Sus Hama. Haak Mada R Ti0 B
Host Mode: | 21 [VMware Extension] -
-
[ Option Description
No.
Attributa: Valug:
1 rhsn WWHN ¥ || contains x || cacd I I |
2 | Select Item v || Select lbam - |-
3 | Select Item ¥ | Select Item - | |
Reset | Clear | Apply |

Ll CLi-A 2000002585340401

] cLi-a 2000002585540400 ~
€ ] »

Add New Host Selected: 0 of 18
Ports:

Available Ports
[arher | on [T [selectai optonsw (i€ [€] 3+ /1 [3]]]

Port 1D Security T10 PL Mode -

Ll Pe ¥ = a €0 1 »

| Gl Enatled Dizabled - | pemi || Remave | Selected: 0 of 0

Mesct Task Option : Continue to Add LUN Paths 4 Back Mesct ) Finish [

12. Click Apply.
13. Click Filter again to hide the filter rules dialog box.
14. Select the checkbox for the first port shown in the filtered list within the Available Hosts section.

15. Within the Available Ports section, check the checkboxes for all ports zoned to the host within Fabric A only.
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Create Host Groups

1.Create Host Groups

This wizard lets you create host groups. Te view all host mode options, click Options. Click Finish to confirm the creation, or click Next if you want to sdd LUN paths.
When you change the Host Mede, all of the Hast Mode Options will be set to dafault.

L&

- Selected Host Groups
Host Mode: | 21 [VMwars Extansion] x Wﬁg
Numbar of a
& Host Mede Options ] Pertio Host Group Nama Host Mode Part Security H:m‘ i Ti0 P
Host Mode Oplions | cu-a
Mede # T
] N“" Option Description Ul aze
o.
v 114 | The automatic asynchronous reclamation on ESXG6.5 or laber o
-
I ] »
Enable Disable Selected: 3 of 33

Hosts:

| aFher | OFF | |[Selact Allpages) [ Optionsw | (€] 1 /1 [3][3]
o HEA WWN me aip Name Ne
2000002385540A00 n
L| c.z-8 2000002583540400 Me
<G ] »
Add New Host Salectad: 1 of 2
Ports:
Available Ports
[ AFker || on T3] [Select All Pages| [ Optionsw |[i€[¢] = /1 [31[3]
ke Port ID Security 1V T10 PI Mode I’_;
- Enabled Disabled
CLa-A Enabled Disabled
. a , 5
Selected: 2 of 16 a

- Datall Femave Selected: 2 of 2
| D= |

Next Task Option : Continue to Add LUN Paths 4 Back

'& In the screenshot above, the CL1-A port entry was also selected within the Available Ports section.

16. Click Add, then click Finish.

17. Review the host group configuration for the Fabric A host groups for the UCS Service Profile being configured.
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Create Host Groups

1.Creste Host Groups > 2.

Virtual Storage Machine

VEP G270/ 451610

VEP G370/ 451610

Dstail Total: 2

18. Click Apply.

19. Repeat steps 1-18 to create the host groups for all remaining initiator WWN from the Fabric A and Fabric B tables above,
using a descriptive name for the host on Fabric A/B, the vHBA WWN on Fabric A/B for the UCS Service Profile, and the as-
sociated Fabric A/B ports on the Hitachi VSP.

Create Boot LDEVs for Each UCS Service Profile and Add LDEV Paths

Individual boot LDEVs must be created for each UCS Service Profile for the ESXi hypervisor to be installed onto. Prior to
beginning these steps, ensure you have identified the fibre channel ports on the Hitachi VSP that will be used for presentation
of the boot LDEVs to the UCS servers. Please note that a maximum of four paths can be used within the UCS Service Profile
(two on each fabric) as boot targets.

To create boot LDEVs for each UCS service profile and add LDEV paths, follow these steps:

1. From the left Explorer pane within Hitachi Storage Navigator, select the Storage Systems tab and expand the storage sys-
tem being configured.

2. Expand the Pools element in the navigation tree and highlight the UCS Boot pool previously created for use as the backing
storage for the UCS boot LDEVs.

3. Select the Virtual Volumes tab in the right hand pane and click Create LDEVs to instantiate the Create LDEVs dialog.
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Hitachi Device Manager

- File  Actions R gs  Maintenance Utility

Explorer UCs_Boot_Pool(0)
Storage Systems V3P GITO(5/N;451610) > Pools > UCS_Boot_Pool(D)

O(5/M:451610) Status

Tiar Managemant

Peal Nama (1D) Cycla Tima

Pool VOL with System Area (Name) Manitoring Period

Bool Type oe Manitoring Made

[ — RAID Laval Manitoring Status

Drive Type/RPM Racent M

Dats

# Logical Devices

o T sryption ool Manag
Cache Made - Relocatian Result
& uCS_Boot_Pool(0)
Relocation Spesd
i ucs_vwrs(1) Brotect V-VOLs when 1/C fails to Blocked Pool VOL e

i
ris/Host Groups/iSCS] Tangets hen /O fails to Full Pool fi=

mal Storage

T Replication Mumbar of

Mumber of Roal

Compression

Daduplication

FMD Compression

Pool Volumes  Virtual Volumes TI Root Volumes

e I e

2Fiter || on 28  [Select All Pages|| Column Settings|

4. Modify the following within the Create LDEVs dialog:

— LDEV Capacity: Enter the capacity desired for the UCS Service Profile boot LDEV. Note that ESXi requires a
minimum of 5.2GB for a boot LDEV as documented by VMware.

— Number of LDEVs: 1

— LDEV Name: Provide a descriptive name and numeric identifier for the boot LDEV. For ease of identification, it is
recommended that the server name or other identifier specific to the service profile being configured be entered in
the Prefix field.
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Create LDEVs

1.Create LDEVs = 2.Confirm

Click Finish to confirm the creation, or click Next if you want to add LUN paths for the LDEVs.

This wizard lets you create and provision LDEVs enter the information for LDEVs you want to create, and then click Add. Click Options to expand the LDEV settings.

Provisioning Type: |_pynamic Brovisioning v
Data Direct Mapping: Enable  (8) Disable
Capacity Saving: | Disabled A\
Multi-Tier Pool: Enable (») Disable
Active Flash

Pool Selection:

Drive Typa/RAM: |_ssor- A

RAID Level: | 1(20420) v

Salect Poal

Selected Pool Name(1D): UCS_Boot_Pool(0)

Selected Pocl Capacity: 2.38 T8

LDEV Capacity: ] capacity Compatibility Mode (Offset boundary}

10 GB | »
+o,05-252144,on)
1-32760)

LDEV Name: Eratl

Mumber of LDEVs:

Laigal Number
[ VEI-G370- o1

(Max. 32 characters total including max. 9-digit number,
or blank)

¥ Options

~ Selected LDEVs
Salact All Pages Options w
Data Direct Mapping
L LDEV ID LDEV Name Pool Name(1D) =
., Parity Group
1D
Add p
U L= ¥
- [ Change LDEV Sattings H Remove ] Salected: 0 of O
MNext Task Option : Continue to Add LUN Paths 4 Back Mext b Finish Cancal ?

5. Click Add and verify that the boot LDEV is listed in the right-hand Selected LDEVs pane, then click Next.

6. The Select LDEVs screen shows the selected LDEVs to which the paths will be added.

7. Ensure the newly created boot LDEV is the only LDEV in the Selected LDEVs pane then click Next.
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Create LDEVs

1.Create LDEVs > > 3.Select Host Groups / iISCSI Targets > 4.View/Change LUN Paths > 5.Confirm

This wizard lets you assign LDEVs te host greups er iSCSI targets, and then map the host groups or iSCSI targats te LUN paths.
Select LDEVs from the Available LDEVS list, and then click Add. Click Next to assign LDEVs to host groups or iSCSI targsts.
LDEVs:

Available LDEVS Selected LDEVS

afirer ) on 053 [optionsw J[1€][€] 1 /1 [3][31]
L] \pEvin LDEV Name | P27 GrOUP | bl Name (ID) | RAID Level | Capacity L] bEviD LDEV Name | PN GrOUP | bl Name (ID) | Capacity Provisionie

D 1D Type
L ©o:00:02 R1_LDEV... 1-2 - 1(20+20) 3061.76 G [\_[ 00:00:01 VSI-G37.. - UCs_Beot_Pa... 10.00 GB oP ]
L] oco:0:08 R1_Perf_.. | 1-4 - 1(20+20) 3071.83 G
L] oco:00:08 R1_Perf.. | 1-5 - 1(204+20) 2071.83 G
|| oo:0:0a R1_Perf_.. | 1-6 - 1(20+20D) 3071.83 G
L] oo:0:08 R1_Perf_.. | 1-7 - 1(2D+2D) 3071.33 G
L] oo:00:0c R1_Perf_..  1-B - 1(20+20) 3071.83 G
Add p
4 Remave

4 ] > 4 ] >

8. The Select Host Groups/iSCSI Targets screen shows all of the host groups that can be assigned to the boot LDEV as a
path.

9. Click Filter then create an Attribute/Value filter:

— Host Group Name
— Using “contains” as a qualifier

—  <value which contains text unique to UCS server profile>
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Create LDEVs

1.Create LDEVs > 2.Select LD

3.Select Host Groups / iI5CSI Targets > 4.V “hange LUN Paths > 5.Confirm
Attribute: Value:

- E‘Host Group Name '] — = I far——— _J - ect iSCSI targets from the Available iSCSI Targets list,
2 | Select item v || Select Item - | [-J
3 | Select Ikem ¥ || Select Item v - ||+
Match | All ¥ | conditions above., { Reset ] { Clear ] [ Apply ]
pUp
D o P e 0 G R e T
. Number of Asym umber of y
|| PertiD Host Group Nama Host Mode POt S acUTityy| o = ]| port 1o Host Group Name Host Mode Port Security L;:;";Ef o t{":s
Ll cLi-a WSI-G270-1_Fab... 21 [WMware ... Enabled 1
L] cz-s VS1-G370-1_Fab... 21 [VMware ... Enablad i
Ll CL4-A VEI-G270-1_Fab... 21 [VMware ... Enabled 1
Ll cLz-8 V5I-G370-1_Fab... 21 [VMware ... Enablad i
Add b
4 Remove
<L ) » <L ) ¥
Detail Selected: 0 of 4 Detail Selected: 0 of 0

Back | NEER DERERN  coret |
10. Click Apply.

11. Click Filter again to hide the filter rules dialog box.

12. Select the checkboxes for the ports being used as boot LDEV paths in your configuration. Depending on the pathing de-

sign used, you may have fewer than four paths for the boot LDEV, but there should be a minimum of one path per fabric
used.
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Create LDEVs

1.Create LDEVs = 2.Select LDEVs > 3.Select Host Groups f iSCSI Targets = 4.\iew/Change LUN Paths = 5.Confirm

Select host groups from the Available Host Groups list, and then click Add. If you want to add iSCS! targets, select iSCSI from Selection Object, selact iSCSI targets from the Available iSCSI Targets list,
and then click Add. Click Next to map the host groups or iSCSI Targets to LUN paths.
Selection Dbject: (&) Fibre iscs1
Host Groups:
Available Host Groups Selected Host Groups
Chrie) Bocz ipeges Comeme Jic€] + 12 213 e e
. . Number of Asym Jurnber of \
[v]| PortiD Host Group Name Host Made Port Security | o P ]| pert1m Host Group Name Hest Made Part Security :;:;:‘e’ = T{é:s
V] VSI-G370-1_Fab... | 21 [VMware ... | Enabled | 1 [- ]
V] VSI-G370-1_Fab... | 21 [VMware .. Enabled
V] VSI-G370-1_Fab... | 21 [VMware .. Enabled
e e e
Add B
——
4 Remove

< ] 3 < ] y

Datail Salected: 4 of 4 Datail Selected: 0 of O

13. Click the Add to populate the Selected Host Groups pane with the selected host groups then click Next.

14. The View/Change LUN Paths screen shows the LDEV you are adding paths to and the associated host LUN ID that will be
presented to the host on a per path basis.
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Create LDEVsS

1.Create LDEWs > 2.Select LDEVs > 3.Select Host Groups / iSCSI Targets

4.View/Change LUN Paths

> S.Confirm

The LUN IDs are automatically set, but you can change a LUN by clicking Change LUN IDs. You must first select the check box for the hest group (in the table subheading) you want to change,
and select LDEVs you want to change and then click Change LUN IDs. Click Finish to confirm the LUN paths.
LUNs:

[ostionsw Ji][€] 1 /1 [3][3]]
LUN 1D(4 Sets of Paths)
LDEV Name :’S”"’ GroUP | pogl Name (ID)  Capacity _'?“"““5'““'“9 Attribute | T10 PI CL-AINSI- CLE-B/NSE CLA-AINEI- CL2-B/NSE
ype
L Ga70-s Fab o | Gaz0es rab s 63701 Fab e | I G370-1 Fab s
= = =
VEI-G370-01 UCS_Bast_Po... 10.00G8 | DP - Disablad [o o o o

¢ C

{ Change LDEV Settings H Change LUN IDs ]

Selected: 0 of 1

Next | Finish

15. Use the scrollbar at the bottom of this screen to review the LUN ID assigned and ensure that all LUN IDs are set to zero
then click Finish.
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Create LDEVSs

1.Create LDEVs > Z2.Select LDEVs = 3.Select Host Groups argets > 4.View/Change LUN Paths > 5.Confirm

Enter a name for the task. Confirm the settings in the list and click Apply to add task in Tasks queus for execution.

Task Name: 190218-Createl DEVS

(Max. 22 Characters)

Selected LDEVs

Virtual Storage Machine

Provisioning Resource Group

LDEV ID LDEV Name | Capacity MP Unit ID | Encryption T10 PI i
Type Name (ID) Model / Serial Number Attribute
00:00:01 V5I-G37.. 10.00 GB =] Auto Disabled Disable meta_resource(d) W5SP G370 / 451610
<4 >
Total: 1
Added LUNs
Port 1D LUN ID LDEV ID LDEV Name Hast Sevap Parity Group | p | Name (ID) | Capacity Provisioning Attribute ALUA Mode Aaymemetric
Name D Type Access Statas
CLi-A o 00:00:01 VS1-6370-01 VSI-G370-1_ | - UCS_Boat_Po... 10,00 GB8 | DP . Disabled Active/Gptimi...
cLz-a o 00:00:01 VSI-5370-01 VEI-G270-1_.. - UCS_Boat_Po... 10.00GE | DP - Disabled Active/Optimi...
CL4-A o 00:00:01 VS1-3370-01 VSI-G370-1_.. - UCS_Boot_Po... 10.00G8 | DP - Disabled Active/Optimi...
cLz-8 o 00:00:01 VEI-6370-01 VEI-G270-1_.. - UCS_Boot_Po... 10.00G8 | DP - Disabled Active/Optimi...
Total: 4
4 Go to tasks windew for status Back Next p Apply Caneel ?

16. Review the LDEV details and LUN ID configuration of the boot LDEV being created then click Apply to create the LDEV
and add paths to the UCS Service Profile.

17. Repeat steps 1-16 to create the boot LDEVs and to assign paths for all other UCS Service Profiles, using a unique LDEV
name and associated Host Group Name associated to each UCS Service Profile.

Create Shared VMFS LDEVs and Add LDEV Paths

VMFS LDEVs need to be created for shared VMFS volumes used for virtual machine storage across multiple ESXi servers which
share resources within a vSphere cluster. Prior to beginning these steps, ensure you have identified the fibre channel ports on
the Hitachi VSP that will be used for presentation of the VMFS LDEVs to the UCS servers. Depending on the pathing design you
are using, additional or fewer paths may be configured as compared to the steps below.

‘ﬁ A minimum of two paths should be used for shared VMFS LDEVs (one path per fabric).

To create shared VMFS LDEVs and add LDEV paths, follow these steps:

1. From the left Explorer pane within Hitachi Storage Navigator, select the Storage Systems tab and expand the storage sys-
tem being configured.

2. Expand the Pools element in the navigation tree and highlight the pool previously created for use as the backing storage
for VMFS volumes, select the Virtual Volumes tab in the right hand pane, and click Create LDEVs to instantiate the Create
LDEVs dialog.

3. Modify the following within the Create LDEVs dialog:
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— LDEV Capacity: Enter the capacity desired for the VMFS LDEV.

— Numberof LDEVs: 1

LDEV Name: Provide a descriptive name and numeric identifier for the VMFS LDEV. For ease of identification, it is
recommended that the cluster name or other identifier specific to the VMFS volume being configured be entered in

the Prefix field.

4. Click Add and verify that the VMFS LDEV is listed in the right-hand Selected LDEVs pane, then click Next.

Create LDEVS

1.Create LDEVS

This wizard lets you create and provision LDEVs enter the information for LDEVS you want to ereate, and then click Add. Click Optiens to expand the LDEV settings.
Click Finish te confirm the creation, or dick Next If you want to add LUN paths for the LDEVs.
i - S - Selected LDEVs
Provisioning Type: |_Bynamic Provisioning v
Select All Pages| | Ogtisnsw |
Data Direct Magping: Enabla (s Disable Diata irect M
+ ata Direct Mapping
LDEV 1D LDEV Nama Pool Name(1D) e
Capacity Saving: | Disabled | LDEV ID Parity Group
s}
Multi-Tier Pocl: : . (#) Disable
e Fla
ool Selection:
Drive Type/RPM: | ss04- -
RAID Laval | 1{20+20) -
Select Pocl
Zalected Pool Name(lD) UCE_uMFS(1)
Selected Pool Capacity: 283TE Add p
LDEV Capacity Capacity Compatibility Made (Offset boundary)
| 10 I [ |
01-236,00)
—
Numbar of LDEVS! | 1 [
(1-16317)
LDEV Name: Prafix Initial Number
—
Us;-\:mss- o1
{Max. 22 characters total including max. 9-digit numbar,
or blank)
L ———— »
¥ Options . | Change LOEV Settings Ramove | Selected: 0 of O
Nanct Task Option : Continua to Add LUN Paths 4 Back Next | Finish Cancel ?

5. The Select LDEVs screenshot shows the selected LDEVs to which the paths will be added.
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Create LDEVs

1.Create LDEVs > 2.Select LDEVs = 3.Select Host Groups / iSCSI Targets > 4.View/Change LUN Paths > 5.Confirm

This wizard lets you assign LDEVs to host groups or iSCSI targsts, and then map the host groups or iSCSI targsts to LUN paths.
Select LDEVs from the Available LDEVs list, and then click Add. Click Next to assign LDEVs to host groups or iSCSI targets.
LDEVs:

Available LDEVs Selected LDEVS

afiker ) on B3 [optionsw J(i€][€] 1 42 [3][3]
L] oEvID LDEV Name lps’it"' GrouP | pool Name (ID) | RAID Level Capacity ]| woevio LDEV Name lp;"it“ GrouP | pool Name (ID) | Capacity :"D"‘Si':"'""

ype
] 00:00:01 VSI-G37... | - UCS_Boot_Pe.. | 1(20+20) 10.00 G| ]| oo0:00:04 VSI-WMF.. | - UCS_WMFS(1) 10240.00.., | DP
] oo:00:02 R1_LDEV.. | 1-2 - 1(20+20) 2061.76 G
u 00:00:03 VSI-G37... - UCS_Boot_Po... 1({2D+20) 10.00 GI
L] oo:o0:0e Ri_Perf_.. | 1-4 - 1(20+20) 2071.52 G
L] oo:00:08 Ri_Perf.. | 1-5 - 1(20+20) 307133 G
] oco:00:0a Ri_Perf_.. | 1-6 - 1(20420) 2071.92 G
L] oco:00:08 Ri_Perf_.. | 1-7 - 1(20+20) 2071.53 G
] oo:00:0c Ri_Perf_... | 1-8 - 1(20420) 2071.92 G
Add p
4 Remove
40 ) ¥ 40 ) >
Selacted: 0 of 8 Selectad: 0 of 1
Back Next Finish Cancal | 7

6. Ensure the newly created VMFS LDEV is the only LDEV in the Selected LDEVs pane, then click Next.

7. The Select Host Groups/iSCSI Targets screen shows all of the host groups that can be assigned to the VMFS LDEV as a
path.

8. Click Filter, then create multiple Attribute/Value:

— Host Group Name
— Using “contains” as a qualifier

—  <value which contains text unique to UCS server profiles to use the VMFS volume>
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Create LDEVs

1.Create LDEVs = 2.Select LDEVs =

Attribute:

2.Select Host Groups / iISCSI Targets > 4.\iew/Change LUN Paths =

Value:

1[_l Host Group Name q:nnlains '] VB]-GS?D_J N ect iISCSI targets from the Available iSCSI Targets list,
2 l Select Item - Jl Select Item v J -
3 | Select Ikem ¥ || Select Item v | -
Match | all ¥ | conditions above,
% Filter OFF t All P
T . Number of Asym Jumnk £ "
L] PertiD Host Group Name Host Made Port Security | o P ]| pert1m Host Group Name Hest Made Part Security :;:;:‘e’ = T{é:s
L CLi-a WEI-G270-1_Fab... 21 [VMware ... Enablad 1 Active
u CLi-A WSI-G370-2_Fab... 21 [VMware ... Enabled 1 Active
L] cLz-s VSI-G370-1_Fab... 21 [VMware ... Enablad 1 Active
Ll c3-8 WSI-G370-2_Fab... 21 [VMware ... Enabled i Active
| CLa-a WSI-G270-1_Fab... 21 [VMware ... Enablad 1 Active
Ll cL4-A W51-G370-2_Fab... 21 [VMware ... Enabled 1 Active
L] cz-e VSI-G370-1_Fab... 21 [VMware ... Enablad 1 | Active
L c-s VS1-G370-2_Fab... | 21 [VMware.. Enabled 1| Active gadlb
4 Remove
40 ) ¥ 40 ) ¥
Datail Selected: 0 of 8 Datail Salectad: 0 of 0
Back Next b Finish Cancel ”

9. Click Apply.
10. Click Filter again to hide the filter rules dialog box.

11. Select the checkboxes for the ports being used as VMFS LDEV paths in your configuration.

227



Configure Host Connectivity and Presentation for Storage on Hitachi Virtual Storage Platform

Create LDEVs

1.Create LDEVs > 2.Select LDEVs > 3.Select Host Groups f iSCSI Targets > 4.\iew/Change LUN Paths > 5.Confirm
Select host groups from the Available Host Groups list, and then click Add. If you want to add iSCS! targets, select ISCSI from Selection Object, select iSCS! targets from the Available iSCSI Targets list,
and then click Add. Click Next to map the host groups or ISCSI Targats to LUN paths.
Selection Object: (a) Fibre iscst
Host Groups:
Available Host Groups Selected Host Groups
[Arie JET0 oFF ] [5elect Al poges Loptems Ji]€] = 8 [>]> e
. , . Number of Asym Jum ,
[]| PortiD Host Group Name | Host Mode Port Security | |7 ey ] Petio T F—— Port Security | Numbar of Asym
I e
+ Enabled
Enabled
Voo o | 73 O | et |
—
e T R RN
R Y e R NS
{ Ramove
< , » < ) y
Detail Selected: &8 of 8 Detail Selected: 0 of 0
Back Next b Finish Cancel

‘ﬁ Depending on the pathing design used, you may have additional or fewer than four paths for the VMFS LDEV, but
there should be a minimum of one path per fabric used.

12. Click Add to populate the Selected Host Groups pane with the selected host groups, then click Next.

13. The View/Change LUN Paths screen shows the LDEV you are adding paths to and the associated host LUN ID that will be
presented to the host on a per path basis.

14. Use the scrollbar at the bottom of this screen to review the LUN ID assigned and ensure that all LUN IDs are set to a con-
sistent value other than zero for all paths.
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Create LDEVs

1.Create LDEVs > 2.Select LDEVs > 3.Select Host Groups / SI Targets >  4.View/Change LUN Paths > 5.Confirm

The LUN IDs are autematically set, but you can change a LUN by clicking Change LUN IDs. You must first select the check box for the host group (in the table subheading) you want to change,
and select LDEVs you want to change and then click Change LUN IDs. Click Finish to confirm the LUN paths.

LUNs:
Added LUNs
Lompnew liclel 3 g 1>l

LUN ID(8 Sets of Paths)
Provisioning
Type

Attribute Ti0 PI

CL1-a/VSI- CL1-A/VSI- CL3-B/VSI- CL3-B/VSI- SRPUES s EER EEE A
G370-1_Fab_A G370-2_Fab_A G370-1_Fab_8 G370-2_Fab_g | - G370- | sa7o- L sa7o- L s370-

<
[ Change LDEV Settings l Change LUN IDs_JI Salected: 1 of 1

Back Next b Finish Cancel || ?

'ﬁ If other LDEVs have been assigned to one host but not others, you will need to modify the Host LUN ID assignment to
the next Host LUN ID that is consecutive across all hosts/paths.

15. Ensure you use the scrollbar at the bottom of the dialog to double-check that all Host LUN IDs are set consistently across
all paths.

16. To do this, select the checkbox for all ports/paths listed, select the checkbox for the LDEV ID on the left side of the pane,
then click Change LUN IDs.

17. The Change LUN IDs dialog will appear; enter the next Host LUN ID available across all paths, then click Finish.

18. Review the LDEV details and LUN ID configuration of the VMFS LDEV being created.
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Create LDEVs

1.Create LDEVs > 2.Select LDEVs > 3.Select Host Groups ES “hange LUN Paths > 5.Confirm

Enter a name for the task. Confirm the settings in the list and click Apply to add task in Tasks queus for exscution.
Task Name: [150218-CreateLDEVS
(Max. 32 Characters)
Selected LDEVs
Virtual Storage Machine

LDEV ID LDEV Name | Capacity Ervizicning MP Unit 1D Encryption T10 PI Hlesouncs G mup)

dyes Blaalun Model / Serial Number Attribute
00:00:04 VSI-WMF... | 10240.00.. | DP Auto Disabled Disable meta_resource(0) VSP G370 / 451610
< >

Total: 1
Added LUNs
Part ID LUN ID LDEV ID LDEV Name Host Group, Parity Group | 0| Name (1D} | Capacity Brovisioning Attribute ALUA Mode Asymmetric
Name D Type Access States
CL1-A 1 00:00:04 VEI-VMFS-01 VEI-G370-1_... - UCS_VMFS(1) 10240.00... =1 - Disabled Active/Optimi...
cLi-A 1 00:00:04 VSI-VMFS-01 VSI-GIT0-Z_... - UCS_VMFS(1) 10240.00... | DP - Disabled Active/Optimi...
e 1 00:00:04 VEI-VMFS-01 VSI-GE70-1_.. - UCS_VMFS(1) 10240.00... | DP - Disabled Active/Optimi...
cLz-e 1 00:00:04 VSI-VMFS-01 VSI-G370-2_..s | - UCS_VMFS(1) 10240.00... | DP - Disabled Active/Optimi...
CLé-A 1 00:00:04 VSI-VMFS-01 VSI-G370-1_.. | - UCS_VMFS(1) 10240.00... | DP - Disabled Active/Optimi...
Clé-A 1 00:00:04 VSI-VMFS-01 VSI-G370-Z_... - UCS_VMFS(1) 10240.00... | DP - Disabled Active/Optimi...
cLz-a 1 00:00:04 VSI-VMFS-01 VSI-GIT0-1_.. | - UCS_VMFS(1) 10240.00... | DP - Disabled Active/Optimi...
cLz-8 1 00:00:04 VSI-VMFS-01 VSI-GET0-Z_... - UCS_VMFS(1) 10240.00... | DP - Disabled Active/Optimi...
Total: 8
I Go to tasks windew for status Back Mext J Apply Cancel ?

'ﬁ If the output is long enough, use the scrollbar on the right side of the Added LUNs window to ensure the LUN ID col-
umn contains the same LUN ID for each port listed.

19. Click Apply to create the LDEV and add paths to the UCS Service Profiles which will share this LDEV as a VMFS volume.

20. Repeat steps 1-18 to create additional shared VMFS LDEVs and to assign paths for all UCS Service Profiles which will share
access to the VMFS LDEVs used for VMFS volumes.
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ESXi Installation

This section provides detailed instructions to install VMware ESXi 6.7 U2 in the environment.

Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to use the built-in
keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map remote installation media to
individual servers and connect to their boot logical unit numbers (LUNSs).

Download Cisco Custom Image for ESXi 6.7 U2

The VMware Cisco Custom Image will be needed for use during installation by manual access to the UCS KVM vMedia, or
through a vMedia Policy covered in a previous subsection. If the Cisco Custom Image was not downloaded during the vMedia
Policy setup, download it now by following these steps:

1. Click the following link: VMware vSphere Hypervisor Cisco Custom Image (ESXi) 6.7 U2.
2. You will need a userid and password for vmware.com to download this software.
3. Download the .iso file.

Log into Cisco UCS 6454 Fabric Interconnect

The IP KVM enables the administrator to begin the installation of the operating system (OS) through remote media. It is
necessary to log in to the UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, follow these steps:

1. Openaweb browser to https:// <<var_ucs_mgmt_vip>>
2. Selectthe Launch UCS Manager Section in the HTML section to pull up the UCSM HTML5 GUI.
3. Enteradmin forthe Username, and provide the password used during setup.

4. Within the UCSM select Servers -> Service Profiles, and pick the first host provisioned, which should be named VSI-FC-
G370-1.

5. Click Reset to ensure that the boot LUN is properly recognized by the UCS Service Profile.

6. Click the KVM Console option within Actions and accept the KVM server certificate in the new window or browser tab that
is spawned for the KVM session.

7. Click the link within the new window or browser tab to load the KVM client application.

Set Up VMware ESXi Installation

ﬂ Skip this step if you are using vMedia policies. The ISO file will already be connected to KVM.

To prepare the server for the OS installation, follow these steps on each ESXi host:

(=

1. Inthe KVM window, click Virtual Media icon in the upper right of the screen.

2. Click Activate Virtual Devices.
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3. Click Virtual Media again and select Map CD/DVD.

4. Browse to the ESXi installer ISO image file and click Open.

5. Click Map Device.

6. Click the KVM tab to monitor the server boot.

7. Boot the server by selecting Boot Server and clicking OK, then click OK again.

Install ESXi

To install VMware ESXi to the FC bootable LUN of the hosts, follow these steps on each host:

1. Onreboot, the machine detects the presence of the ESXi installation media. Select the ESXi installer from the boot menu
that is displayed.

2. Aftertheinstalleris finished loading, press Enter to continue with the installation.
3. Readand accept the end-user license agreement (EULA). Press F11 to accept and continue.

4. Selectthe Boot LUN (10.00 GiB) that was previously set up as the installation disk for ESXi and press Enter to continue with
the installation.

5. Select the appropriate keyboard layout and press Enter.
6. Enter and confirm the root password and press Enter.
7. Theinstaller issues a warning that the selected disk will be repartitioned. Press F11 to continue with the installation.

8. Aftertheinstallation is complete, if using locally mapped Virtual Media, click the Virtual Media tab and clear the
checkmark next to the ESXi installation media. Click Yes.

# The ESXi installation image must be unmapped to make sure that the server reboots into ESXi and not into the install-
er. If using a vMedia Policy, this will be unnecessary as the vMedia will appear after the installed OS.

9. From the KVM window, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host. To add a management network for
the VMware hosts, follow these steps on each ESXi host:

1. Afterthe server has finished rebooting, press F2 to customize the system.

2. Loginas root, enter the corresponding password, and press Enter to log in.
3. (Optional)Select Troubleshooting Options and press Enter.

4. (Optional)Press Enter for Enable ESXi Shell.

5. (Optional)Scroll to Enable SSH and press Enter.

6. (Optional)Press Esc to return to the main menu.
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10.

11.

12.

13.

14.

15.

16.

17.

Select the Configure Management Network option and press Enter.

Select Network Adapters option leave vmnico selected, arrow down to vmnic1 and press space to select vmnica as well
and press Enter.

Select the VLAN (Optional) option and press Enter.

Enterthe <<var ib mgmt vlan id>>and press Enter.

From the Configure Management Network menu, select IPv4 Configuration and press Enter.

Select the Set Static IP Address and Network Configuration option by using the space bar.

Enter<<var vm host infra 01 ip>> forthe IPv4 Address for managing the first ESXi host.
Enter<<var ib mgmt vlan netmask length>> forthe Subnet Mask for the first ESXi host.
Enter<<var ib gateway ip>> forthe Default Gateway for the first ESXi host.

Press Enter to accept the changes to the IPv4 configuration.

Select the DNS Configuration option and press Enter.

# Because the IP address is assigned manually, the DNS information must also be entered manually.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Enter the IP address of <<var nameserver ip>> forthe Primary DNS Server.
Optional: Enter the IP address of the Secondary DNS Server.

Enter the fully qualified domain name (FQDN) for the first ESXi host.

Press Enter to accept the changes to the DNS configuration.

Select the IPv6 Configuration option and press Enter.

Using the spacebar, select Disable IPv6 (restart required) and press Enter.

Press Esc to exit the Configure Management Network submenu.

Press Y to confirm the changes and return to the main menu.

The ESXi host reboots. After reboot, press F2 and log back in as root.

Select Test Management Network to verify that the management network is set up correctly and press Enter.
Press Enter to run the test.

Press Enter to exit the window, and press Esc to log out of the VMware console.

Repeat steps 1-29 for additional hosts provisioned, using appropriate values.
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Log into VMware ESXi Hosts by Using VMware Host Client

Tologintothe esxi-x (xis server number 1-8) ESXi host by using the VMware Host Client, follow these steps:

1.

Open a web browser on the management workstation and navigate to the esxi-x management IP address. Respond to
any security prompts.

Enter root for the user name.
Enter the root password.
Click Login to connect.

Repeat steps 1-4 to log into all the ESXi hosts in a separate browser tabs or windows.

The first host will need to go through the initial configuration using the VMware Host Client if a vCenter Appliance is being
installed to the VSI cluster. Subsequent hosts can be configured directly to the vCenter Server after it is installed to the
first ESXi host, or all hosts can be configured directly within the vCenter if a pre-existing server is used that is outside of the
deployed converged infrastructure.

Set Up VMkernel Ports and Virtual Switch

To set up the VMkernel ports and the virtual switches on all the ESXi hosts, follow these steps:

1.

10.

11.

12.

13.

14.

15.

From the Host Client, select Networking within the Navigator window.
In the center pane, select the Port groups tab.

Right-click the VM Network port group and select the Remove option.
Right-click the Management Network and select Edit Settings.

Expand NIC teaming and select vmnica within the Failover order section.
Click the Mark standby option.

Click Save

Click the Add port group option.

Name the port group IB-Mgmt.

Set the VLAN ID to <<IB-Mgmt VLAN ID>>.

Click Add.

Right-click the IB-Mgmt port group and select the Edit Settings option.
Expand NIC teaming and select Yes within the Override failover order section.
Select vmnica within the Failover order section.

Click the Mark standby option.
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16. Click Save.

17. Inthe center pane, select the Virtual switches tab.

18. Right-click vSwitcho and select Edit settings.

19. Change the MTU to go0o0.

20. Expand NIC teaming and highlight vmnici. Select Mark active.

21. Click Save.

22. Select the VMkernel NICs tab in the center pane.

23. Select Add VMkernel NIC.

24. Enter vMotion within the New port group section.

25. Setthe VLAN ID to <<vMotion VLAN ID>>

26. Change the MTU to gooo

27. Click the Static option within IPv4 settings and expand the section.
28. Enter the Address and Subnet mask to be used for the ESXi vMotion IP.
29. Change the TCP/IP stack to vMotion stack.

30. Click Create.

# Optionally, with 40GE vNICs, you can create two additional vMotion VMkernel NICs in the same subnet and VLAN to
take advantage of the bandwidth. These will need to be in new dedicated port groups for the new vMotion VMkernels.

31. Re-select the Port groups tab.

32. Right-click the vMotion port group and select the Edit settings option.

33. Expand the NIC Teaming section and select Yes for Override failover order.
34. Highlight vmnico and select Mark standby.

35. Highlight vmnic1 and select Mark active.

36. Click Save.

37. Repeat steps 32-36 if additional vMotion port groups were created.

Add Provisioned Datastore to Configured Hosts

Adding a datastore directly to the host is unnecessary if an existing vCenter is used for the VSl resources. The next section will
cover the optional deployment of the vCenter Server Appliance (VCSA) within the stack that will be deployed to this initial
datastore.
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Add Datastores to Hosts

When a LDEV has been created via Storage Navigator you will need to access a ESXi host within the VSI cluster to onboard it as
an VMFS datastore. To deploy a datastore to a host, follow these steps:

1. Navigate to the IP address or FQDN of your ESXi host. Enter your username and password; click Log in.

User name

Password

2. From the navigator menu right-click storage, select New datastore.

vmware' ESXi”

{"E‘ Navigator 1 || [ esxi-3.nves.cisco.com
Manage (&) GetvCenter Server | T Create/Register VM
Monitor ) esxi-3.hves.cisco.com
Version: 6.7.0 Update 2 (B
t;. Virtual Machines State: Normal (not conne
a Stor: Uptime: 6.98 days
g
Storage
€3 Networ 8 °

& New datastore

(@ Browse datastores

(¥ Register a VM

is host is potentially vulnerable to issues
Configure ISCSI rommendations.

I 1, The ESXi shell is enabled on this host. You

3. From the datastore creation wizard choose Create new VMFS datastore; click Next.
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3 New datastore

1 Select creation type
2 Select device

3 Select partitioning
4 Ready to copy

Select creation type

How would you like to create a datastore?

Create new VMFS datastore Create a new VMFS datastore on a local disk device

Add an extent to existing VMFS datastore
Expand an existing VMFS datastore extent

Mount NFS datastore

| Back ![ Next “ Finish l[ Cancel ]

4.

Select the Hitachi LDEV which you allocated via Storage Navigator and assign a datastore name then click Next.

3 New datastore - VM_Datastore

v 1 Select creation type

b4 2 Select device

5.

3 Select partitioning
4 Ready to com

Select device

Select a device on which to create a new VMFS partition

Name

VM_Datastord

The following devices are unclaimed and can be used to create a new VMFS datastore
Name v | Type v | Capacity v | Free space v
2 HITACHI Fibre Channel Disk (naa.60060e8012c99a00...  Disk 1,024 GB 1,024 GB

1items
4

l Back H Next l .Finish | Cancel

On Select partitioning options choose your VMFS version and click Next.
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New datastore - VM_Datastore

+ 1 Select creation type
v 2 Select device

Select partitioning options

Select how you would like to partition the device

b4 3 Select partitioning options

4 Ready to com
Use full disk v VMFS 6 %

Before, select a partition After

Free space (1,024 GB)

1. VMFS (1,024 GB)

’ Back

H Next | Finish

6. Review your setting and click Finish.

7. You can now view your datastore within your storage inventory.

vmware EsSXi" 00l@10.4.16823 v | Help ~» |

i {3 esxi-3.hves.cisco.com - Storage

~ﬂHosl I Datastores Adapters | Devices ‘ Persistent Memory

Manage

Monitor 3 New datastore B Increase capacity B Rescan @ Refresh |

Build the VMware vCenter Server Appliance (optional)

(3 Virtual Machines g Name v | Slatus v  Type ~ | Capacity
¥ Storage [ 2 HITACHI Fibre Channe! Disk (naa.60060e8012c98a0050400992... @ Normal Disk 10 GB
€ Networking [ 1] 2 HITACH! Fibre Channel Disk (naa.600608012c99a005040c99a... | @ Normal Disk 1,024 GB

\_“Q Search
~ | Queue Depth v~ | Vendor

32 HITACHI
32 HITACHI

2 items
4

The VCSA deployment consists of 2 stages: install and configuration. To build the VMware vCenter virtual machine, follow

these steps:

1. Download the VCSA ISO from VMware at

https://my.vmware.com/group/vmware/details?downloadGroup=VC67U2C&productld=742&rPld=35624

2. Using ISO mounting software, mount the ISO image as a disk on the management workstation. (For example, with the

Mount command in Windows Server 2012).

3. Inthe mounted disk directory, navigate to the vcsa-ui-installer > win32 directory and double-click installer.exe. The

vCenter Server Appliance Installer wizard appears.
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vm vCenter Server Appliance 6.7 Installer

W- 1]
IR 0 iy = |

Install Upgrade Migrate Restore

4. Click Install to start the vCenter Server Appliance deployment wizard.
5. Click Next in the Introduction section.

6. Read and accept the license agreement and click Next.

(@) vCenter Server Applance Installer |

Installer
vm Install - Stage 1: Deploy appliance

I
| o End user license agreement

Read and accept the following license agreeme

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR
USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE
INSTALLATION OF THE SOFTWARE.

Set up appliance VM IMPORTANT-READ CAREFULLY: B

CANCE BACK NEXT
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7. Inthe “Select deployment type” section, select vCenter Server with an Embedded Platform Services Controller and click
Next.

(& vCenter Server Appliance Insta
Installer

vm Install - Stage 1: Deploy appliance

Select deployment type

i roduction
! ) elect the de ent e a > configure he appliance
End user license agreement
3 Select deployment type For more information on deployment types, refer to the vSphere 6.7 documentation
4 A sloyment ta Embedded Platform Services Controller e
0 vc ' Platform Services
nt linm e LT Ser Controller
Set up appliance VM >E

vCenter
Server

External Platform Services Controller

Appliance

Blatform Service
Controller

Appliance

8. Inthe “Appliance deployment target”, enter the ESXi host name or IP address for the first configured VSI host, User name
and Password. Click Next.
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p‘;; vCenter Server Appliance Installer M= E .
Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Appliance deployment target

S e tarqget i e ES t enter serve ance
Er ser license agreement
B on wt
elect depl e e
ESXi host or vCenter Server name 10.4.168.21 @
4 Appliance deployment target
HTTPS port 443
55 appliar
User name root @
6 z¢
Password  eessseas

Select datastore

CANCEL BACK ‘ MNEXT

9. Click Yes to accept the certificate.

10. Enterthe Appliance name and password details in the “Set up appliance VM" section. Click Next.
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(¥ vCenter Server Appliance Installer | _ O] x|
Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

: . Set up appliance VM

r Iction
Specify the VM settings for the appliance to be deployed
VM name VCSA @
Setroot password  ssesssses @
Confirm root password  ssssseess

nt size

7 Select datastore
8 Configure network settings
9 Rea ple

CANCEL ‘ BACK ‘ NEXT

11. Inthe “Select deployment size” section, Select the deployment size and Storage size. For example, “Tiny” Deployment
size was selected in this CVD.
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(! vCenter Server Appliance Installer
Installer

6 Select deployment size

Select deployment size

Select the deploy th enter Serve
For maore a deployment siz afer to t
Deplayment size Tiny
Storage size Default

Resources required for different deployment sizes

Deployment Size vCPUs Memary (GB)

Tiny 2 10 300
sma 4 16 4
dedium 8 24 525
arge i 32 74
K-Large 2 = =

Storage (GB)

Hosts

vm Install - Stage 1. Deploy appliance

{up to) VMs (up to)

100

CANCEL | BACK | NEXT

12. Click Next.

13. Select your preferred datastore, for example, the "VM Datastore” that was previously created.
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[’E vCenter Server Appliance Installer m
Installer

vm Install - Stage 1: Deploy appliance

Select datastore
on
ele e e 3 appliance
E me
men
Name T Y Type Y Capacity Y Free Y Provisioned Thir
Provisioning
- A I I
1a . = 11 R =
6 Se jer ent size VM Datastore VMFS-6 1078 96178 40126 GB Supported
7 Select datastore e ) B )
; e = L_Uala - B 4.24 OB 4GB =
E Thin C dode @
ANCEL ‘ BACK | NEXT

14. Click Next.
15. Inthe “Network Settings” section, configure the following settings:

a. Choose a Network: Core-Services Network

b. [IPversion: IPV4

c. [P assignment: static

d. System name: <vcenter-fqdn> (optional)

e. IP address: <vcenter-ip>

f. Subnet mask or prefix length: <vcenter-subnet-mask>

Default gateway: <vcenter-gateway>

= o\

DNS Servers: <dns-server>
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|J.7 vienter Server Appliance Installer M=l E3
Installer

vm Install - Stage 1: Deploy appliance

- Configure network settings
Er e e e figure network settings for this appliance
3 Select deployment type MNetwork Common-319 @
R L et Lax P versiol Pv4
5 Setup appliance VM P assignmant static
Select de Lot FQDN @
e datasiore P address 10.168.168.100
8 Configure network settings Subnet mask or prefix length 255.255.255.0 ®
e o - Default gateway 10.168.168.254
DINS servers 0.1168.9|
HTTP =1
HTTPS 44
-
CANCEL | BACK |

16. Click Next.

17. Review all values and click Finish to complete the installation.

18. The vCenter appliance installation will take a few minutes to complete.
19. Click Continue to proceed with stage 2 configuration.

20. Click Next.

21. Inthe Appliance Configuration, configure the below settings:

a. Time Synchronization Mode: Synchronize time with the ESXi host.

# Since the ESXi host has been configured to synchronize the time with an NTP server, vCenter time can be synced to
ESXi host. Customer can choose a different time synchronization setting.

b. SSH access: Enabled.
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Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

Appliance configuration

1 ntroduction

2 Appliance configuration
Time synchronization mode Synchronize time with the ESXi ho ~

3 S50 configuration
S5H access Enabled -
4 Configure CEIP

5 Ready to complete

CANCEL BACK NEXT

22. Click Next.

23. Complete the SSO configuration as shown below.
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vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

1 Introduction SSO configuration

2 Appliance configuration .
® Create a new SS0O domain

3 SSO configuration Single Sign-On domain name vephere loca @
4 Configure CEIP Single Sign-On user name administrator

Ready to complete Single Sign-On password  ssesseens ®

(4]

Confirm password

Join an existing SSO domain

-

NN

o
g
. >

X’

CANCEL BACK NEXT

24. Click Next.

25. If preferred, select Join the VMware’s Customer Experience Improvement Program (CEIP).
26. Click Next.

27. Review the configuration and click Finish.

28. Click OK.

29. Make note of the access URL shown in the completion screen.

30. Click Close.

Set Up VMware vCenter Server

To set up the VMware vCenter Server, follow these steps:

1. Using a web browser, navigate to https://<vcenter-ip>/vsphere-client.

2. Login using the Single Sign-On username (Administrator@vsphere.local) and password created during the vCenter instal-
lation.

3. Click “Create Datacenter” in the center pane.

4. Type aname for the Datacenter <NC Datacenter in our example> in the Datacenter name field.
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5. Click OK.

6. Right-click the data center just created and select New Cluster.

7. Name the cluster VSI-Cluster.

8. Check the box to turn on DRS. Optionally adjust the Automation Level.

9. Checkthe box to turn on vSphere HA. Leave the default values.

%7 New Cluster o
Name [vsilciuster
Location l'_ NC Datacenter

~ DRS [ Tum ON
Automation Leve

Partially automated | =

Migration Threshold Conserative ——— Agoressive
- [M] Turn ON
[w] Enable host monitoring
[ Enable admission cantro

VM Monitaoring Status

Disabled v
Crnerrides for individual Wi can be set from the WM
Overrides page from Manage Settings area
» EVC Disable v
VEAN ] Turn ON

OK Cance

10. Click OK to create the new cluster.

11. On the left pane, expand the Datacenter.

12. Right click the VSI Cluster and select Add Host.

13. Inthe Host field, enter either the IP address or the FQDN name of one of the VMware ESXi hosts. Click Next.
14. Type root as the user name and the root password. Click Next to continue.

15. Click Yes to accept the certificate.

16. Review the host details and click Next to continue.

17. Assign alicense or leave in evaluation mode and click Next to continue.

18. Click Next to continue.

19. Click Next to continue.

20. Review the configuration parameters. Click Finish to add the host.

21. Repeat steps 12 - 20 to add the remaining VMware ESXi hosts from both the sites to the cluster.

248



ESXi Installation

Create the VSI Datacenter

If a new Datacenter is needed, follow these steps on the vCenter:

1. Connect to the vSphere Web Client and right-click the vCenter icon under the Hosts and Clusters tab, selecting the New
Datacenter option from the pulldown menu, or directly connect the Create Datacenter from the Getting Started page.

vmware vSphere Web Client  fi=

Navigator X | [ veucpeiscocom T3 £ ¥p g | {ghAcnons v
Getting Star. Summary Monitor  Configure Permissions Datacenters Hosts & Clus VMs Datastores  Netaorks  Linked vCent Extensions  Update Man

v | 8 8 9 | )

13 () Actoos - veucpescocom ) Create Datacenter AGd Host Agd Virual M
Bl Welcome I vCenter Sener

£ New Foiger.

Export System Logs

Eg Assion License

Settings represent organizatonal units in heir b, 2
vCenter HA Settings enterpase X
Tags & Custom Atinibutes » ﬁ.’
, o
Upcate Manager »
- —
Explore Furher
To get started clck Create Datacenter
Leam more about foiders
3 Create Datacenter Leam about datacenters

2. From the New Datacenter pop-up dialogue enter in a Datacenter name and click OK.

5 New Datacenter (2 »
Datacenter name: IH\-‘CSv\-'SI I
Location: [H vc.ucp.cisco.com

| oK cancel |

Add the VMware ESXi Hosts Using the VMware vSphere Web Client

To add the VMware ESXi Hosts using the VMware vSphere Web Client, follow these steps:

1. From the Hosts and Clusters tab, right-click the new or existing Datacenter within the Navigation window and select New
Cluster... from the drop-down list.
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vmware" vSphere Web Client

=

2| [qwvesvs | O O 89 & 9| @Aors -

| | Launch vSphere Client (HTMLS)

| Administrator@UCPLOCAL ~

| Heip

a4 Update Manager

d

‘,‘,;I : ‘ Getting Started | Summary Monitor  Configure Permissions  Hosts & Clusters VMs D Upaate 0
(o | @ 8 a
A ve.ucp cisco.com
~ & Creste Damcensr ) Add Host Add Virtual Machine Complete setup
[By Actions - HVCS-VSI
! tost !
| § AdaHost Br that uses virtualization
. @ hostto he Inventory
R T * managementof a vCenter Vetual Machines
Distnbuted Switch » i o
New Virtual Machine » uster
> A fler running ESX or ESX 2
%) New vApo from Library fthave ESXor ESX @« N
%9 Deploy OVF Tempiate Mware Web site for o S
Bis product N N .
Storage > 4 Host ™)
must know the credentals > : X i
Edit Default VM Compatibisty P account (typically 5] =
Bt and the location of the S
VM oth ¢
£ Migrate VMs 10 Another Network ‘k k Detacamter
Move To vCenter Server
Rename Sph
Tags & Custom Atiributes »
|
Add Permission.
Alarms -
Explore Further
X Deete Server setup, cick Add a host
= 5 = Leam more about datacenters
] i2e Orchestrator plugin Action:
yoeass ekt ek Leam how to create datacenters

o

2. Enter a name for the new cluster, select the DRS and HA check mark boxes, leaving all other options with defaults.

Automation Level

Migration Threshold
~ wSphere HA
Host Monitoring

Admission Control

~ WM Monitoring

%7 New Cluster ) b
Name |GE?D-6.T |
Location HVCS-vE

~ DRS [w] Turn ON

VM Monitoring Status
? Disabled B3
Overrides for individual Vs can be set from the i
Overrides page from Manage Seitings area.
» EVC | Disable | » ]
VvSAN C]Tum N

[ Fully automated

-]

CONSENVAIVE s p— AJOrESSIVE

[] Turn ON

[] Enable host monitoring

[] Enable admission control

[ OK [ Cancel l

3. Click OK to create the cluster.

4. Right-click the newly created cluster and select the Add Host... drop-down list.
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vmware" vSphere Web Client © | | tanch vphom Clent (HIMLY) | | Adminstrator@UCPLOCAL ~
Navigasoc 3| Mwvesvst [ Q&9 & 9 Ghactons - -
(4] Getting Started | Summary Mconadr Coedgure  Fermissions Hosts SCiusters VM Datastores  Networss  Upcate Manager
o
P
B New Resource Foo
; ; mcemte
| Exlore Further
- samp, chck Add 3 nost
» r‘ Leam more about datacenters
| Leam how to create datacenters
3 Leamn about hosts
Leam about clusters
- Leam about folders
Jrcheskator piugin Actions »
Update Manager »
vSAN »
5. Enterthe IP or FQDN of the first ESXi host and click Next.
] Add Host (A
1 Name and locafion Enter the name or IP address of the host to add to vCenter Server.
2 Connection settings Host name or IP address: |es>\|-‘|.nvc5.c|5:c.c0n1 I
9 Location: B carn67
4 Resource pool
Type: A i ]
5 Readyto complete
Next Cancel

6. Enter root forthe User Name, provide the password set during initial setup, and click Next.
7. Click Yes in the Security Alert pop-up to confirm the host’s certificate.
8. Click Next past the Host summary dialogue.

9. Provide a license by clicking the green + icon under the License title, select an existing license, or skip past the Assign li-
cense dialogue by clicking Next.

10. Leave lockdown mode Disabled within the Lockdown mode dialogue window and click Next.

11. Skip past the Resource pool dialogue by clicking Next.
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12. Confirm the Summary dialogue and add the ESXi host to the cluster by clicking Next.

T Add Host (7
+ 1 Name and location Name esxi-1.hves.cisco.com

»* 2 Connection seltings Version VMware ESXi 6.7.0 build-103026038

+ 3 Hostsummary License License 2

« 4 Assign license Networks W Network

+ & Lockdown mode Datastores datastoret

+ & Resource pool Lockdown mode Disabled

\/ Resources destination ~ G370-8.7

Back Finish Cancel

13. Repeat steps 1-12 for each ESXi host to be added to the cluster.

Configure NTP on ESXi Hosts

To configure Network Time Protocol (NTP) on the ESXi hosts, follow these steps on each host:

1. From the Configure tab, select the Time Configuration section under System.
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vmware: VSphere Web Client = Updated al 1024 AM ) | | Launch vSphere Client (HTMLS) | | Administralon@UCPLOCAL ~ | Help

Navigator X | [ eswiznvesciscocom [ bl - | [ | {GActons ~ | =~
[4] Getting Started  Summary  Monitor | Configure | Permissions VMs Datastorss  Networks  Update Manager

v |@ 8 @

i 4 Time Configuration Edit
w [ ve.ucp.cisco.com
v [y HVCSVSI - Storage Date & Time 12042018 2:04 PM
» [} 5150045 UG ASMENE NTP Clignt: Disabled

com Storage Devices

[ esr-8.hves cisco.com Datastores NTPS
i ervers
- ) 5150067 Host Cache Configuration

NTP Service Status Stopped

[§ esxr-5.nves.cisco.com

[f esx6.hves cisco.com Protocol Endpoints

~ @) G37065 /O Filters
aes.t-s.n'.l:s-:is(.o com » Networking
(B esxr-2.hves cisco.com Virtual switches
~[J caroer

VMkernel adapters
[§\ esx-1.nves cisco.com

& eexi-2 hves, cisco.com Physical adapters

TCP/IP configuration
Advanced
 Virtual Machines
VM Startup/Shutdown
Agent VM Settings
Swap file location
Default VM Compatibility
- System
Licensing
Authentication Services
Certificate
Power Management
Advanced System Settings
System Resource Reservation
Security Profile

System Swap -

2. Click Edit.

3. Select the Use Network Time Protocol (Enable NTP client) option.

[ esxi-T.hves.cisco.com: Edit Time Configuration (?)

Specify how the date and time on this host should be set
() Manually configure the date and time on this host
(=) Use Network Time Protocol (Enable NTP client)
NTP Service Status: Stopped
Start

The NTP Sarvice setfings are updated when you click Start, Restart, or Stop.

NTP Service Startup Policy: | Start and stop with host | - |

Start and stop with the host system

NTP Servers: 10.1.168.254

Separate servers with commas, e.g. 10.31.21.2, fe00::2800

4. Enter an appropriate NTP server within the NTP Servers box, change NTP Service Startup Policy to Start and stop with
host, and click the Start button.

5. Verify that NTP service is now running and the clock is now set to approximately the correct time.

‘ﬁ The NTP server time sync make take a few minutes.
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Create and Apply Patch Baselines with VUM

Critical patches are automatically available within VMware Update Manager (VUM) when using current versions of vCenter
Server. A Patch Baseline will be made for the deployed vSphere release(s) and applied to each host to install appropriate
patches.

To create the baselines and patch the new ESXi hosts, follow these steps:

1. Select the vCenter within the Hosts tab and find the Update Manager tab within the vCenter.

vmware: vSphere Web Client = 22 | | 1aunch vaphere Clent (HTMLE) | | AdmnisaionEVEFHERE L OCAL -
Mavigator X | Dvehvesciscocom | f3 % Ta g | 45 Actons ~

|4] Gaftrg Starfad  Eummary  Mantor  Conbgure  Fermssions  Datacamlars  Hosts & Clusters WS Datastores Matwnres  Linkad vCanter Server Systams Exiansions | Update Manager

Sian for Updatms... || Stage Fatines smedae | (oaiAdmine

Cweral comolance status. o Complant

2. Click Goto Admin View.

3. Select Hosts Baselines within the Manage tab.
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&; 10.168.168.100 | {5} Actions ~
Getting Started  Monitor | Manage |
| setings [Hosts Baseiines | s Baseiines | Patch Repository | E5X Images
Hosis Baselines Go to compliance view
o New Baseline (@ Filter ~| o= New Baseline Group... -
Baseline Name Content Type Dynamic Last Modified Group Name Type
~ Predefined This list is empty.
E Non-Critical Host P, 9 287 Host Paich Yes 112017 2
E Critical Host Patche 9 Host Patch Yes 112017 27
Custom
1 »
i 4items [m Export~ [{5Copy~ i 0 items Export - Copy+

4. Click +New Baseline...

IR 10.168.168.100 - New Baseline (2)

1 Name and type Name and type

Enter a name and select the baseline type
2 Patch options

3 Criteria Name: &7 Critical Host Patches
4 Patches to exclude o
Description:
5 Additional patches
6 Readyto complete
Baseline type:

(») Host Patch
() Host Extension
() Host Upgrade

@ HostPatch baselines contain patches to applyto a host or set of hosts based on applicability. Ifthe
baseline contains patches for software thatis notinstalled on a particular host, the patch will be ignored
for that host.

Next Cancel

5. Provide a name for the Baseline, leave the Baseline type selected as Host Patch, and click Next.
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ﬁ 10.168.168.100 - New Baseline

+~ 1 Name and type Patch opfions
Selectthe type of patch baseline that you wantto use.
2 Patch opfions
3 Criteria
4 Patches to exclude (O Fixed

5 Additional patches Fized baselines remain the same even if new patches are added to the repository

(=) Dynamic

Dynamic baselines are updated when new patches meeting the specified criteria are added to the repository.

Back Next Cancel

6. Leave the Patch options set as Dynamic and click Next.

I8 10.168.168.100 - New Baseline 2) »

+ 1 Name and type Criteria

The following criteria determine the patches included in this baseline.
~/ 2 Patch opfions
Enter specific criteria to filter the list of patches.
4 Patches to exclude Patch vendar: Product:

6 Rea mplete Vhware, Inc. embeddedEsx 6.0.0

embeddedEsx 6.5.0

embeddedEsx 6.7.0 -
Severity Release date:
Any +|  Onorafer :IE
Cn or before =

i

Impaortant

Moderate -

Category. 13 patches maich the selected criteria

y
Security

I

BugFix

Enhancement -

Back Next Cancel

7. Select the target vSphere release for Product, and Critical within Severity.

8. Click Next.
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E 10.168.168.100 - New Baseline

(2) W

+ 1 Name and type
~/ 2 Patch opfions
+/ 3 Criteria

5 Additional patches

6 Ready to complete

Patches to exclude

These are the patches matching the dynamic baseline criteria. Select the ones that you want to permanently EXCLUDE from this

baseline.

J All | (0) Selected Cbjects

Patch Name
Wiware ESXi 6.7 Patch Release
Updates esx-base, esx-update, ..
Updates Ipfc VIB
Updates bremfcoe VIB
Updates nvme VIB
Updates Isu-Isi-Isi-mr3-plugin VIB
Updates esx-base, vsan and vs...
VMware ESXi 6.7 Patch Release
Updates esx-base, esx-update, _.
Updates esx-base, esx-update,
Updates elx-esx-libelkima.so VIE
VMware ESXi 6.7 Complete Up...

L0000 00D 0DODODoOOQ

Product

embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0
embeddedEsx 6.7.0

[ (q Filter -
Release Date Type -
10/1/2018 8:00:00 PM Rollup
10M15/2018 8:00:00 PM Update
10/15/2018 8:00:00 PM Update
10/15/2018 8:00:00 PM Update
10/15/2018 8:00:00 PM Update
10/15/2018 8:00:00 PM Update
10172018 5:00:00 PM Patch
3/2772019 8:00:00 PM Rollup
272019 & Patch
411072019 8:00:00 PM Update
4/10/2019 8:00:00 PM Update
10M15/2018 8:00:00 PM Rollup

L3
13items [{%Copy~

Back Next Cancel

9. Exclude any patches if appropriate and click Next.

[ 10.168.168.100 - New Baseline 2)
+ 1 Name and type Additional patches
These are the patches NOT matching the dynamic baseline criteria. Select the ones to permanently INCLUDE in the dynamic
~/ 2 Patch opfions baseline.
~ 3 Criteria
+ 4 Patches to exclude J All | (0) Selected Cbjects
F @aw 9
6 Readyto complete [ Patch Name Product Release Date Type -
[ Updates esx-base embeddedEsx .00 4/8/2015 8:00:00 PM Patch a
[[] Updates esx-base embeddedEsx 6.0.0 5/13/2015 8:00:00 PM Patch
[ Updates esx-base embeddedEsx 6.0.0 7/6/2015 8:00:00 PM Patch
[] Updates tools-light embeddedEsx 6.0.0 7/6/2015 8:00:00 PM Patch
[] Updates esx-base embeddedEsx 6.0.0 7/5/2015 8:00:00 PM Patch
[] Updates misc-drivers embeddedEsx 600 7612015 8:00:00 PM Patch
[] Updates tools-light embeddedEsx 6.0.0 7/6/2015 8:00:00 PM Patch
[] Updates scsi-bnx2i embeddedEsx 6.0.0 7/6/2015 8:00:00 PM Patch
[ Updates sata-ahci embeddedEsx 6.0.0 7/6/2015 8:00:00 PM Patch
[] Updates Isu-lsi-si-mr3-plugin embeddedEsx 6.0.0 7/6/2015 8:00:00 PM Patch
[] Updates Isu-si-megaraid-sas-pl... | embeddedEsx6.0.0 71612015 8:00:00 PM Patch
[ Updates esx-base embeddedEsx 6.0.0 9/9/2015 8:00:00 PM Update
“ v
f o 344 items [{5Copy~

Back Next Cancel

10. Select any additional patches if appropriate and click Next.
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ﬁ 10.168.168.100 - New Baseline

o

+ 1 Name and type Ready to complete
Review your settings selections before finishing the wizard.
~/ 2 Patch opfions
v 3 Criteria Baseline name 6.7 Critical Host Patches
+ 4 Patches to exclude Baseline description
v 5 Addiional patches Baseline type Host Patch
Criteria

"4 6 Readyio complete

Severity Critical

Category Any

Product embeddedEsx 6.7.0

Vendor Any

Back Next

Finish Cancel

11. Review the selections and click Finish to create.
12. Go back to the Hosts view within Navigator.

vmware: vSphere Web Cllent #=

Navigatar ¥ | |4 NCDatscenter | T W 4y Z P (GhAckons -

Cennp Seled Surmay Monior  Configure Pervissions | Hosts & Clusters | Ve Delasioes  Nelaois  Updale Mansger

[B8R] custers | Resoura Panis | Host Faites |

1 A0 Hast . | [ghEnter Maintenance Mode [, 4t Mamienante Mode [ Connect [gPoweron [ Reboot | (£ Actians =

Fiara, P ESS zratun Chuntar —

[l =sxi2 hwes.cacacam Connected @ Narmal B vl Clusser a

eway-Applance-7.1.3660 6351

r (035600

[ esxk1.hwes.cisco.com Connected & Normal B VS Clusier 15 .

€ | | Launch vphore Chent (HIMLE) | | Admnisaion@@VEPHERE LOCAL =

-
L (a -
e Liperm
40— 4 hours
11 3 hours.

13. Select the Datacenter level, and within Hosts of the Hosts & Clusters tab, select the first host, and click Enter Maintenance

Mode.

14. For the first host associated with the vSphere release of the baseline, select the host, and the Update Manager tab for that

host.

vmware vSphere Web Client  #=

— X B esstnvcscscocom 5 B (b [ | G Ackons -

Geling Slared  Summary  Monl Corfigure  Permissions VMe  Dataslores  Networks  More Ozects | Uipdate Manager

Overal compliancs 3138 o Campliant Last paieh scan me —

15. Click Attach Baseline....
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ﬁ esxi-1.hvcs.cisco.com - Attach Baseline or Baseline Group @ 13

Individual Baselines
[T§ New Host Baseline...

Name
~+ Patch Baselines

[] Fg Cisco Drivers

Exension Baselines
Upgrade Baselines

Baseline Groups
E New Host Baseline Group...

Name

[+ [FF 6.7 Critical Host Patches
] ﬁ Mon-Critical Host Patches (Predefined)
O ﬁ Critical Host Patches (Predefined)

Type

@ HostPatch
@ HostPaich
@ HostPatch

@ | Host Patch
Mon-Critical Host Patches (Predefined)

Type

16. Select the appropriate Patch Baseline and click OK.

vSphere Web Client

w ] a )
[ vehvgs.csco com
N Dalacenter

w01

17. Click Remediate....

(FN]

X B esdithvesciscocom | o By (] 0 Gn (gectans -

GomrgStatos  Summay  Mondor  Congua  Parmsscrs  WMs  Datasous  Newons  Nor Objects | Update Manager

| Atacn Baseline... | | Sean for Updstes... | | Siage Paiches.. M Go 1o Admin View |

Oweral compliance sitis: (B Unknown Last palch sean bme

a5
[ Trem Comptance T
- Indepancant aasalngs

O 57v8lHest @ HostlPaich @ Unknaen
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(s esxi-L.hvcs.cisco.com - Remediate @M

1 Selectbaselines Selectbaselines

Selectbaselines to remediate.
2 Selecttarget objects

3 Advanced options X X
Baseline Groups and Types Baselines

4 Hostremediation options —_———
Name | @, Filte -

5 Readyto complete Baseline Groups

[] Baseiine Name

Individual Baselines by Type ™ [§ 67 Critical Host Patches )
(=) Patch Baselines

6.7 Critical Host Patches

M 1items [ Copy ~
Next Cancel _
18. Select the baseline to apply and click Next.
(4 esxi-1.hvcs.cisco.com - Remediate 2 »
+ 1 Selectbaselines Selecttarget objects
Selact the target objects of your remediation.
2 Selecttarget objects
3 Patches and extensions (Q File 2
& IR RS D Host Mame 1 & Version Patches Ext. Upgrades Boot Last ...
5 Hostremediation opfions ™ [ esxi-l.hvescis.. VMware ESXi67.0 100 (0 staged) Normal
6 Cluster emediation options
7 Readyto complete
) 1items [{4Copy~
Back Next Cancel

19. Select the hosts appropriate to the vSphere release specified for the baseline, if the baseline has been applied to multiple
hosts, and click Next.
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\,b esxi-1.hvcs.cisco.com - Remediate

+ 1 Selectbaselines Patches and extensions

Selectthe specific patches and extensions that you want to apply.
/' 2 Selecttarget objects

SARaihes SNl e deusions @ ‘our remediation includes a dynamic baseline. The exact listofapplicable patches might change before remediation occurs.
4 Advanced options Even ifthe list does change, any patch that you exclude now will not be applied.
5 Hostremediation options [ an | (100) Selected Opjects
6 Cluster remediation options (q Fit |
7 Rea mplete o _ .
Patch Name Product Release Date ype
[ VMware ESXi 6.7 Patch Release | embeddedEsx6.7.0 6/27/2018 8:00 Rollup
[ Updates esx-base, vsan, and vs... | embeddedEsx6.7.0 6/27/2018 8 Patch
[ Updates cpu-microcode VIB embeddedEsx 6.7.0 62772018 & Patch
[ Updates tools-light VIB embeddedEsx 6.7.0 6/2772018 8:00: Patch
[ VMware ESXi 6.7 Patch Release | embeddedEsx6.7.0 7I25/2018 8 Rollup
[# Updates esx-base, vsan and vs... | embeddedEsx&.7.0 7/25/2018 3:00: Patch
[ Updates gedentv VIB embeddedEsx 6.7.0 71252018 81 Patch
[ WVMware ESXi 6.7 Patch Release | embeddedEsx6.7.0 81372018 & Rollup
[ Updates esx-base, vsan and vs... | embeddedEsx6.7.0 81372018 & Patch
[# Updates cpu-microcode VIB embeddedEsx 6.7.0 81312018 Patch
A lndates esw-ui VIR embeddedFsx 670 AMA2048 A0 Patch M
4 H L3
f 7 100 items {2 Copy ~
Back Next Cancel
20. Unselect any patches that should not be applied and click Next.
21. Click Next past the Advanced options screen.
22. Click Next past the Host remediation options screen.
23. Click Next past the Cluster remediation options.
(% esxi-1.hves.cisco.com - Remediate (2)

+ 1 Selectbaselines Ready to complete
Review your settings selections before finishing the wizard.
+ 2 Selectargetobjects
~' 3 Patches and exiensions X . . - S — -
Generate a report of the current configuration and changes during remediation Pre-check Remediation
~' 4 Advanced options
+~/ 5 Hostremediation opficns
+~/ & Cluster emediation opfions
Baselines
"4 7 Readyto complete o .
Remediation type Host remediation

» Patch baselines

Target Objects
» Hosts

Patches and Extensions
» Patches 100

Advanced options
Remediation time Immediately

Quick boot
Disabled

Maintenance mode options
Do Not Change WM Power State -

Back Finish Cancel

24. Review the settings and click Finish to run the patch baseline.
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25. Repeat steps 13-24 for each additional host.

Cisco nfnic/nenic Updates Through VUM as Necessary

Cisco driver updates to the nfnic and or nenic can additionally be applied through VUM in the same manner that the Critical
Patches have been applied. At the time of this CVD release there is a recommended nfnic driver that should be updated from
what is included in the Cisco Custom ISO used during the vSphere installation that is documented. The nfnic can be
downloaded from the VMware site at:

https://my.vmware.com/group/vmware/info/slug/datacenter_cloud infrastructure/vmware vsphere/6 7#drivers tools

Alternately this driver can be found from the Cisco download site within the 4o(4c) UCS VMware driver iso download:

https://software.cisco.com/download/home/283853163/type/283853158/release/s.0(4C)

| .~ Computer ~ DVD Drive (D:) COROM - Storage - Cisco « VIC ~ ESXi 6.7U2 -

To create a baseline for the Cisco drivers to update, follow these steps:

1. Within the vSphere Web Client connection to the vCenter, return to the Admin View of Update Manager.

vmware" vSphere Web Client A= Updaled at 1208 PM [ | | Launch vSphere Cient (HTMLS) | | Adminisiralon@VSPHERELOCAL = | Help
Navigator X | [ esxi-thvesciscocom B, i - 0 [ | EEActons ~ =
1 | L Oethng Startec Summary Maonior  Configure Permissions  VMs Datastores Networks More Objects Update Manager

| Amacn Baseiine._ | [ Stan for Updates

Overall complianca stalus:  Compliant Last patch scan tme —

This Iist is empty

2. Select the Patch Repository tab and click Import Patches....
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@ 10.168.168.100 | {53 Actons ~

Getting Started  Monitor | Manage |

[Semngs | Hosts B | s B [ Patcn Reposiiory | £5X Images

Palch Repository Download Now | | Go fo compliance view

B (q Filer -

Patch Name Product Release Date Type Severity Category Impact Vendor Patch ID
Updates esx-base embeddedEsx 600  4/8/2015 5:00:00 _ Patch Critical BugFix Reboot, Maintena. . WMware, Inc ESXiG00-2015044 =
Updates esx-base  embeddedEsx 6.0.0 5M3/2015 8:00:00... = Patch Important BugFix Reboot, Maintena...  VMware, Inc. ESXiG00-2015054...
Updates esx-base  embeddedEsx 600 7/6/20158:00:00 ...  Paich Critical Security Reboot, Maintena... | “Mware, Inc. ESXi600-2015071...
Updates tools-light =~ embeddedEsx 6.0.0 | 7/6/2015 5:00:00 ... | Paich Important Security Viware, Inc. ESXi600-2015071...
Updates esx-base embeddedEsx 6.0.0  7/6/20158:00:00 ... | Patch Critical BugFix Reboct, Maintena... | WMware, Inc. ESXi600-2015074...
Updates misc-dri... embeddedEsx6.0.0 7/6/20158:00:00 ... | Patch Important BugFix Reboct, Maintena... | WMware, Inc. ESXi600-2015074...
Updates tools-light ~ embeddedEsx 6.0.0 Patch Critical BugFix Widware, Inc. ESXi600-2015074...
Updates scsi-bnx2i  embeddedEsx 6.0.0  7/6/2015 8:00:00 ... | Paich Important BugFix Reboot, Maintena... = VMware, Inc. ESXiG00-2015074...
Updates sata-ahci  embeddedEsx 600  7/6/20158:00:00 ...  Patch Important BugFix Reboot, Maintena... | “Mware, Inc. ESXi600-2015074...
Updates Isu-Isi-Isi... embeddedEsx 6.0.0  7/6/20158:00:00 ... | Paich Critical BugFix Viware, Inc. ESXIi600-2015074...
Updates Isu-lsi-m...  embeddedEsx6.0.0 @ 7/6/20155:00:00 ... | Paich Critical BugFix Vilware, Inc. ESXi600-2015074...
Updates esx-base embeddedEsx 6.0.0 9/9/20158:00:00 ... = Update Critical Security Reboct, Maintena... | VWMware, Inc. ESXi600-2015091...
Updates tool-light embeddedEsx 6,00 &/9/2015 5:00:00 ...  Update Important Security Whdware, Inc. ESXi600-2015001...
Updates esx-base embeddedEsx 600  9/9/2015 5:00-00 _ Update Critical BugFix Reboot, Maintena . WMware, Inc ESXiG00-20150092
Updates tools-light =~ embeddedEsx 6.0.0 = 9/9/20158:00:00 ... | Update Impaortant BugFix Wiiware, Inc. ESXiG00-2015002...
Updates Isu-Isi-m...  embeddedEsx 6.0.0 | 9/9/2015 8:00:00 ... = Update Important BugFix Viware, Inc. ESXi600-2015092...
Updates misc-dri... embeddedEsx6.0.0 | 992015 5:00:00 ... Update Important BugFix Reboot, Maintena... | WMware, Inc. ESXi600-2015092...
Updates xhci-xhei embeddedEsx 6.0.0 9/9/20158:00:00 ... = Update Important BugFix Reboct, Maintena... | YMware, Inc. ESXi600-2015092...
Updates sata-ahci embeddedEsx 6.0.0  9/9/2015 8:00:00 ... = Update Important BugFix Rebocot, Maintena... | YMware, Inc. ESXi600-2015002...
Updates Isi-msgpt3 embeddedEsx 6.0.0 @ 9/9/2015 8:00:00 ...  Update Important Enhancement Reboot, Maintena... | WMware, Inc. ESXi600-2015002...
Updates Isi-mr3 embeddedEsx 6.0.0 | 9/9/20158:00:00 ... | Update Impaortant Enhancement Reboot, Maintena... = VMware, Inc. ESXi600-2015002... [

M 357 items [mp Export ~ [ Copy~

3. Select the offline_bundle zip file extracted either from the downloaded zip file from VMware, or the Driver ISO from Cisco.
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=

@ 10.168.168.100 - Import Patches

¥4 1 Upload patches

2 Readyto complete

Upload patches
Selecta zip file containing the patches you wantto import in the repository.

The upload mighttake a several minutes to complete. Keep the wizard open until the upload completes.
Paiches zipfile: C[ ] -ESX-6.7.0-nfnic-4.0.0.38-offline_bundle-14003014 zp

File name: WWMW-ESX-6.7.0-nfnic-4.0.0.35-0fline_bundle-14003014.2p

Patches file upload is successful.

Next

Cancel

Click Next.

Click Finish.

Select the Host Baselines subsection of the Manage tab and click New Baseline...
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Getting Started  Monitor | Manage
w Patch Repository | £5X Images ]
Hosts Baselines Go to compliance view
I:.Q Filter -'_I = New Baseline Group... Q -
Baseline Name Content Type Dynamic Last M Group Name Type
» Predefined This list is empty.
[ Mon-Critical HostP.. @ 288 Host Patch Yes 112
[l Criical Host Patche.. @ 70 Host Patch Yes 112
* Custom
ﬁ 6.7 Critical Host Pat.. (@ 13 Host Patch Yes B2z
EN| i ] [+]
[T Sitems [m Export~ [{%Copy~ i Oitems [ Export~ [ Copy~

7. Provide a name for the driver baseline being created.
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FF 10.162.168.100 - New Baseline 2} »

1 Name and type Name and type

Enter a name and select the baseline type
2 Patch options

LT Name: Cizco Drivers|

4 Patches to exclude R
Description:

5 Additional patches

6 Readyto complete

Baseline type:

(*) Host Patch
(_) Host Extension
() Host Upgrade

@ HostPatch baselines contain patches to applyto a host or setof hosts based on applicability. [fthe
baseline contains patches for softwars that is not installed on a particular host, the patch will be ignored
for that host.

Next Cancel

8. Click Next.

9. Setthe Patch options to Fixed.
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[ 10.168.168.100 - New Baseline (Z) M
+ 1 Name and type Patch options
Select the type of patch baseling that you want to use.
2 Patch options
3 Patches
4 Readyto complete (=) Fixed

Fixed baselines ramain the same even if new patches are added to the repository.

() Dynamic

Dynamic baselings are updated when new patches meeting the specified criteria are addad to the repository.

Back Next Cancel

10. Click Next.

11. Provide a Filter of “Cisco” and select the nfnic patch.
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FH 10.168.168.100 - New Baseline (7) pp
+ 1 Name and type Patches
These are all patches in the repository. Select the ones to include in the fixed baseline.
+ 2 Patch options
[ 1 Seiected Objcts
4 Readyfo complete
% la cisco ] -
Patch Mame Product Release Date Type
m nfnic: Cisco UCS VIC Native fNI...  embeddedEsx 6.7.0 6/2072019 5:00:00 PM Host Extens
4 e L3
M 1 of 358 items  [24Copy ~
Back Next Cancel
12. Click Next.

13. Review the Read to complete summary and click Finish.
14. Return to the host view for the first host and place it in maintenance mode.

15. Select the Updated Manager tab for the host and click Attach Baseline.
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Getting Started Summary Monitor Configure Permissions VMs Datastores Metworks  More Objects | Update Manager

ﬁAﬂach Baseline...ﬂ Scan for Updates.... ][ Stage Paiches... H Remediate... ][ Go to Admin View ]
Cverall compliance status: + Compliant Last patch scan time  7/26/2019 2:43 PM
— = {q, Filter -
Baseline Type Compliance Status
» Independent baselines
ﬁ 6.7 Critical Host Patches 0 Host Patch + Compliant

No items selected

16. Select the Cisco Drivers baseline.
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J4 esxi-1.hvcs.cisco.com - Attach Baseline or Baseline Group (Z)

Individual Baselines

[ New Host Baseline...

Name Type
+ Patch Baselines
[+ g Cisco Drivers @ HostPatch
| @ Maon-Critical Host Fatches (Fredefined) O HostPatch
J @ Critical Host Patches (Predefined)  HostPatch

Exension Baselines
Upagrade Baselines

Upgrade Baselines

Baseline Groups
Hi New Host Baseline Group...

MName Type

0K H Cancel

17. Click OK.
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Getting Started Summary Monitor Configure  Permissions VMs Datastores Networks More Objects | Update Manager

Aftach Baseline.. ][ Scan for Updates... ” Siage Paiches . | Remediate... ] Go to Admin View

= (@ Fiter -

Owerall compliance status: (@ Unknown Last patch scan time  7/26/2019 2:48 PM

Baseline Type Compliance Status
w Independent baselines
R 6.7 Critical Host Patches @ HostPatch + Compliant
ﬁ Cisco Drivers @ HostPatch @ Unknown

No items selected

18. Click Remediate...

19. Select the Drivers baseline if the Critical patches baseline has already been run.
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Next

2items [ Copy~

Cancel

4 esxi-1.hvcs.cisco.com - Remediate 2) M
1 Select baselines Selectbaselines
Select baselines to remediate.
2 Selecttarget objects
3 Patches and extensions i _
Baseline Groups and Types Baselines
4 Advanced opfions .
Nanme -
5 Hostremediation options Baseline Groups o a——
Re nplete Individual Baselines by Type O ﬁ 6.7 Critical Host Patches ]
(=) Paich Baselines # FE Cisco Drivers (i ]

20.

21.

22.

23.

24.

25.

Click Next.

Click Next past the Select target objects screen.
Click Next past the Patches and extensions screen.
Click Next past the Advanced options screen.

Click Next past the Host remediation options screen.

Click Next past the Cluster remediation options screen.
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4 esxi-1.hvcs.cisco.com - Remediate 2

1 Selectbaselines Readyto complete
Review your settings selections before finishing the wizard.
2 Selecttarget objects

3 Patches and extensions ) ) ) - r 1 -
Generate a report of the current configuration and changes during remediation: | Pre-check Remediafion

4 Advanced options

5 Hostremediafion options

L O O S

& Cluster emediation opfions
Baselines

¥4 7 Readyio compleie
Remediation type Host remediation

» Patch baselines

Target Objects

» Hosts

Patches and Extensions

» Extensions

Advanced options

Remediation time Immediately
Quick boot
Disabled
Maintenance mode options
Do Mot Change Vv Power State -
Back Finish Cancel

26. Verify the Ready to complete screen and click Finish.

Create Additional VMFS Datastore(s) using Hitachi Storage Management Software for VMware vSphere
(Optional)

When ESXi hosts are deployed, users can supply additional VMFS datastore(s) to the UCS environment outside of Storage
Navigator using Hitachi Storage Management products directly from the VMware vCenter user interface. Individual host
groups and applicable dynamic provisioning pools via Storage Navigator must be created prior to using any of the below tools
for storage allocation.

# Boot LDEVs can only be created using Storage Navigator. For more information, see section Create Boot LDEVs for Each
UCS Service Profile and Add LDEV Paths.

Deployment of Hitachi Storage Management products is not covered in this document, instructions for deployment can be
obtained here:

Hitachi Storage Plug-in for VMware vCenter

Hitachi Unified Compute Platform (UCP) Advisor

Hitachi Storage Provider for VMware vCenter (VASA)

For more information about Hitachi Storage Management products and their uses cases refer to the Hitachi Storage
Management Software with Cisco UCS for VMware vSphere Best Practices Guide.
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Allocate VMFS Datastore using Hitachi Storage Plug-in for VMware vCenter

Hitachi Storage Plugin allows VMware administrators to supplement additional VMFS datastores in their native vSphere
environments. With Hitachi Storage Plugin when creating a datastore the back end logical unit is also created native to the
storage system. To begin provisioning a VMFS Datastore using Hitachi Storage Plugin, follow these steps:

ﬁ Storage System(s) must be registered with the Hitachi Storage Plugin prior to datastore allocation. Refer to the Hitachi
Storage Management Software with Cisco UCS for VMware vSphere Best Practices Guide for onboarding the storage sys-
tem(s).

1. Loginto VMware vSphere Flex client.

P VMware'vCenter” Single Sign-On

Password:

2. From the home page select the Hitachi Storage Plug-in icon.

vmware" vSphere Web Client fi= U | | Launeh vSphere Client (HTMLE) | | Administrator@VSPHERE.LOCAL = | Help = |

. Navigator X} Home |
[ I - ’

T| Home |

meriores :

) Hosts and Clusters — ™ — 1

- Fh | = E ] U =)

[#] WM and Templates d_il 7| =i -

a Storage Hosts and WMs and Storage Networking Content Global
€3 Networking Clusters Templates Libraries Inventary Lists

[ Gontent Libraries
Operations and Policies
[F Glebal Inventory Lists

] 9 B 5 & i

Lﬁ Policies and Profiles
& UCP Advisor

= Task Consale EventCansole WM Storage Gustomization Update Host Profiles
& Update Manager Policies Specification Manager
Manager

WV W VY Y Y Y Y Y

&% administration

[] Tasks

e G 2

47 Tags & Custom Aftributes

g - (5]
Roles System Ll'censing Hitachi Starage Customer wRealize UCP Advisor

¥5
€ New Search > Canfiguration Flug-in Experignce Operations
Improvement ... Manager

k=l Baurd Seamhes 3

3. Select Datastores from the navigator pane.
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4. Click the Provision Datastore icon to begin provisioning.

(@ Storage Devices

J Objects 1
Provision Datastc-ﬂ
Name Stora

5. From the Provision Datastore wizard select provisioning type as VMFS Datastore, click Next.
6. Selectthe applicable VMFS version, click Next.

7. Choose the allocation type, define a Datastore name along with capacity, click Next.

‘ #3 Provision Datastore X)

« Type (*) Single Datastore creation :  VS|_\MFS_1

VMFS Version
= \_J) Multiple Datastore creation :

N nd C:
( Alphanumeric, special characters (1#( )+ -,.=@ _) and blanks.

Storage Adapter Also the length of the datastore name must be between 3 - 42 characters.)
Storage Configuration Number of Datastores : Datastore Name :
Summary Starting Number :

Datastore Capacity : | 1000 GE (Total : 1000GB)

Back Next Cancel

8. Click the applicable datacenter and select the HBAs of your hosts, click Next.
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£3 Provision Datastore

v Type Select Cluster or Host Select Storage Adapter(s)
+ VWMFS Version ~ [5110.168.168.100 ESXi Host Davica Status Type
v Name and Capacity  [ig NC Datacenter ¥ esxi-2.hvcs.cisco.com vmhbao oniine Fibre Channel  2000002585540A01
pr——— = ! VSI Cluster & esxi-2.hves.cisco.com vmhba2 online Fibre Channel | 20000025B85540B01
ge Adapter [F esxi-2.hves.cisco.com - ) ) : :
[  esxi-1.hvcs.cisco.com vmhbal online Fibre Channel 20000025B85540A00
Storage Configuration @ esxi-1 hves cisco com B
[+1  esxi-1.hvcs.cisco.com vmhba2 online Fibre Channel 20000025B5540B00
Summary

Select All Clear All

9. Forthe storage Configuration screen, configure the storage system for the datastore(s):

a. Select Storage System.

b. Select Storage Pool/RAID Group.

c. Select Capacity Saving if you chose VSP F350, F370, F700, Fgo0 or VSP G350, G370, G700, Ggoo
d. Specify a value for LUN ID.(Optional)

e. Select Host Group/Target.

f. Click Next.

10. Forthe Summary screen, confirm the settings for the datastore. Click a screen name to modify any settings. Click Next.
11. Click Finish. The datastore creation progress and results can be viewed in vSphere Web Client Recent Tasks.

12. Repeat steps 3-11 to allocate additional VMFS datastores.

Allocate VMFS datastore using Hitachi Unified Compute Platform Advisor

You can provision a new Virtual Machine File System (VMFS) datastore to create a logical container for virtual machine files.
When creating a datastore, Hitachi Unified Compute Platform (UCP) Advisor automatically creates an associated logical unit

on the storage system.

ﬂ Storage System(s) must be onboarded to UCP Advisor prior to datastore allocation, for information on how to register a
storage system refer to the UCP Advisor deployment guide.

To begin provisioning a VMFS Datastore using Unified Compute Platform Advisor, follow these steps:

1. Loginto VMware vSphere Flex client.
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User name:

Password:

administrator@vsphere.local

VMware'vCenter” Single Sign-On

Navigator X (1 Home

(4] | Home |
T o

) Hosts and Clusters > » - )

15K I b == -
(] Ve and Templates > i il = 4 ] =
P = = =

a8 Storage ? Hosts and Whs and Storage Networking Content Global
£ Networking > Clusters Templates Libraries Imventory Lists

[ Gontent Libraries >

Operaticns and Policies

[ Global Inventory Lists >

s il r — = A F

|55 Policies and Profiles > z : }:I & . TR E_‘

& UCP Advisor > - — &

= Task Consale EventCansole WM Storage Gustomization Update Host Profiles
@ s R > Policies Specification Manager

Manager

&% administration >

[z] Tasks

[T Ewents = - h @

) . H {l's) ]
47 Tags & Custom Aftributes
Roles Syslem Licensing Hitachi Storage Cuslomer wRealize UCP Advisor
) New Search > Configuration Plug-in Experience Operations
p
= saued Sparches 3

3. Select the registered system within UCP Advisor.

4. From the UCP Advisor menu select Storage.
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&) UCP Advisor
4 Y

= —=—m

((

i

0 0

From the objects list, double-click your registered storage system to access the Manage tab.

5.

6. From the Manage Tab, select Datastores.

7. Click the Configure Datastore icon.

[———————E
vsP_G370(451610) (~ B [H P 1|

Summary | Manage

atastores | Parity Groups | Logical Units | Storac

a|c

Name LUNs/NFS Export ESX

WM Natactnra A aavi.

8. From the Configure Datastore wizard select Provision Datastore(s), click Next.
9. Select Datastore Type (VMFS Datastore is currently the only choice), click Next.

10. Select Single Datastore Creation or Multiple Datastore, specify the datastore name and capacity, click Next.

11. Select the appropriate Storage System and Storage Pool from the list, click Next.
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Configure Datastore (%]
Operation

Storage Information
Datastore Type
Storage System: * VSP_G370 (451610) -

Storage Pool: * 3:UCPA Pool -

Name and Capacity

Storage Configuration
Cluster or Hosts

Summary

« Back Cancel

12. Select the ESXi Cluster or Hosts, click Next.

Configure Datastore (%]

Operation — Selact Cluster/Host

| Datastore Type

— 8 10.168.165.100 (VCENTER)
. Name and Capacity L S5 NC Datacenter

° Storage Configuration .+ 55 VSI Cluster

" Cluster or Hosts -~ [ 10.4.168.21 (connected)

L [ 10.4.168.22 (connected)
Summary

« Back Cancel

13. Review the settings in the summary window.

14. Click Finish.

Allocate VMFS Datastore using Hitachi Storage Provider for VMware vCenter (LDEV Storage Type)

Hitachi Storage Provider for VMware vCenter allows utilization of SPBM tagging which translates the capabilities of the
storage system to the VMware administrator.

The LDEV for allocation must be mapped to your ESXi hosts via the Hitachi Storage Plug-in, UCP Advisor, or Storage
Navigator. You must create a storage container and an associated capability profile with the VASA provider. Once complete
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you must also create a VM storage policy within vSphere which utilizes SPBM tags to correlate storage to its capabilities passed
down from the VASA provider.

For detailed information, see the Hitachi Storage Management Software with Cisco UCS for VMware vSphere Best Practices
Guide, specifically the sections for Defining a Capability Profile, Defining Virtual Machine Storage Profile (LDEV), and Defining
Virtual Machine Storage Profile (LDEV).

To deploy a datastore utilizing SPBM tagging, follow these steps:

1. Loginto VMware vSphere Flex client.

s name: VMware' vCenter” Single Sign-On

Password:

2. Navigate to Hosts and Clusters view.
3. Fromtheinventory list select the datacenter where you want to deploy your VMFS datastores.

4. Right-click Storage and select New Datastore.
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vmware® vSphere Web Client #=

Navigator

#
X [vsicuster | g B % % © | (Gactons

(«]

Getting Started Summary  Monitor | Conﬁgure‘ Pe

w8 8

e

+ [ ve.hves. cisco.com
w [f7 NC Datacenter

4 vSphere Availab

w Services -

vSphere HAisT

VI Cluster . u3phere DRS Runtime informr

[ esxi-1.hvcs, B Actions - Vsl Cluster Ty —

5] esxi—2lhvc5-' T AddHost.. N frosce A
) | Move Hosts into Cluster... ]

(3 cwomB4-ope B Availability failu

2neral
{5 Hitachi-UCR MNew Virtual Machine »
G HitachiStora ~ New vApp » Mg cnent Failure

G IOM-CTLR | # New Resource Pool...
Gy New HSP W ¥ Deploy OVF Template...

It Domains & Stretched Host failure
ster

ialth and Performance Proaciive HA

3 ve-B5-test Restore Resource Pool Tree... .
R ve-67-test
%VC SA Storage ] = m
G VM-01 Host Profiles » SR

- - Add Virtual Flash Resource Capacity... R
& V02 Edit Default VM Compatibility... Switl
& VM-03 . T

Eh VM-04 [5g Assign License...
& VM-05 Settings

Guest not hee

5. Inthelocation screen, click Next.

6. Inthe Type screen, select VMFS and then click Next.

=

3 New Datastore (71 M
v e
Specify datastore type.
v
3 Mame and device selection (») VMIFS
4 Pariiion configuration Create a VMFS datastore on a disk/LUN.
5 Readyto complete () NFs
Create an NFS datastore on an NFS share over the network.
) Wel
Create a Virtual Volumes datastore on a storage container connected to a storage provider,
Back Finish Cancel

7. Inthe name and device selection screen, choose your datastore from those listed and click Next.
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#3 New Datastore

+" 1 Location
' 2 Type
4 VMFS version
5 Partition configuration

6 Readyto complete

Name and device selection
Selecta name and a disk/LUN for provisioning the datastore.

Datastore name: |VSI_VMFS_1

The datastore will be accessible to all the hosts that are configured with access to the selected disk/LUN. If you do not find the
disk/LUN that you are interested in, it might not be accessible to that host. Try changing the host or configure accessibility of that
disk/LUN.

Select a host to view its accessible disks/LUNs: | esxi-1.hvcs.cisco.com | hd |
Q -
Mame LUN Capacity Hardware Accel...  Drive Type Sector format Snaps...
HITACHI Fibre Channel Dizk (naa.60060e8012c99a0. .. 3 300TE  Supported HDD 512n
[ 1items [ Copy~
Back Next Cancel

8. Select your VMFS version and partition configuration, click Next.

9. Click Finish to view your new datastore within your storage inventory.

Remediation of L1 Terminal Fault — VMM (L1TF) Security Vulnerability (Optional)

CVE-2018-3646 describes a new class of CPU speculative-execution vulnerabilities on Intel processors manufactured from 2009

to 2018. While optional, it is strongly recommended that these vulnerabilities be patched.

Multiple attack vectors are exposed through these vulnerabilities, and separate mitigation steps for each attack vector are
necessary for complete mitigation. More information about the specificimpact and VMware’s recommendations for
remediation of these vulnerabilities in a VMware vSphere environment can be found at https://kb.vmware.com/s/article/55806.

The mitigation for LATF-VMM as recommended by VMware is broken up into three distinct phases:

1. Updating VMware vCenter and VMware ESXi software
2. Planning and Utilization of the HTAware Mitigation Tool (if analyzing existing workloads)

3. Enablement of an ESXi Side-Channel-Aware Scheduler

# Please be aware that as of April 2019, VMware has introduced a second version of the ESXi Side-Channel-Aware Scheduler
(SCAv2), which balances security and performance more than the original Scheduler (SCAv1). An important item to note is
that the new Side-Channel-Aware Scheduler does NOT prevent intra-VM Concurrent-Context Attack Vector process in-
formation leakage and is only available within ESXi 6.7U2 or later. More information including specific mitigation steps is
available at the VMware KB link listed above (55806).

282


https://kb.vmware.com/s/article/55806

ACI Integration with Cisco UCS and vSphere

ACl Integration with Cisco UCS and vSphere

In addition to ACl integrations with vSphere for distributed switch management, the 4.1 release of ACl includes new UCSM

integration to handle VLAN configuration within the Fl for VLANSs allocated through the VMM for the previously existing
vSphere integration.

Cisco ACl vCenter Plug-in

The Cisco ACl vCenter plug-in is a user interface that allows you to manage the ACI fabric from within the vSphere Web client.
This allows the VMware vSphere Web Client to become a single pane of glass to configure both VMware vCenter and the ACI
fabric. The Cisco ACI vCenter plug-in empowers virtualization administrators to define network connectivity independently of
the networking team while sharing the same infrastructure. No configuration of in-depth networking is done through the Cisco
ACl vCenter plug-in. Only the elements that are relevant to virtualization administrators are exposed.

The vCenter Plug-in is an optional component but will be used in the example application tenant that will be configured.

Cisco ACl vCenter Plug-in Installation

To begin the plug-in installation on a Windows system, follow these steps:

# To complete the installation of the ACl vCenter Plug-in, VMware PowerCLI 6.5 Release 1 must be installed on a Windows
administration workstation. VMware PowerCLI 6.5 Release 1 can be downloaded from
https://my.vmware.com/web/vmware/details?downloadGroup=PCLI650R1&productld=85q.

1. Connect to: Connect to: https://<apic-ip>/vcplugin
2. Follow the Installation instructions on that web page to complete plug-in installation.

PS8 F:“Downloads> _~ACIPlugin—-Install.psi
vCenter IP ~ FQDN: 18.168.163.1068
P}ugin .2ip file URL: https: -172.26.163.121vcpluginsvcenter—plugin—4.08.10008._.8.

=ip
HTTPS SHA1 Thumbprint: DC-23:47:8?:A4:D?:E6:DE:-F7:B4:10:71:8E:CD:64:24:-41:15:C8:
g2

Connected to vCenter
Installing plugin
[x]1 Installed vCenter plugin verszion 4.8.10068.8

The information provided was szuccessfully puzhed to the vCenter, but plugin inst

allation iz not ovep.

You need to login into the vSphere Weh Client and check for the Ciszco ACI Plugin
icon to ensure that the installation is successful

If the plugin doez not appear in the UI. check the vSphere Weh Client log file t

o see what went wrong

See the Cisco ACI vGenter Plugin documentation for more information

PE F:sDouwnloads>

3. From the vSphere Web Client (Flex Client).

4. Select Home ->Administration -> Client Plug-Ins.
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f=

vmware* vSphere Web Client

L5) | | Administrator@VSPHERE.LOCAL ~ | Help -

R ————————

Navigator X & Client Plug-ins

E Check for New Plug-ins I:O, Filter -

Administration Name Wendor Wersion Description State

~ Access Control & vSAN Web Client VMware, Inc £.7.0.30000 vSAN Web Client (build 12401634) @ Enabled
Roles & S50 Admin Ul plugin ViMware 6.7.0.20000 880 Admin Ul plugin @ Enabled
Global Permissions & Hybrid Cloud Mgr Preview VMware 6.7.0.20000 VMware vCloud Air Hybrid Cloud Ma... | @ Enabled

« single Sign.On & SR File Upload Plugin Viware £.7.0.20000 Uploads files as attachments to existi... @ Enabled

& vRealize Orchestrator plugin VMware 6.7.0.20000 vRealize Orchestrator plugin 0 Enabled

SRRk & VMware Update Manager Viware 67041703 Update Manager client @ Enaded
Configuration & ACI Plugin Cisco 4.0.1000.8 Cisco ACI Plugin for vCenter & Enabled

~ Licensing
Licenses
Reports

~ Solutions

Client Plug-ins

vCenter Server Extensions

5. Click Check for New Plug-ins if the ACI Plugin does not appear in the Client Plug-Ins list.

6.

Log out and log back into the vSphere Client if advised.

7. Within Home, the Cisco ACI Fabric icon should appear.

vmware* vSphere Web Client #=

O | [ Launch vSphere Client (HTMLS)

2} Home

Navigator
(]

Home |
imentores

[J Hosts and Clusters >

s and Templates by !Q! J
B storage > Hosts and Wiis and
€ Networking > Clusters Templates
[ Content Libraries >

8. Click the Cisco ACI Fabric Icon.

Q@

Metworking

Content
Libraries

= B

Global Cisco ACI
Inventory Lists Fabric

=

Storage

vmware* vSphere Web Client f= U1 w | Administrator@VSPHERELOCAL ~ | Help

Navigator ) S Home

(4] Getting Started | About
Cisco ACI Fabric

How to interact with your Cisco ACI Fabric
I ACI Fabric This interface lets you easily configure and monitor
E Application Profile your ACI Fabrics from your vSphere environment.
@ Networking From here, you are able fo formulate your

application network requirements in an intuitive
manner, and have these requirement pushed to the
network automatically, giving you total control and
autonomy over your virtual environment.

_# Troubleshooting
£5 Infrastructure
~ Resources
&2 Network
& Security
4% External Connectivity
% L4-7 Senvices

Basic Tasks

E Connect vSphere to your AC| Fabric

)
[ ]

" Fabric Spines

Distributed
por group

Non.virtual
applications

Explore further

Cisco Application Centric Infrastructure (ACI)
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9. Inthe center pane, select Connect vSphere to your ACI Fabric.
10. Click Yesto add a new ACI Fabric.
11. Enter one APIC IP address or FODN and uncheck Use Certificate.

12. Enterthe admin Username and Password.

“%- Register a new APIC Node

APIC Information
IP/FQDN: | 17226163121

Use Certificate: [ |

APIC Credentials

Username: | admin

Password; | #sseees

ok || cancel |

13. Click OK.
14. Click OK to confirm the addition of the other APICs.

Create Virtual Machine Manager (VMM) Domain in APIC

To configure the VMware vSphere VMM integration for managing a vDS within vCenter follow these steps:

1. Inthe APIC GUI, select Virtual Networking > Inventory.

2. Onthe left, expand VMM Domains > VMware.

3. Right-click VMware and select Create vCenter Domain.

4. Name the Virtual Switch CHV-vDS. Leave VMware vSphere Distributed Switch selected.

5. Selectthe CHV-Site1-UCS_AttEntityP Associated Attachable Entity Profile.

285



ACI Integration with Cisco UCS and vSphere

Create vCenter Domain

Virtual Switch Name: | CHV-vDS

Virtual Switch: [ERNTE RNy b s ] Cisco AVS l Cisco A'\;‘E)

Associated Attachable Entity Profile: | CHV-Site1-UCS_AHEntityP o @

Delimiter:

Enable Tag Collection: []
Enable VM Folder Data Retrieval: []

Access Mode:

Endpoint Retention Time (seconds): |0 =
VLAN Pool: | select an option ~
Security Domains: - +
Description
vCenter Credentials: +1
Description

e .

6. Under VLAN Pool, select Create VLAN Pool.

7. Name the VLAN Pool CHV-Application. Leave Dynamic Allocation selected.

Create VLAN Pool 00

Name: | CHV-Application

Description: | optional

Allocation Mode: R E T el Static Alle

Encap Blocks:

VLAN Range Allocation Mode Role

D D

8. Click the “+" to add a block of VLANS to the pool.

9. Enterthe VLAN range <1100-1199> and click OK.
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Create Ranges (2 1]

Specity the Encap blocK Kange

Type: VLAM

Allocation Mode: | Dynamic Allocation Inherit allocMode from parent Static Allocation
GO External or On the wire encapsulations Internal

D

10. Click Submit to complete creating the VLAN Pool.
11. Click the “+" to the right of vCenter Credentials to add credentials for the vCenter.
12. For name, enter the vCenter hostname. Provide the appropriate username and password for the vCenter.

13. Click OK to complete creating the vCenter credentials.

Create vCenter Credential 0D
Specify account profile
Name: | CHV-VC

Description:
Usemname:  administrator@vsphere local

Password: |-

Confirm Password: | e

ﬂ The Administrator account is used in this example, but an APIC account can be created within the vCenter to enable
the minimum set of privileges. For more information, see the ACI Virtualization Guide on cisco.com.

14. Click the “+" to the right of vCenter to add the vCenter linkage.

15. Enter the vCenter hostname for Name. Enter the vCenter FQDN or IP address.
16. Leave vCenter Default for the DVS Version.

17. Enable Stats Collection.

18. For Datacenter, enter the exact Datacenter name specified in vCenter.

19. Do not select a Management EPG.

20. For Associated Credential, select the vCenter credentials entered in step 13.
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Add vCenter Controller 00
vCenter Controller
Mame: |CHV-VC
Host Name (or IP Address): [10.168.168.100
DVS Version: |vCenter Default v

Stats Collection: ( C
\

Datacenter: |MNC Datacenter

Management EPG:  select an option ~

Associated Credential: |CHV-VC ~

D

21. Click OK to complete the vCenter linkage.
22. For Port Channel Mode, select MAC Pinning-Physical-NIC-load.
23. For vSwitch Policy, select LLDP.

24. Leave NetFlow Exporter Policy unconfigured.
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Create vCenter Domain 0
Profile Name Usemame Description
I CHV-VC administrator@vsph...
vCenter: m +
Mame 1P Type Stats Collection
I CHW-VC 10.168.168.100 vCenter Enabled

Port Channel Mode: | MAC Pinning-Physical-NIC-loac |~

|/- -\u
vSwitch Policy: [ CDP I!!i! Neither )
. ey

MNetFlow Exporter Policy: | select an option v

25. Click Submit to complete Creating the vCenter Domain.

# The vDS should now appear in vCenter.

Add UCS Hosts to the vDS
To add the UCS hosts to the provisioned vDS, follow these steps:

1. Connect to the vSphere Web Client for the vCenter.
2. Select the Networking tab within Navigator and navigate into the configured datacenter and select the provisioned vDS.

3. Click Add and manage hosts.

289



ACI Integration with Cisco UCS and vSphere

vmware® vSphere Web Client

Navigator

f=

X mcuvws | 2 8 [ g2 g | {GhActons v

(SN ‘LaunchvSphereCI\em(HT 5) | | Administrator@VSPHERE.LOCAL ~

(]

¥ @ a8 a |

j Getting Started | Summary Montor Configure  Permissions Ports  Hosts VMs  Networks  More Objects

w [@ ve.hves cisco.com
w [flg NC Datacenter
~EJCHV-DS
- C
&CI—N—Aupllcatlonlii-ﬂer—App\Aup
&CH\-’—Applicationl}ﬂer—.&pp\DB
&CHV-Appllcatlonlﬂ-ﬂer—App\Weh
=8 CHV-vDS-DVUplinks-128
&uuarantme
@20
@ 202
gAnp-ﬂQ
€ App-319

Whatis a Distributed Switch?

Adistributed switch acts as asingle virtual

switch across all associated hosts. This
allows virtual machines to maintain

I consistent network configuration as they

migrate across hosis.

vSphere
Distributed virtual networking configuration Distributed
consists of three parts. The first part takes Switch
place atthe datacenter level, where
distributed switches are created, and hosts
and distributed port groups are added to
distributed switches. The second part takes
place atthe host level, where host ports and
networking senices are associated with
distributed switches either through individual
host networking configuration or using host
profiles. The third part takes place at the
wirtual machine level, where virtual machine
NICs are connected to distributed port groups
either through individual vitual machine NIC
configuration or by migrating virtual machine
networking from the distributed switch itself.

Basic Tasks Explore Further
{7 Add and manage hosts Leam more about distributed
& Manage this distributed switch switches

Leam how to set up a network with a
distributed switch

% Create a new port group

4. Leave Add hosts selected and click Next.

[> Add and Manage Hosts

1 Selecttask

Select hosts

W N

Select network adapter tasks

Manage physical network
adapters

Manage VMkemel network
adapters

s

wn

=11

Analyze impact

-~

Ready to complete

Selecttask
Select a task to perform on this distributed switch.

(=) Add hosts
Add new hosts to this distributed switch.

() Manage host networking
Manage networking of hosts attached to this distributed switch.

() Remove hosts
Remove hosts from this distributed switch.

() Add hostand manage host networking (advanced)
Add new hosts and manage networking of hosts already attached to this distributed switch. Use
this option to unify the network configuration of new and existing hosts.

Next

Cancel

5. Click the + New hosts... option.
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Selecthosts
Select hosts to add to this distributed switch.

" 1 Selecttask

2 Selecthosts

3 Selectnetwork adapter tasks 3¢ Remove
Manage physical network
< adapt‘ei.rsIJ - Host Host Status
5 Manage VMkemel network This list is empty.
adapters

6 Analyze impact
7 Readyto complete

Configure identical network settings on multiple hosts (template mode). 0

6. Selectthe installed hosts and click OK.

7. Click Next.

olncompalible Hosts [Q Filter
Host Host Stste Cluster

™ ﬁ esxi-1.hves.cisco.com Connected ﬁ W51 Cluster
™ [@ esxi-2hves.cisco.com Connected [P Vsl Cluster

2items [3Copy~

OK Cancel
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8. Unselect Manage VMkernel adapters, and leave Migrate virtual machine networking unselected.

9. Click Next.
[[7> Add and Manage Hosts (7)
+ 1 Selecttask Select network adapter tasks
Select the netwark adapter tasks to perform.
' 2 Selecthosts
3 Selectnetwork adapter tasks [¥] Manage physical adapters
Manage physical network Add physical network adapters to the distributed switch, assign them to uplinks, or remove existing
adapters Ones.
5 Analyze impact nage VNkemel adapters
6 Readyto complete Add or migrate VMkernel network adapters to this distributed switch, assign them fo distributed port
groups, configure VMkernel adapter settings, or remove existing ones.
|:| Migrate virtual machine neftworking
Migrate WM network adapters by assigning them to distributed port groups on the distributed
switch.
Sample distributed switch
Vikernel port group Uplink port group "Lanige physical
¥ VMkernel ports L— w Uplink adaplers
[ vk ] 0
VM port group
w Virtual Machines
& vm o
Back Next Cancel

10. Click Assign uplink and select vmnic2 for the first host

11. Click Next.
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+ 1 Selecttask Manage physical network adapters

Add or remove physical network adapters to this distributed switch.
~ 2 Selecthosts

w3 SRRETACTI I RIS Assignuplink ™ etchanges ﬂ\-’iewselﬁngs

1 Manage physical network " -
adapters HostiPhysical Network Adapters 1a InUse by Switch Uplink Uplink Port Group

% Crsime T - ﬁ esxi-1.nves.cisco.com
On this switch

+ On other switches/unclaimed
vmnicO vSwitchD - -
vmnic1 vSwitchD - -

vmnic3 - - -

& Readyto complete

+ § esxi-2.hves.cisco.com
©n this switch
+ On other switches/unclaimed
vmnicO vSwitch0 - -
vmnic1 vSwitchD = =
vmnic2 - - -
vmnic3 - - -

12. Leave uplinki selected and click OK.

uplink2
uplink3
uplink4
uplinks
uplinkeg
uplink7?
uplink3d

(Auto-assign)

13. Select vmnic3 and click Assign uplink.
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14. Click Next.

Manage physical network adapters
Add or remaove physical network adapters to this distributed switch.

v 1 Selecttask
" 2 Selecthosts

w3 SEEETHTNCEEET S Assign uplink = R ﬂ‘\fiew setings
1 Manage physical network - .
adapters Host/Physicsl Network Adapters 14 InUse by Switch Uplink Uplink Port Group

5 Analyze impact - ﬁ esxi-1.hves.cisco.com

~ On this switch
& Readyto complete
vmnic2 (Assigned) - uplink1 CHV-vDS-DVUplinks-128
+ On other switches/unclaimed
vmnicO vSwitchd - -
vmnic 1 vSwitch0 - -

- g esxi-2hves.cisco.com
©n this switch
+ On other switches/unclaimed
vmnicO vSwitch0 - -
vmnic1 vSwitch0 = =
vmnic2 - - -
vmnic3 = = =

15. Leave uplink2 selected and click OK.

Uplink Assigned Adapter
uplink1 vmnic2
=R
uplink3 -
uplink4
uplinks
uplinkg
uplink?
uplink3

(Auto-assign)
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16. Repeat steps 10-13 for all additional hosts.
17. Click Next.
18. Click Next past Impact Analysis.

19. Review the Ready to complete page and click Finish to add the hosts.

Cisco UCS Manager Integration

The ACI UCS Integration will automatically configure the dynamic VLANS allocated to port groups associated with the vDS
VMM on both the UCS Fl uplinks and vNIC Templates associated with the vDS vNICs.

To configure the ACI UCS Integration, perform the following steps:

Install the ExternalSwitch App to the APIC

The Cisco External Switch Manager backend app provides connectivity between the APIC and the UCS Fl as switches external
to the ACI fabric. Installing this app is required before the integration can communicate between these components.

To install the ExternalSwitch App to the APIC, follow these steps:

1. Download the Cisco-ExternalSwitch-1.0.aci app from https://dcappcenter.cisco.com/externalswitch-4-1-1a-1-0-258.html

2. Within the APIC GUI, select the Apps tab.

Name Drescription Vendor Version State

3. Click the Add Application icon.

4. Click Browse and select the downloaded .aci file for the ExternalSwitch App.

Add application to APIC

You will not be able to use APIC Ul while upload is in
progress.

For large applications it is recommended to use the
download remote feature on Admin->Downloads.

File Name: | o1\ takepath\Cisco-ExternalSwitch-1.0.a¢ Browse...
Cancel Submit

5. Click Submit.
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6. Selectthe installed application.

te APIC e @ @ O @

Admin

Apps

Marme Description Vendor Version State

| o ExamalSmiich Inbesgraton with axtnrmal swRch managers Chsco ;; .

7. Right-click the options icon and click Enable Application option.

ExternalSwitch [}

by Cisco

Integration with external switch managers

Details
User Name: Cisco_ExternalSwitch

User Role: Cisco_ExternalSwitch

Security Domain: |a

I ~

Permission Level: write

Permissions: admin

App Version: 1.0

8. Click Enable.

Create and Configure an Integration Group

To configure the Cisco UCS Manager Integration within the APIC, follow these steps:

1. Inthe APIC GUI, select Integrations > Create Group.

2. Provide the Integration Group with a name.
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Create Integration Group (2 Ix]

MName HV-6454

Security Domains:

3. Click Submit.

4. Double-click the previously created Integration Group. [CHV-6454]

du APIC wn @ € O O

System

Fabric Virtual Networking L4-L7 Services Admir Operations Apps

Integrations

ALL GROUPS | Create Group | CHV-6454

Create Integration Manager Device IP/FODN

Open In Object Store Browser

5. Right-click the UCSM folder and select the Create Integration Manager option.
6. Provide the following information to the pop-up window that appears:

7. Name — name to reference the UCSM

8. Device IP/[FQDN — address of the UCSM

9. Username —login to use for the UCSM

10. Password — password to provide for the specified Username

11. Leave Deployment Policy and Preserve NIC Profile Config settings as defaults.
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Create Integration (2 1)

Name: CHV-6454

Device IP/FQDN:  10.1.168.15
Username:  admin
Password: e

Confirm Password: e

Deployment policy:

Preserve NIC Profile Config: \ Owvenwrite

12. Click Submit.

Add the Cisco UCS Manager Integration as a VMM Switch Manager

To configure the Cisco UCS Manager Integration with the APIC to propagate the VLAN associations occurring within the VMM,
follow these steps:

1. Connect to Virtual Networking -> Inventory within the APIC GUI.

2. Select VMM Domains -> VMware -> [CHV-vDS] -> Controllers -> CHV-VC within the Inventory.

I::lllsltl:l&;l APIC sdmin e a o e
System Tenants Fabric Virtual Networking L4-L7 Seniices Admin Operations Apps Integrations
Invertory
Controller Instance - CHV-VC O o
Policy Operationa
General Faults Histary
o X R

* Switch Manager

3. Click the +icon to the right side of the Associated Switch Managers bar.
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Wiew APIC i @ € O O

System Tenants Fabric Wirtual N

Agmin Apps ntegrations

Inventory

Controller Instance - CHY-VC 0 o

Policy Operational
General Faults History
O L W

= Switch Manager

5

1 an option -

CHV-6454
V-5454

4. Selectthe configured UCSM Integration [CHV-6454/CHV-6454].

5. Click Update.

Create an Application Tenant with the Cisco ACI vCenter Plugin

With the vCenter Plugin in place, a tenant and application EPGs can be created directly from the vCenter. To begin, follow
these steps:

1. Open up the vSphere Web Client connection to the vCenter with the Flex Client.

UI|La.n|:I|I‘thuuMﬂ'ITll.5) | Adminisiralor@VSPHERE LOCAL ~ | Help =

)l Hosts and Clusters
(| Ws and Templates
3 storage

€3 Netwerking

[l Content Libranes

[75 Global Inventory Lists

i Policies and Profiles

@ UCP Agvsor

B Cisco ACI Fabnic

2, Updats Manager

Cuslomiztion Host Profiles
Specification
Manager

£5 Administration

[] Tasks } @ 4
o vens v 1S, (D]
o Foles System Licensing Hitachi Storage Customer L UCP Adusor
¢/ Tags & Custom Afirioutes Configuration Plug-in Experience Ops ns
mprowement Manager

&, New Ssarch

Plug-ins for Installation
H sawed Searches

a@ (o)

Hyona Cloud wRealize
Manager Orchestrator

B Watch Howto Videos
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2. Open up the Cisco ACI Fabric icon.

vmware® vSphere Web Client f=s © | [ Launch vphere Client (HTMLS) | | Administrator@VSPHERE LOCAL | Help
Navigator X || Home
] J Getting Started | About -

Cisco ACI Fabric

= AC| Fabric This interface lets you easily configure and maniter
B Application Frofile your ACI Fabrics from your vSphers environment

& Networking From nere. you are able 1 formulate your
2 Troubleshaoking application network requirements in an infuitve
manner, 3nd have tess requirement pushed to the
A3 Infrastructure network automatically, giving you total control and
~ Resources Sutonomy over your virual environment
&2 MNetwork
' Security
g Extamal Connectivity
% L4-7 Senaces

Basic Tasks Explore further

Cisco Application Centric Infrastructure (ACI)

B Create a new Application Profile
£ Create a new Endpoint Group

3. Click Create a new Tenant under Basic Tasks.

% New Tenant (x)

Enter a name for the Tenant:
P ——

CHV-Application

Enter a description for the Tenant (optional):

Select a location for the Tenant:

| AC1 Fabric ACI Fabric West l Select the Fabric to create this new Tenant
T R

The Tenant will be created in the following Fabric:

[ ACI Fabric West

[ OK l [ Cancel

4. Provide a name for the Tenant and select the Fabric it will be created within.

5. Click OK.
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L] LI

vmware® vSphere Web Client Launch vSphere Cliant (HTMLS) | | Administraton@VSPHERE LOCAL =

Nawigator L Metworking |
(1] & Tenant | C-\V-Agplication ~) |
Claco ACI Fabic
ﬁ Home I - For af El\ﬂnﬁlﬂ 3I:XI|EI FOU Can Selup your own amre.‘:ai"g n_f creating isolated VRS, popul ated with B fk“e Domains. An El‘f||‘.0il“. Group will be
assoziated wilh ore Sridge Domain

[ AC Fabric
i Application Frofile

king Drag and drop ﬁ
Resst view
Troubleshooting to configure:

& Infrastructure wRE Bridge Doman
~ Resources

& Natwork

¥ Secuity

g% External Connacinty

& L4-7 Senices
CHV-Application_default

R
«

CHY-Application_defaull

6. Click Networking within the Cisco ACI Fabric options of Navigator.

z For all Endpoint Groups, you can setup your own addressing by creating isolated VRFS, populated with Bridge Domamns. An Endpoint Group will be
associated with one Sridge Domain

Drag and drop

‘ Reset view
to configure:

CHV-Application_default

®

| / Edit selings

1 this Bridge Domain
cti-appiicat @ Delete this Brigge Domal

7. Confirm that the correct Tenant is selected, and right-click the Bridge Domain that was created with the VRF when the
Tenant was formed and select the Edit settings option.
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& Edit Bridge Domain

Bridge Domain Information

Name: |CH\.-Application_default

Description: | CHV-Application default Bridge Domain

Subnets

Private Subnets: &g Gateway: | 172.18.103.254/22 |

Default gateway

Shared Subnets: Nongs Advertised Subnets: None

VRF: [E ACIFabric West 2 g CHV-Application 2 & CHv-Application_default Edit

[ ok ][ cancel |

8. Enter asubnet gateway to use for the bridge domain, along with the CIDR / notation for the subnet mask to use. Click the
cloud icon to the right of the Gateway field to apply the subnet and the gateway.

# In this application example, the subnet is 172.18.100.0/22 and will be shared by all of the application EPGs that will
have distinct connectivity rules applied to them via contracts despite existing within the same subnet. If dedicated
subnets are preferred for each EPG, dedicated bridge domains should be defined here with the respective subnets to

associate with the application EPGs.

9. Click OK.
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vmware* vSphere Web Client = £ | [ Launch vSphere Client (HTM | Administralon@VSPHERE |
X | Home
[Z| Getting Started | About .
Cisco ACI Fabric
[ ACI Fabric This Intertace lets you easily configure and monitor
i Aoslication Profile your ACI Fabrics from your wSphere environment.
& Networking From Nhere, you are able to formukate your
"3 Truublsshuuhng application network requirements in an intuitive
y manner, and have these requirement pushed to the
&5 Infrastructure netwark automatically, Giving yeu total control and
- Resourcas autanomy Qver your virtual environment
&2 Network
W Security
¥ Examal Connectivity
¥ L4-T Senaces
Basic Tasks Explore further
& Create a new Tenant Cisco Application Centric Infrastructure (ACI)
@5 Create a new Application Profile
% Create a new Endpoint Group
“ .

10. Click Create a new Endpoint Group under Basic Tasks.
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&2 New Endpoint Group (x}

Endpoint Group Information

Name: | Web|

Description:

MNetworking

Bridge Domain: Shared (comman/default) &

Security

Intra EPG Isolation: [ ]

Select a location for the Endpoint Group:

> & Tenant KXV-App-A -] | o create tis e Evpoant
> o Tenant common Group in.
> o Tenant CHV-Test
¥ o Tenant CH\V-Application
~+ Appilic ation Profile CHV-Application_default -

o] (_caret |

11. Specify a Name for the Endpoint Group, select the Tenant [CHV-Application] and Application Profile [CHV-
Application_default] to create the EPG in.

12. Click the pencil icon next to Bridge Domain.

13. Expand the Tenant and VRF to select the Bridge Domain that was created for this tenant.
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Select the Bridge Domain to which the Endpoint Group needs to be connected

-
Mame Subnets.
¥ o Tenant CHV-Application
¥ @ VRF CHV-Application_default
% Bridge Domain CHV-Application_default &
> o Tenant comman

OK ][ Cancel

14. Click OK.

()

&2 New Endpoint Group

Endpeint Group Information

Name: |Wwab

Description:

MNetworking

Distributed Switch: gz CHV-VDS Allow micro-segmentation: [

Bridge Domain: & CHV-Application 2 @ CHV-Application_default 2 && CHV-Application_default 7

Security

Intra EPG Isolation: [ ]

Application Profile: [E ACIFabric West 2» & CHV-Application 2 [ CHV-Application_default

15. Click OK.

16. Repeat steps 9-14 to create additional EPGs [App and DB].

'& The following will create a contract from the App EPG to connect to both the Web and DB EPGs without Web and DB
being able to communicate with each other.
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Navigator

4

Clsco ACI Fabnc

# Home

5 ACI Fabric

[ Apolication Profile
'@ Netwarking

. Traubleshooting

ag. petween difirent Endpaint Grougs and sacurity palic

& Infrastruciure
= Resources
Home Consumars Providers Skirectional

&% Network

i Esternal Connectiity

' L4-7 Serdces

17. Click the Security option, confirm that the correct Tenant is selected, and click Create a new Contract.

(%)

% New Contract

Consumer [ Provider
Consumers: Providers: e

Contract Information

—
Name:||,qpp_p¢cess I |

Description:

Traffic

Filters: Mone (All traffic) % Bidirectional: [+
L4-7 Configuration
Configure L4-7
|

Service:

Tenant: [ ACIFabric West 2 & CHV-Application

18. Provide a name for the Contract to allow traffic from the App EPG to the other two members. Click the green + icon to the
right of Consumers.
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Drag and Drop the object you wish to add from the list on the left
& &
Name Description Name Descripion
¥ o CHV-Application

» i common

Available objects Objects toadd Clear

19. Selectthe Web and DB EPGs from within the 3-Tier-App and drag each over to the right side. Click OK.

% New Contract (x)

Consumer / Provider

£ Web x
Consumers: L Providers:
2 o . )

Contract Information
Name: | App-Access

Description:

Traffic

Filters: MNone (All fraffic) 4 Bidirectional: [/]
L4-7 Configuration

Configure L4-7
Service:

|

Tenant: [E ACIFabric West 2 Sa CHV-Application

20. Click the green +icon to the right of Providers.
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7 &
Mame
¥ o CHV-Application
» @l CHV-Application_default
v [l 3-Tier-App
2 Web
22 DB

Available objects

Drag and Drop the object you wish to add from the list on the left

Name

Description Description

Objects to add  Clear

21. Select the App EPG from within the 3-Tier-App and drag it over to the right side. Click OK.

% New Contract

Consumer [ Provider

Consumers:

Contract Information

Description:

Traffic

Filters:

L4-7 Configuration

Configure L4-7

Tenant:

Name:

Service:

g Web x

N Providers: g2 App x
g DB x
\App-Access
None (All traffic) Bidirectional: [
O
B ACIFabric West @ S CH\V-Application

OK ][ Cancel

22. Click the green + icon next to Filters.
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Drag and Drop the object you wish to add from the list on the left
s B
MName Description Name Description
> & CHV-Application [ defautt |
est
am
icmp

Available objects Objects to add Clear

[ ok |[ cance |

23. Expand the common tenant, select the default contract object and drag it to the right side. Click OK.

# The default filter will allow all traffic and may be too permissive for a production environment. Alternately, select the
tenant and select the Create a new filter icon next to the pencil to create a set of granular port and protocol specific fil-
ters for appropriate traffic between the EPGs.

24. Click OK to create the contract from App to the Web and DB EPGs.

Add External Connectivity to Appropriate EPGs

The Allow-Shared-L3-Out contract that was previously created can be associated to EPGs that will need to have access to
appropriate external networks. For this contract to be applied, or to grant these EPGs access to contracts from other tenants,
the Bridge Domain will need to be changed from the default setting of Private to VRF that is set when a Bridge Domain is
created in the vCenter ACI Plugin.

To make this change, follow these steps:

1. Connectto the APIC GUI.

2. Selectthe Tenants tab and expand within the application tenant: Networking -> Bridge Domains -> <Bridge Domain
used> -> Subnets.

3. Select the subnet created for the Bridge Domain.
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de APIC w QD OO

o
=
=
2
£
]
=

Subnet - 172.18.103.2

Policy Operational Faults History
O W
ic
<Im D €D

4. Unselect “Private to VRF”
5. Select the check boxes for “"Advertised Externally” and “Shared between VRFs".

6. Click Submit.

310




ACI Integration with Cisco UCS and vSphere

Securil

Contracts | Filters
& oo -1

@ Contracts allows you to define security policies between different Endpoint Groups and security policies between EndPoint Groups and L3/L2 External
Networks.

v Create a new Contract

Mame ‘Consumers Filters. Providers Bidirectional Faults

W default A default D Yes AN A

= . L4 )
Edit seffings &
-
g Delete this Contract o

7. Change the Tenant to common within the Contracts tab of Security. Right-click the Allow-Shared-L30ut contract and se-
lect the Edit settings option.

Drag and Drop the object you wish to add from the list on the left

Mame Description

> o HXVHICP
> o ASV-Foundation AzureStack Rack AA15
> o HXV-Foundation
> &% CHV-Foundation
> o HXV-App-A
> o common
¥ o CHV-Application

» il CHV-Application_default

w B 3-Tier-App

?_
DB E'

Description

[+]

Available objects Objects to add Clear

(o came ]

8. Expand the appropriate application tenant and contained application profile. Select any EPG that should be set up to have
external connectivity and drag those EPGs over to the right. Click OK.

9. Click OK to make changes to the Allow-Shared-L30ut contract.
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Appendix: Bill of Materials

This CVD is directed at deploying the Cisco and Hitachi Adaptive Solutions Cl into an existing ACI Fabric, and as a result the
initial configuration of the ACI APICs and Spines are out of the scope of the deployment guide and the BOM. Any interestin
deploying an initial ACI Fabric should be directed toward a Cisco account manager or partner.

Please note that the following are not included in the BOMs below and will need to be identified separately depending on your
specific configuration:

e  Racks for both Cisco and Hitachi components

e  Power distribution units (PDUs)

e  Multi-mode Fibre (MMF) cabling between Cisco Fabric Interconnects and Cisco MDS switches

e Multi-mode Fibre (MMF) cabling between Cisco MDS switches and Hitachi VSP storage systems
e Power cables and rail kits for Hitachi VSP storage systems

e Services, Maintenance, and Support plans for each component

.S

The BOMs below are representative of the equipment used in Cisco Systems lab environments to certify each design.
Components, interconnect cabling, and quantities may differ depending on your specific configuration needs. It is im-
portant to note that any component changes must be referenced against both Cisco and Hitachi compatibility matrices to
ensure proper support is available.

Table 32 lists the BOM for Cisco UCS 6454 Fabric Interconnect with Hitachi VSP G370 with ACI design.

Table 32 Bill of Materials for Cisco 6454 and Hitachi VSP G370 with ACI Design
Vendor Part Number/Order Code Description Quantity
Cisco NgK-C93180YC-FX Nexus 9300 with 48p 10/25G SFP+, 6p 100G QSFP, 2
MACsec, UP
Cisco ACI-N9gKDKg-14.1.2 Nexus 9500 or 9300 ACI Base Software NX-OS Rel 14.1.2 | 2
Cisco N3K-C3064-ACC-KIT Nexus 3K/gK Fixed Accessory Kit 2
Cisco NXA-PAC-1100W-PE2 Nexus AC 1100W PSU - Port Side Exhaust 4
Cisco NXA-FAN-65CFM-PE Nexus Fan, 65CFM, port side exhaust airflow 6
Cisco CAB-9K12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North 4
America
Cisco QSFP-100G-AOCiM 100GBASE QSFP Active Optical Cable, 1m 4
Cisco QSFP-40G-SR-BD QSFP40G BiDi Short-reach Transceiver 4
Cisco QSFP-H40G-CU1M 40GBASE-CR4 Passive Copper Cable, 1m 2
Cisco UCS-FI-6454-U UCS Fabric Interconnect 6454 2
Cisco N10-MGTo16 UCS Manager v4.0 2
Cisco UCS-ACC-6332 UCS 6332/ 6454 Chassis Accessory Kit 2
Cisco UCS-FAN-6332 UCS 6332/ 6454 Fan Module 8
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Vendor Part Number/Order Code Description Quantity
Cisco UCS-PSU-6332-AC UCS 6332 Power Supply/100-240VAC 4
Cisco CAB-gK12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North 4
America
Cisco SFP-H10GB-CU2-5M 10GBASE-CU SFP+ Cable 2.5 Meter 8
Cisco UCSB-5108-AC2-UPG UCS 5108 Blade Server AC2 Chassis/o PSU/8 fans/o FEX 1
Cisco N20-FWo16 UCS 5108 Blade Chassis FW Package 4.0 1
Cisco N20-FAN5 Fan module for UCS 5108 8
Cisco Noi1-UACa Single phase AC power module for UCS 5108 1
Cisco N20-CBLKB1 Blade slot blanking panel for UCS 5108/single slot 4
Cisco N20-CAK Accessory kit for UCS 5108 Blade Server Chassis 1
Cisco UCSB-B200-Mg UCS B20o M5 Blade w/o CPU, mem, HDD, mezz 4
Cisco UCS-CPU-6140 2.3 GHz 6140/140W 18C/24.75MB Cache/DDR4 2666MHz | 8
Cisco UCSB-MLOM-40G-04 Cisco UCS VIC 1440 modular LOM for Blade Servers 4
Cisco UCS-SID-INFR-OI Other Infrastructure 4
Cisco UCSB-HS-M5-R CPU Heat Sink for UCS B-Series M5 CPU socket (Rear) 4
Cisco UCSB-LSTOR-BK FlexStorage blanking panels w/o controller, w/o drive 8
bays
Cisco UCSB-HS-Ms5-F CPU Heat Sink for UCS B-Series M5 CPU socket (Front) 4
Cisco UCS-SID-WKL-OW Other Workload 4
Cisco UCS-IOM-2208XP UCS 2208XP I/O Module (8 External, 32 Internal 20Gb 2
Ports)
Cisco UCSB-PSU-2500ACDV 2500W Platinum AC Hot Plug Power Supply - DV 4
Cisco UCSB-5108-PKG-HW UCS 5108 Packaging for chassis with half width blades. 1
Cisco CAB-US515P-C19-US NEMA 5-15 to IEC-Cag 13ft US 4
Cisco UCS-MR-X32G2RS-H 32GB DDR4-2666-MHz RDIMM/PC4-21300/dual 48
rank/xs4/1.2v
Cisco UCS-DIMM-BLK UCS DIMM Blanks 48
Cisco DS-Cg706 MDS 9706 Chassis No Power Supplies, Fans Included 2
Cisco DS-Xg9706-FAB1 MDS g706 Crossbar Switching Fabric-1 Module 12
Cisco DS-9706-KIT-CCO MDS 9706 Accessory Kit for Cisco 2
Cisco DS-Cg700-LC-BL Blank Filler Card for Line Card slot in MDSg700 Chassis 6
Cisco DS-Xg7-SF1-Kg MDS gyoo0 Series Supervisor-1 4
Cisco DS-X9648-1536Kg MDS g700 48-Port 32-Gbps Fibre Channel Switching 2
Module
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Vendor Part Number/Order Code Description Quantity
Cisco DS-CACg7-3KW MDS 9700 3000W AC power supply 8
Cisco Mg753Kg9-8.2.1 MDS g700 Supervisor/Fabric-3, NX-OS Software Release | 2
8.2(1)
Cisco CAB-9K16A-US2 Power Cord 250VAC 16A, US/Japan, Src Plug NEMAL6- | 8
20
Cisco DS-SFP-FC32G-SW 32 Gbps Fibre Channel SW SFP+, LC 12
Hitachi VSP-G-SOLUTION.S VSP G Unified Platform 1
Hitachi VSP-G370-A0008.5 VSP G370 Covered Product Unified (FC/iSCSI) 1
Hitachi G370-F-BASE-S.P VSP G370 Foundation Base Package 1
Hitachi GXXo-4X1RgTB.P VSP GXXo Flash Pack 4 x 1.9TB SSD Package 12
Hitachi VSP-G370-A0001.5 VSP G370 Product Unified (FC/iSCSI) 1
Hitachi FD221577-001.P SVP Bezel ASM (including brackets) 1
Hitachi HDW2-F850-1PS32.P VSP G SFP for 32Gbps Shortwave 16
Hitachi HDW2-F850-DBSC.P VSP G/F XXo Drive Box (SFF) 1
Hitachi HDW-F850-SCQ1.P VSP G SAS Cable 1m 2
Hitachi HDW2-F850-SVP.P VSP G/FXXo SVP - Service Processor 1
Hitachi HDW2-F850-4HF32R.P VSP G/FXXo Host I/O Module FC 16/32G 4port 4
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Create Device Aliases

Using the WWPN target and initiator table created earlierin Table 33 collect the information for the device aliases to be
created on each fabric:

Table 33 Fabric A Targets and Initiators

Name E\rlx\\,/\iln\-l:lr(nv‘\ll:x:(':’g)rftal:lnap:e) PWWN/WWPN Customer Environment
Target G370-CL1-A 50:06:0e:80:12:€9:93a:00
Target G370-CL2-B 50:06:0e:80:12:c9:9a:11
Initiator VSI-G370-01 20:00:00:25:B5:54:0A:00
Initiator VSI-G370-02 20:00:00:25:B5:54:0A:01

Table 34 Table 1 Fabric B Targets and Initiators

Emﬁ:‘{{gx:gif&napr:‘ee) PWWN/WWPN Customer Environment
Target G370-CL3-B 50:06:0€:80:12:€9:9a:21
Target G370-Clg-A 50:06:0€:80:12:€9:9a:30
Initiator VSI-G370-01 20:00:00:25:B5:54:0B:00
Initiator VSI-G370-02 20:00:00:25:B5:54:0B:01

With the appropriate information collected, proceed to create device aliases on the MDS fabrics using the following as an
example:

Fabric A Device Aliases

aal9-9706-1 (confiqg) # device-alias database

aal9-9706-1 (config-device-alias-db) # device-alias name VSI-G370-1 pwwn 20:00:00:25:B5:54:0A:00
aal9-9706-1 (config-device-alias-db) # device-alias name VSI-G370-2 pwwn 20:00:00:25:B5:54:0A:01
aal9-9706-1 (config-device-alias-db) # device-alias name G370-CL1-A pwwn 50:06:0E:80:12:C9:9A:00
aal9-9706-1 (config-device-alias-db) # device-alias name G370-CL2-B pwwn 50:06:0E:80:12:C9:9A:11
aal9-9706-1 (config-device-alias-db) # exit
aal9-9706-1 (config) # device-alias commit

Fabric B Device Aliases

aal9-9706-2 (config) # device-alias database

aal9-9706-2 (config-device-alias-db) # device-alias name VSI-G370-1 pwwn 20:00:00:25:B5:54:0B:00
aal9-9706-2 (config-device-alias-db) # device-alias name VSI-G370-2 pwwn 20:00:00:25:B5:54:0B:01
2aal9-9706-2 (config-device-alias-db) # device-alias name G370-CL3-B pwwn 50:06:0E:80:12:C9:9A:21
aal9-9706-2 (config-device-alias-db) # device-alias name G370-CL4-A pwwn 50:06:0E:80:12:C9:9A:30
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aal9-9706-2 (config-device-alias-db) # exit
aal9-9706-2 (config) # device-alias commit

Create Zoning

With device alias created, the following will occur on each fabric in this example:

e  Smart-zoning will be set for the fabric

e  Zones for each host to initiator targets will be created
e Azoneset will be created

e Created zones will be added to the zone

e The zoneset will be activated

e The configuration will be saved to allow the device aliases and the zoning to persist on each fabric

Fabric A Zoning

aal9-9706-1 (config) # zone smart-zoning enable vsan 101
Smart Zoning distribution initiated. check zone status
2al9-9706-1 (config) # zone name VSI-FC-G370-1 vsan 101

aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) #
aal9-9706-1 (config-zone) # member

aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) # member
aal9-9706-1 (config-zone) #

device-alias
device-alias
device-alias
device-alias
device-alias

device-alias
device-alias
device-alias
device-alias
device-alias

VSI-FC-G370-1 init
G370-CL1-A target
G370-CL1-B target
G370-CL2-A target
G370-CL2-B target

zone name VSI-FC-G370-2 vsan 101

VSI-FC-G370-2 init
G370-CL1-A target
G370-CL1-B target
G370-CL2-A target
G370-CL2-B target

zoneset name ucp-vsi-zoneset vsan 101

2aal9-9706-1 (config-zoneset) # member VSI-FC-G370-1

aal9-9706-1 (config-zoneset) # member VSI-FC-G370-2

aal9-9706-1 (config-zoneset) # exit

aal9-9706-1 (config) # zoneset activate name ucp-vsi-zoneset vsan 101
Zoneset activation initiated. check zone status

aal9-9706-1 (config) # copy run start

(
(
(
(
(
(
(
aal9-9706-1 (config-zone) # member
(
(
(
(
(
(
(

100%

Copy complete.

Riidissasdddssaiisdsaaiiisaaaiiissagiisisa

Fabric B Zoning

aal9-9706-2 (config) # zone
Smart Zoning distribution
aal9-9706-2 (config) # zone
2al9-9706-2 (config-zone) # member
aal9-9706-2 (config-zone) # member
aal9-9706-2 (config-zone) # member
aal9-9706-2 (config-zone) # member
2al9-9706-2 (config-zone) # member
aal9-9706-2 (config-zone) #
aal9-9706-2 (config-zone) #
aal9-9706-2 (config-zone) #
aal9-9706-2 (config-zone) #
aal9-9706-2 (config-zone) #
aal9-9706-2 (config-zone) #
aal9-9706-2 (config-zoneset) # member VSI-FC-G370-1
aal9-9706-2 (config-zoneset) # member VSI-FC-G370-2
aal9-9706-2 (config-zoneset) # zoneset activate name ucp-vsi-zoneset vsan 102
Zoneset activation initiated.
aal9-9706-2 (config) # copy run start

initiated.

device-alias
device-alias
device-alias
device-alias
device-alias

smart-zoning enable vsan 102
check zone status
name VSI-FC-G370-1 vsan 102

VSI-FC-G370-1 init
G370-CL3-A target
G370-CL3-B target
G370-CL4-A target
G370-CL4-B target

zone name VSI-FC-G370-2 vsan 102

member device-alias G370-CL3-A target
member device-alias G370-CL3-B target
member device-alias G370-CL4-A target
member device-alias G370-CL4-B target
zoneset name ucp-vsi-zoneset vsan 102

check zone status
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[#E####4FHHHHHHEHHHHHH A HHHS A HHHE S HHHE] 1003
Copy complete.
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Appendix: MDS Example startup-configuration File

MDS A Configuration

‘ﬁ MDS B is identical to MDS A, except that VSAN is used. An example wwn/pwwn is shown below.

version 8.3(1)
power redundancy-mode ps-redundant
power redundancy-mode ps-redundant
feature npiv
feature fport-channel-trunk
feature 1lldp
role name default-role
description This is a system defined role and applies to all users.
rule 5 permit show feature environment
rule 4 permit show feature hardware
rule 3 permit show feature module
rule 2 permit show feature snmp
rule 1 permit show feature system
username admin password 5 $5$ZUTjKo32$/.kdz66FvCWIctfVTOcQwlBgHzKkIhWrIc86gXv6aX8 role network-admin
ip domain-lookup
ip host AA19-9706-1 192.168.168.18
aaa group server radius radius
class—-map type gos match-all copp-s-selflIp
snmp-server user admin network-admin auth md5 0x267983550d7062ba68d3e8acb81lbbl36 priv
0x267983550d7062ba68d3e8acb81lbbl36 localizedkey
snmp-server host 10.1.168.101 traps version 2c public udp-port 2162
rmon event 1 log trap public description FATAL (1) owner PMONQ@FATAL
rmon event 2 log trap public description CRITICAL (2) owner PMONQ@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMONE@ERROR
rmon event 4 log trap public description WARNING(4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION (5) owner PMON@INEFO
ntp server 192.168.168.254
vlan 1
vlan 1
vsan database
vsan 101 name "Fabric-A"
device-alias mode enhanced
device-alias database
device-alias name G370-CL1-A pwwn 50:06:0e:80:12:c9:9a:00
device-alias name G370-CL1-B pwwn 50:06:0e:80:12:¢c9:9a:01
device-alias name G370-CL2-A pwwn 50:06:0e:80:12:¢c9:9a:10
device-alias name G370-CL2-B pwwn 50:06:0e:80:12:c9:9a:11
device-alias name VSI-FC-G370-1 pwwn 20:00:00:25:b5:54:0a:00
device-alias name VSI-FC-G370-2 pwwn 20:00:00:25:05:54:0a:01
device-alias name VSI-FC-G370-3 pwwn 20:00:00:25:05:54:0a:02
device-alias name VSI-FC-G370-4 pwwn 20:00:00:25:05:54:0a:03

device-alias commit

fcdomain fcid database

vsan 101 wwn 50:06:0e:80:12:c9:9a:01 fcid 0xbc0080 dynamic
! [G370-CL1-B]

vsan 101 wwn 50:06:0e:80:12:¢c9:9a:11 fcid 0xbc00c0 dynamic
! [G370-CL2-B]

vsan 101 wwn 50:06:0e:80:12:c9:9a:10 fcid 0xbc00e0 dynamic
I [G370-CL2-A]

vsan 101 wwn 50:06:0e:80:12:¢c9:9a:00 fcid 0xbc0160 dynamic
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! [G370-CL1-A]
vsan 101 wwn 24:01:00:de:fb:d6:3b:40 fcid 0xbc0180 dynamic
vsan 101 wwn 24:01:00:de:fb:ff:fe:00 fcid Oxbc0lal0 dynamic
vsan 101 wwn 20:00:00:25:05:54:0a:00 fcid 0OxbcOlal dynamic
! [VSI-FC-G370-1]
vsan 101 wwn 20:00:00:25:b5:54:0a:01 fcid Oxbc0la2 dynamic
! [VSI-FC-G370-2]
vsan 101 wwn 20:00:00:25:b5:54:0a:03 fcid OxbcO0la3 dynamic
! [VSI-FC-G370-4]
vsan 101 wwn 20:00:00:25:b5:54:0a:02 fcid Oxbc0lad4 dynamic
! [VSI-FC-G370-3]
zone smart-zoning enable vsan 101
!Active Zone Database Section for vsan 101
zone name VSI-FC-G370-1 vsan 101
member device-alias VSI-FC-G370-1 init
member device-alias G370-CL1-A target
member device-alias G370-CL1-B target
member device-alias G370-CL2-A target
member device-alias G370-CL2-B target

zone name VSI-FC-G370-2 wvsan 101
member device-alias VSI-FC-G370-2 init
member device-alias G370-CL1-A target
member device-alias G370-CL1-B target
member device-alias G370-CL2-A target
member device-alias G370-CL2-B target

zone name VSI-FC-G370-3 wvsan 101
member device-alias VSI-FC-G370-3 init
member device-alias G370-CL1-A target
member device-alias G370-CL1-B target
member device-alias G370-CL2-A target
member device-alias G370-CL2-B target

zone name VSI-FC-G370-4 vsan 101
member device-alias VSI-FC-G370-4 init
member device-alias G370-CL1-A target
member device-alias G370-CL1-B target
member device-alias G370-CL2-A target
member device-alias G370-CL2-B target

zoneset name hvcs-vsi-zoneset vsan 101
member VSI-FC-G370-1
member VSI-FC-G370-2
member VSI-FC-G370-3
member VSI-FC-G370-4

zoneset activate name hvcs-vsi-zoneset vsan 101
do clear zone database vsan 101

'Full Zone Database Section for vsan 101
zoneset name hvcs-vsi-zoneset vsan 101

interface mgmtO
ip address 192.168.168.18 255.255.255.0

interface port-channell5
channel mode active
switchport description UCS-6454-portchannel
switchport speed auto max 32000
switchport rate-mode dedicated
vsan database
vsan 101 interface port-channellb
vsan 101 interface fcl/11
vsan 101 interface fcl/12
vsan 101 interface fcl/13
vsan 101 interface fcl/14
vsan 101 interface fcl/15
vsan 101 interface fcl/16
vsan 101 interface fcl/17
vsan 101 interface fcl/18

319



Appendix: MDS Example startup-configuration File

interface fcl/1
no shutdown

interface fcl/2
no shutdown

interface fcl/3
no shutdown

interface fcl/4
no shutdown

interface fcl/5
switchport description UCS-6454-A:1/1
channel-group 15 force
no shutdown

interface fcl/6
switchport description UCS-6454-A:1/2
channel-group 15 force
no shutdown

interface fcl/7
no shutdown

interface fcl/8
no shutdown

interface fcl/9
no shutdown

interface fcl/10
no shutdown

interface fcl/11
switchport description G370-A:CL 1-A
no shutdown

interface fcl/12
switchport description G370-A:CL 2-B

no shutdown

interface fcl/13
no shutdown

interface fcl/14
no shutdown

interface fcl/15
no shutdown

interface fcl/16
no shutdown

interface fcl/17
no shutdown

interface fcl/18
no shutdown

interface fcl/19
interface fcl/20
interface fcl/21
interface fcl/22
interface fcl/23

interface fcl/24
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interface fcl/25
interface fcl/26
interface fcl/27
interface fcl/28
interface fcl/29
interface fcl/30
interface fcl/31
interface fcl/32
interface fcl/33
interface fcl/34
interface fcl/35
interface fcl/36
interface fcl/37
interface fcl/38
interface fcl/39
interface fcl/40
interface fcl/41
interface fcl/42
interface fcl/43
interface fcl/44
interface fcl/45
interface fcl/46
interface fcl/47

interface fcl/48
clock timezone EST 0 O
switchname AA19-9706-1
line console
line vty
interface fcl/2
interface fcl/3
interface fcl/4
interface fcl/6
interface fcl/1
interface fcl/5
interface fcl/7
interface fcl/8
interface fcl/9
interface fcl/10
interface fcl/11
interface fcl/12
interface fcl/13
interface fcl/14
interface fcl/15
interface fcl/16
interface fcl/17
interface fcl/18
interface fcl/19
interface fcl/20
interface fcl/21
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interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface
interface

fcl/22
fcl/23
fcl/24
fcl/25
fcl/26
fcl/27
fcl/28
fcl/29
fcl/30
fcl/31
fcl/32
fcl/33
fcl/34
fcl/35
fcl/36
fcl/37
fcl/38
fcl/39
fcl/40
fcl/41
fcl/42
fcl/43
fcl/44
fcl/45
fcl/46
fcl/47
fcl/48
fcl/1l

fcl/2

fcl/3

fcl/4

fcl/5

fcl/6

ip default-gateway 192.168.168.254
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Appendix — Cisco Workload Optimization Manager

Cisco Workload Optimization Manager continuously analyzes workload consumption, costs, and compliance constraints and
automatically allocates resources in real time. It helps ensure performance by giving workloads the resources they need when
they need them. When fully automated, the self-managing platform promotes a continuous state of health in the environment
by making placement, scaling, and capacity decisions in real time. It empowers data center and cloud operators to focus on
innovation: on bringing new products and services to market that promote digital transformation.

Minimum requirements
You can run Workload Optimization Manager on a host that meets the minimum requirements listed in the following table.

Table 35 Minimum requirements for Cisco Workload Optimization Manager

Supported Hypervisors Storage Requirements Memory CPU

VMware 500 GB or greater 16 GB 4 vCPUs

vCenter versions 5.5, 6.0, 6.5, | NOTE: Can be thin provisioned
and 6.7 depending on the storage
requirements.

Microsoft

Hyper-V as bundled with
Windows 2016, 2008 R2,
Hyper-V Server 2012, or
Hyper-V Server 2012 R2

Amazon Web Services (AWS)

Microsoft Azure

The minimum requirements depend on the size of your environment's inventory. The more data stores, hosts, virtual
machines, and applications you have, the more resources you will need to run the installation effectively. Also note that other
management software may recommend that you run the Workload Optimization Manager virtual machine with fewer
resources. Be sure to provide enough resources for Workload Optimization Manager, using the guidelines in Table 35 .

Cisco Workload Optimization Manager Setup

Download the VMware Open Virtualization Format (OVF) image of Workload Optimization Manager from:

https://software.cisco.com/download/home/286321574/type/286317011/release/2.2.0

and the upgrade patch from:

https://software.cisco.com/download/home/286321574/type/286317011/release/2.2.3

Install Workload Optimization Manager

To install and configure Cisco Workload Optimization Manager, follow these steps:

1. Through the vSphere client, connect to vCenter installed which is installed on your management network.

2. Right-click and select Deploy OVA Template, select Local File, and click Browse to navigate to the location of the down-
loaded OVA file.
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¥¢ Deploy OVF Template 2 n
M scicemone
Select an OVF template
2 Selectname and locaton
< 1a e r Enter a URL to downioad and install the OVF package from the Internet, or browse to a location accessible from your computer.
such as a local hard drive, a network share, or a CD/DVD drive
%]
Select storag D URL
v 1=
) Local file
Browse 1 file(s) selected, click Next to validate
A\ Use multiple selection to select all the files associated with an OVF template (.ovi, vmak, etc
Next Cance!
3. Select the OVA file then click Open.
4. Click Next.
5. Specify the name and confirm the location for the CWOM placement and click Next.
6. Inselect resource page, select the Host/Cluster and click Next.
¥¢ Deploy OVF Template 3) B
v 1 Selecttemplate Review defails
werify the template details.
+ 2 Selectname and location
o 3 SRR R Publisher & No certificate present
I Downloadsize 3.2 GB
5 Acceptlicense agreements i § 4.4 GB (thin provisioned)
Size on disk . .
6 Select storage £02.0 GB (thick provisioned)
7 Select networks
8 Readyto complete
Back Next Cancel

7-

8.

Click Next after Review details.

Click Accept EULA Agreement and click Next.
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5 Acceptlicense agreements

6 Selectstorage
7 Selectnetworks

8 Ready complete

¥4 Deploy OVF Template 2
v 1 Selectemplate Acceptlicense agreements
Read and accept the license agreements associated with this template before continuing.
v 2 Selectname and location
v 3 Selecta resource
v 4 Review details TURBONOMIC END-USER LICENSE AGREEMENT -

Note to user: In this document, "You" means the licensee of the Software and "Turbonomic” means Turbonomic, Inc.. the Licensor
of the Software

BEFORE YOU DOWNLOAD AND USE TURBONOMIC VIRTUAL APPLIANCE PRODUCTS AND
ANY RELATED DOCUMENTATION, INCLUDING USER MANUALS (COLLECTIVELY THE
"SOFTWARE"), PLEASE CAREFULLY REVIEW ALL TERMS AND CONDITIONS IN THIS
END-USER LICENSE AGREEMENT ("AGREEMENT") AND BE SURE YOU UNDERSTAND
THEM. CHOOSING "1 ACCEPT", OR PROCEEDING WITH THE DOWNLOAD AND USING

THE SOFTWARE IN ANY WAY INDICATES YOUR ACKNOWLEDGEMENT THAT YOU

HAVE READ THIS LICENSE AGREEMENT, THAT YOU UNDERSTAND IT, AND THAT YOU
AGREE TO BE LEGALLY BOUND BY ITS TERMS. IF YOU ARE ENTERING THIS

AGREEMENT ON BEHALF OF A COMPANY OR OTHER ORGANIZATION, YOU ARE
REPRESENTING AND WARRANTING THAT YOU ARE AUTHORIZED TO BIND SUCH
COMPANY OR ORGANIZATION. IF YOU DO NOT AGREE TO ANY OF THE TERMS AND
CONDITIONS LICENSE AGREEMENT YOU MUST NOT CHOOSE TACCEPT"OR

DOWNLOAD THE SOFTWARE

1. Title, Intellectual Property Rights. The Software fumished under this Agreement is licensed, not soid
or transferred, to you and is protected by the copyright, patent and trade secret laws of the United States
and international treaties, and is subject to export control laws and regulations of the United States

Back Next Cancel

9. Selectvirtual disk format as “Thin Provisioning” and then select the deployment datastore.
#1 Deploy OVF Template 2) b
v 1 Selecttemplate Select storage
Select location to store the files for the deployed template.
+~" 2 Selectname and location
V3 Selecta resource Selectvirtual disk format: | Thin provision | -]
4 FEIEIOETE ‘W storage policy | MNone | r ]
+ 5 Acceptlicense agreements
X . [] Show datastores from Storage DRS clusters @
6 Selectstorage —
| Fitter |
T Select networks
[Datasmres | Datastore Clusters ]
8 Readyto complete
(B (q Fiter -
MName Status VM storage policy Capacity Free
(U B datastore1 @ Normal VM Encryption P...  2.5GB 1.09 GB
(B Ds VA A\ Warning VM Encryption P..  19.75 GB 4.26 GB
(=) & VM Datastore & Normal VM EncryptionP.. 10 TB 820TB
(@] B VMFS_LDEV_Datastore @ Normal WM Encryption P.__ 49875 GB 478.34 GB
() B WWOL_Datastore & Normal “\ol No Require... | 38588 GB 384.78 GB
4 »
) 5 Objects [y Copy~
Back Next Finish Cancel

10.

Click Next.

11. Select your virtual network and click Next.
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#¢1 Deploy OVF Template ?) M
+ 1 Selecttemplate Readyto complete
Review configuration data.
+ 2 Selectname and location
¥ 3 EREEE RIS Name cwombB4-opsmgr-2 20
v 4 Review details Source VM name cwomB4-opsmgr-2.2.0
" 5 Acceptlicense agreements Download size 32G8
Vv 6 Selectstorage Size on disk 44G8
~ 7 Selectnetworks Datacenter NC Datacenter
v

8 Readyto complete Resource esxi-1.hves cisco.com

Storage mapping

-

-

Network mapping

1

IP allocation settings
IF protocol IPvd

IP allocation Static - Manual

Back Finish Cancel

12. Review your configuration and click Finish to deploy CWOM.

Initial Cisco Workload Optimization Manager Setup

Many installations use DHCP for dynamic IP address allocation. You can also specify a static address via the virtual machine’s IP
configuration. Workload Optimization Manager includes a script to assist you with this. As root, run ipsetup from the
command line.

To specify a static IP address, follow these steps:

1. Turn On and Open a console window to the Workload Optimization Manager VM.
2. Defaultlogin as: root

3. Password: vmturbo
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cwomBd-opsmgr-2.2.0 Enfurce US Keyboord Layout | View Fulscreen | Send Cil+AltDelele

Welcome to the Turbonomic Control Instance

1] A 1 t
1 follow the

omic login: root
Password :
[rootBturbonomic

4. Usthe command “ipsetup” to assign the ip address. System will open IP assignment wizard

5. Enterthe following responses as prompted:

6. Do you wantto user DHCP or set a static IP (dhcp/static):: static

7. Enter the IP Address for this machine :: IP Address from OOB Mgmt. Network

8. Enter the network mask for this machine :: subnet mask of OOB Mgmt. Network

9. Enterthe Gateway address for this machine :: Gateway of OOB Mgmt. Network

10. Enter DNS Server(s) IP Address for the machine (Separate from each other by a space) :: DNS Server ip address
11. Enter the Domain name for this machine:: domain name of the CWOM

12. Do you sure you want to use these settings? (y/n) :: y

13. Do you want to configure Proxy Server? (y/n) ::n

14. Do you want to restart network the network now? (y/n)y

# Provide your Proxy Server setting, if you want to configure your proxy server.
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cwombd-opsmgr-2.2.0

Comnect to the Turbonomic
hity

machine
thi .
this machin i 3 h other by a space) :: 18.1.166.9
: ym . b

will be committed.

e you want t

Do you want to conf

Do you want to re:

15. To verify the given network information, write “ifconfig etho” and close the console connection.

NTP Server Configuration

It is important that you synchronize the clock on the Workload Optimization Manager server with the devices on the same
network. You will specify the timeserver or servers that Workload Optimization Manager will use to synchronize its clock. You
should also set the system clock to your current time zone. Workload Optimization Manager runs regular data maintenance

processes. To minimize performance impact, it runs these processes at night. To ensure that these processes run at the proper

local time, you should synchronize the VM with your local time zone.

Workload Optimization Manager includes a script to assist you with this. As root, run timesync from the command line:

[root@turbonomic ~] timesync

Current NTP Servers

0.centos.pool.ntp.org
l.centos.pool.ntp.org
2.centos.pool.ntp.org
3.centos.pool.ntp.org

Timezone

America/New_ York (EDT,-0400)

Do you want to delete the current NTP servers (y/n) :: vy
Enter NTP Server (s) IP/DNS for this machine (separated from each other by a space) :: 172.26.163.254
Do you want to change the Timezone (y/n) :: n

New NTP Servers

172.26.163.254

TimeZone
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Are these settings correct (y/n) :: y

/sbin/restorecon reset /etc/chrony.conf context unconfined u:object r:user tmp t:s0-
>unconfined u:object r:etc t:s0

Open Ports
To use Cisco Workload Optimization Manager in your environment, open the following ports:
Port To Support
8o Incoming browser connections over HTTP
443 Incoming browser connections over HTTPS

Proactive Support (automatically generate support tickets for Cisco Workload Optimization Manager issues)

For browser connection with the server, you should use either port 8o or 443

ﬂ Various targets that you use with Cisco Workload Optimization Manager may require you to open ports on those targets
servers to allow communications with CWOM.

License Installation and First Time Login

To use Cisco Workload Optimization Manager, open a Web browser to the IP Address of the installed VM, and follow these
steps:

1. Connect to your Workload Optimization Manager server via a Web browser.

2. Asyou perform the initial login, you will be prompted to set the password for the administrator account. To continue, pro-
vide the new password for this account.
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“ @ A Mot secure | Bifps:10,168.168,110/w/appyindex, himi authentication/loain

alan)n
CISCO

Wielcome!

Flease configure an account to administer your new
Cisca installation.

3. The Wizard will be open for the License Installation, Target Configuration, and Email setup.

A Global Environment

Hello and welcome!

e more information from you
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4. Click LET's GO to begin.

g, License Configuration

/cx UPDATE LICENSE

Activate Cisco Workload Optimization Manager

5. Click UPDATE LICENSE to activate your license.
6. Dragthe license file or select click to browse to find your license file.

7. Click Save.
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A Global Environment

y

License added!

8. Click ADD TARGETS for Target Configuration.
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< Target Conflggratlons

All Targets

Cic ADD TARGET

9. Click ADD TARGET within the Targets Configuration page.

333



Appendix - Cisco Workload Optimization Manager

TAAGET G Choose Target Category
¢ Target Configurations

Application Server

All Targets Hypervisar

10. Select Hypervisor to add the vCenter for the environment.

11. Select the vCenter icon from the hypervisor listing.
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. S < ADD vCenter Target
& Target Configurations

all Targats

12. Enterthe vCenter Address and Username/Password, then click ADD.
13. Click DONE.

14. Select ADD TARGET again.

15. Click Fabric within the Choose Target Category options to add UCSM.

16. Click the Cisco UCS Manager icon.
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TARGET ‘ < ADD Cisco UCS Manager Target x
¢ Target Configurations
All Targels USERMAME ¢

Hypervisor - 1

10.168.168.100

17. Enterthe UCSM Address and Username/Password, then click ADD.

Update CWOM

At the time of this CVD, there is a 2.2.3 update to the 2.2.0 OVA for CWOM that has been installed. To install this update,
follow these steps:

1. Download the update6y_package-v2.2.3.zip file for the 2.2.3 release from software.cisco.com under Workload Optimiza-
tion Manager 2.0.

2. From aroot shell on the CWOM appliance, run the command:

[root@turbonomic ~] setenforce 0

3. From a web browser, connect to the CWOM appliance at: https://<CWOM Address>/update.html

4. Enter administrator for the Username and provide the configured Password.
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Step 1: Enter Login Credentials

Username
administrator v
Password

Step 2: Choose Action

+ Apply Offline Update
Upload New Branding
Upload New Integration Pack
Download Existing Branding
Download Existing Integration
Configuration Backup

Step 3: Select File

Choose File |No file chosen

5. Select the Apply Offline Update option and select Choose File.
6. Selectthe update6y4_package-v2.2.3.zip and click Open.

7. Click Upload.
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8. Close the browser window after the update completes.

Documentation Quick Links

Target Configuration: http://docs.turbonomic.com/target-configuration

Fabric Manager Targets: http://docs.turbonomic.com/fabric-manager-targets

Complete CWOM Documentation: http://docs.turbonomic.com/

Green Circle Community Forum: https://greencircle.vmturbo.com/welcome

CWOM Resource Library: https://turbonomic.com/resources/
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