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Executive Summary

Cisco® Validated Designs include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of customers.
Cisco, NetApp and VMware have partnered to deliver this document, which serves as a specific step by
step guide for implementing this solution. This Cisco Validated Design provides an efficient architectural
design that is based on customer requirements. The solution that follows is a validated approach for
deploying Cisco, NetApp and VMware technologies as a shared, high performance, resilient, virtual desktop
infrastructure.

This document provides a reference architecture, design guide, and deployment for up to a 5000 seat
mixed workload end user computing environment on FlexPod Datacenter with Cisco UCS and NetApp® All
Flash FAS (AFF) A300 storage. The solution includes VMware Horizon server-based Remote Desktop Sever
Hosted sessions, VMware Horizon persistent Microsoft Windows 10 virtual desktops and VMware Horizon
non-persistent Microsoft Windows 10 instant clone virtual desktops on VMware vSphere 6.5.

The solution is a predesigned, best-practice data center architecture built on the FlexPod reference
architecture. The FlexPod Datacenter used in this validation includes Cisco Unified Computing System
(UCS), the Cisco Nexus® 9000 family of switches, Cisco MDS 9000 family of Fibre Channel (FC) switches
and a NetApp AFF A300 system.

This solution is 100 percent virtualized on fifth generation Cisco UCS B200 M5 blade servers, booting
VMware vSphere 6.5 Update 1 through FC SAN from the AFF A300 storage array. The virtual desktop
sessions are powered by VMware Horizon 7. VMware Horizon Remote Desktop Server Hosted Sessions
(1680 RDS Server sessions) and 1660 VMware Horizon Instant and 1660 Full Clones Window 10 desktops
(3320 virtual desktops) were provisioned on the AFF A300 storage array. Where applicable the document
provides best practice recommendations and sizing guidelines for customer deployment of this solution.

This solution delivers the design 5000 user payload with five fewer blade servers than previous 5000 seat
solutions on fourth generation Cisco UCS Blade Servers making it more efficient and cost effective in the
data center.

The solution provides outstanding virtual desktop end user experience as measured by the Login VSI
4.1.25.6 Knowledge Worker workload running in benchmark mode.

The 5000-seat solution provides a large-scale building block that can be replicated to confidently scale-out
to tens of thousands of users.
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Solution Overview
]

Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization
along with pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by
moving away from application silos and toward shared infrastructure that can be quickly deployed, thereby
increasing agility and reducing costs. Cisco, NetApp storage, and VMware have partnered to deliver this
Cisco Validated Design, which uses best of breed storage, server and network components to serve as the
foundation for desktop virtualization workloads, enabling efficient architectural designs that can be quickly
and confidently deployed.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure
built to deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step design, configuration and implementation guide for the Cisco
Validated Design for a large-scale VMware Horizon 7 mixed workload solution with NetApp AFF A300, Cisco
UCS Blade Servers, Cisco Nexus 9000 series ethernet switches and Cisco MDS 9000 series fibre channel
switches.

What's New?

This is the first VMware Horizon desktop virtualization Cisco Validated Design with Cisco UCS 5™ generation
servers and a NetApp AFF A-Series system.

It incorporates the following features:
e Cisco UCS B200 M5 blade servers with Intel Xeon Scalable Family processors and 2666 MHz memory
e Validation of Cisco Nexus 9000 with NetApp AFF A300 system
e Validation of Cisco MDS 9000 with NetApp AFF A300 system
e Support for the Cisco UCS 3.2(1d) release and Cisco UCS B200-M5 servers
e Support for the latest release of NetApp AFF A300 hardware and NetApp ONTAP® 9.1
e A Fibre Channel storage design supporting SAN LUNs
e Cisco UCS Inband KVM Access
e Cisco UCS vMedia client for vSphere Installation

e Cisco UCS Firmware Auto Sync Server policy
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e VMware vSphere 6.5 U1 Hypervisor

e VMware Horizon 7 Server 2016 RDS Hosted server sessions

e VMware Horizon 7 non-persistent Instant Clone Windows 10 virtual machines
e VMware Horizon 7 persistent Full Clones Windows 10 virtual machines

e The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud
computing models running on industry-standard systems. These environments require uniform design
points that can be repeated for ease of management and scalability.

These factors have led to the need for predesigned computing, networking and storage building blocks
optimized to lower the initial design cost, simplify management, and enable horizontal scalability and high
levels of utilization.

The use cases include:
e Enterprise Datacenter
e Service Provider Datacenter

e Large Commercial Datacenter

12
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|
This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated
foundation for both VMware Horizon RDSH server desktop sessions based on Microsoft Server 2016,
VMware Horizon VDI persistent virtual machines and VMware Horizon VDI non-persistent virtual machines
based on Windows 10 operating system.

The mixed workload solution includes NetApp AFF A300 storage, Cisco Nexus® and MDS networking, the
Cisco Unified Computing System (Cisco UCS®), VMware Horizon and VMware vSphere software in a single
package. The design is space optimized such that the network, compute, and storage required can be
housed in one data center rack. Switch port density enables the networking components to accommodate
multiple compute and storage configurations of this kind.

The infrastructure is deployed to provide Fibre Channel-booted hosts with block-level access to shared
storage. The reference architecture reinforces the ""wire-once"" strategy, because as additional storage is
added to the architecture, no re-cabling is required from the hosts to the Cisco UCS fabric interconnect.

The combination of technologies from Cisco Systems, Inc., NetApp Inc. and VMware Inc. produced a highly
efficient, robust and affordable desktop virtualization solution for a hosted virtual desktop and hosted shared
desktop mixed deployment supporting different use cases. Key components of the solution include the
following:

e More power, same size. Cisco UCS B200 M5 half-width blade with dual 18-core 2.3 GHz Intel ® Xeon
® Gold (6140) processors and 768 GB of memory for VMware Horizon Desktop hosts supports more
virtual desktop workloads than the previously released generation processors on the same hardware.
The Intel 18-core 2.3 GHz Intel ® Xeon ® Gold (6140) processors used in this study provided a
balance between increased per-blade capacity and cost.

e Fewer servers. Because of the increased compute power in the Cisco UCS B200 M5 servers, we
supported the 5000 seat design with 16% fewer servers compared to previous generation B200 M4s.

e Fault-tolerance with high availability built into the design. The various designs are based on using
one Unified Computing System chassis with multiple Cisco UCS B200 M5 blades for virtualized
desktop and infrastructure workloads. The design provides N+1 server fault tolerance for hosted virtual
desktops, hosted shared desktops and infrastructure services.

e Stress-tested to the limits during aggressive boot scenario. The 5000-user mixed RDS hosted
virtual sessions and VDI pooled shared desktop environment booted and registered with the VMware
Horizon 7 Administrator in under 20 minutes, providing our customers with an extremely fast, reliable
cold-start desktop virtualization system.

e Stress-tested to the limits during simulated login storms. All 5000 simulated users logged in and
started running workloads up to steady state in 48-minutes without overwhelming the processors,
exhausting memory or exhausting the storage subsystems, providing customers with a desktop
virtualization system that can easily handle the most demanding login and startup storms.

e Ultra-condensed computing for the datacenter. The rack space required to support the system is
less than a single 42U rack, conserving valuable data center floor space.
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e All Virtualized: This Cisco Validated Design (CVD) presents a validated design that is 100 percent
virtualized on VMware ESXi 6.5. All of the virtual desktops, user data, profiles, and supporting
infrastructure components, including Active Directory, Provisioning Servers, SQL Servers, VMware
Horizon Connection Servers, VMware Horizon Composer Server, VMware Horizon Replica Servers,
VMware Horizon Remote Desktop Server Hosted sessions and VDI virtual machine desktops. This
provides customers with complete flexibility for maintenance and capacity additions because the
entire system runs on the FlexPod converged infrastructure with stateless Cisco UCS Blade servers
and NetApp FC storage.

e Cisco maintains industry leadership with the new Cisco UCS Manager 3.2(1d) software that
simplifies scaling, guarantees consistency, and eases maintenance. Cisco’s ongoing development
efforts with Cisco UCS Manager, Cisco UCS Central, and Cisco UCS Director insure that customer
environments are consistent locally, across Cisco UCS Domains and across the globe, our software
suite offers increasingly simplified operational and deployment management and it continues to widen
the span of control for customer organizations’ subject matter experts in compute, storage and
network.

e Our 40G unified fabric story gets additional validation on Cisco UCS 6300 Series Fabric Interconnects
as Cisco runs more challenging workload testing, while maintaining unsurpassed user response times.

e NetApp AFF A300 array provides industry-leading storage solutions that efficiently handle the most
demanding I/O bursts (for example, login storms), profile management, and user data management,
deliver simple and flexible business continuance, and help reduce storage cost per desktop.

e NetApp AFF A300 array provides a simple to understand storage architecture for hosting all user data
components (VMs, profiles, user data) on the same storage array.

e NetApp clustered Data ONTAP software enables to seamlessly add, upgrade or remove storage from
the infrastructure to meet the needs of the virtual desktops.

e NetApp Virtual Storage Console (VSC) for VMware vSphere hypervisor has deep integrations with
vSphere, providing easy-button automation for key storage tasks such as storage repository
provisioning, storage resize, data deduplication, directly from vCenter.

e VMware Horizon 7. Latest and greatest virtual desktop and application product. VMware Horizon 7
follows a new unified product architecture that supports both hosted-shared desktops and
applications (RDS) and complete virtual desktops (VDI). This new VMware Horizon release simplifies
tasks associated with large-scale VDI management. This modular solution supports seamless delivery
of Windows apps and desktops as the number of users increase. In addition, Horizon enhancements
help to optimize performance and improve the user experience across a variety of endpoint device
types, from workstations to mobile devices including laptops, tablets, and smartphones.

e Optimized to achieve the best possible performance and scale. For hosted shared desktop
sessions, the best performance was achieved when the number of vCPUs assigned to the VMware 7
RDS virtual machines did not exceed the number of hyper-threaded (logical) cores available on the
server. In other words, maximum performance is obtained when not overcommitting the CPU
resources for the virtual machines running virtualized RDS systems.
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e Provisioning desktop machines made easy. Remote Desktop Server Hosted (RDSH) shared virtual
machines and VMware Horizon 7, Microsoft Windows 10 virtual machines were created for this
solution using VMware Instant and Composer pooled desktops.

Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming
increasingly diverse and geographically dispersed, including offshore contractors, distributed call center
operations, knowledge and task workers, partners, consultants, and executives connecting from locations
around the world at all times.

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms
across the enterprise campus, home offices, on the road, in hotels, and at the local coffee shop. This
workforce wants to use a growing array of client computing and mobile devices that they can choose based
on personal preference. These trends are increasing pressure on IT to ensure protection of corporate data
and prevent data leakage or loss through any combination of user, endpoint device, and desktop access
scenarios (Figure 1).

These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded
local storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity
tools, specifically Microsoft Office 2016.
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Some of the key drivers for desktop virtualization are increased data security and reduced TCO through
increased control and reduced management costs.

Cisco Desktop Virtualization Focus

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a
simplified, secure, and scalable desktop virtualization platform.

Simplified
Cisco UCS provides a radical new approach to industry-standard computing and provides the core of the
data center infrastructure for desktop virtualization. Among the many features and benefits of Cisco UCS are
the drastic reduction in the number of servers needed and in the number of cables used per server, and the
capability to rapidly deploy or reprovision servers through Cisco UCS service profiles. With fewer servers
and cables to manage and with streamlined server and virtual desktop provisioning, operations are
significantly simplified. Thousands of desktops can be provisioned in minutes with Cisco UCS Manager
service profiles and Cisco storage partners’ storage-based cloning. This approach accelerates the time to
productivity for end users, improves business agility, and allows IT resources to be allocated to other tasks.

Cisco UCS Manager (UCSM) automates many mundane, error-prone data center operations such as
configuration and provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS
B-Series Blade Servers and C-Series Rack Servers with large memory footprints enable high desktop
density that helps reduce server infrastructure requirements.

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology
partners like VMware Technologies and NetApp have developed integrated, validated architectures,
including predefined converged architecture infrastructure packages such as FlexPod. Cisco Desktop
Virtualization Solutions have been tested with VMware vSphere, VMware Horizon.

Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new
security challenges. Mission-critical web and application servers using a common infrastructure such as
virtual desktops are now at a higher risk for security threats. Inter-virtual machine traffic now poses an
important security consideration that IT managers need to address, especially in dynamic environments in
which virtual machines, using VMware vMotion, move across the server infrastructure.

Desktop virtualization, therefore, significantly increases the need for virtual machine-level awareness of
policy and security, especially given the dynamic and fluid nature of virtual machine mobility across an
extended computing infrastructure. The ease with which new virtual desktops can proliferate magnifies the
importance of a virtualization-aware network and security infrastructure. Cisco data center infrastructure
(Cisco UCS and Cisco Nexus Family solutions) for desktop virtualization provides strong data center,
network, and desktop security, with comprehensive security from the desktop to the hypervisor. Security is
enhanced with segmentation of virtual desktops, virtual machine-aware policies and administration, and
network security across the LAN and WAN infrastructure.

Scalable

Growth of a desktop virtualization solution is all but inevitable, so a solution must be able to scale, and scale
predictably, with that growth. The Cisco Desktop Virtualization Solutions built on FlexPod Datacenter
infrastructure supports high virtual-desktop density (desktops per server), and additional servers and
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storage scale with near-linear performance. FlexPod Datacenter provides a flexible platform for growth and
improves business agility. Cisco UCS Manager service profiles allow on-demand desktop provisioning and
make it just as easy to deploy dozens of desktops as it is to deploy thousands of desktops.

Cisco UCS servers provide near-linear performance and scale. Cisco UCS implements the patented Cisco
Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 1
terabyte (TB) of memory with 2- and 4-socket servers). Using unified fabric technology as a building block,
Cisco UCS server aggregate bandwidth can scale to up to 80 Gbps per server, and the northbound Cisco
UCS fabric interconnect can output 2 terabits per second (Tbps) at line rate, helping prevent desktop
virtualization 1/0 and memory bottlenecks. Cisco UCS, with its high-performance, low-latency unified fabric-
based networking architecture, supports high volumes of virtual desktop traffic, including high-resolution
video and communications traffic. In addition, Cisco storage partners NetApp help maintain data availability
and optimal performance during boot and login storms as part of the Cisco Desktop Virtualization Solutions.
Recent Cisco Validated Designs for End User Computing based on FlexPod solutions have demonstrated
scalability and performance, with up to 5000 desktops up and running in 20 minutes.

FlexPod Datacenter provides an excellent platform for growth, with transparent scaling of server, network,
and storage resources to support desktop virtualization, data center applications, and cloud computing.

Savings and Success

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves
time and money compared to alternative approaches. Cisco UCS enables faster payback and ongoing
savings (better ROI and lower TCO) and provides the industry’s greatest virtual desktop density per server,
reducing both capital expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and
Cisco Unified Fabric also enables much lower network infrastructure costs, with fewer cables per server and
fewer ports required. In addition, storage tiering and deduplication technologies decrease storage costs,
reducing desktop storage needs by up to 50 percent.

The simplified deployment of Cisco UCS for desktop virtualization accelerates the time to productivity and
enhances business agility. IT staff and end users are more productive more quickly, and the business can
respond to new opportunities quickly by deploying virtual desktops whenever and wherever they are
needed. The high-performance Cisco systems and network deliver a near-native end-user experience,
allowing users to be productive anytime and anywhere.

The ultimate measure of desktop virtualization for any organization is its efficiency and effectiveness in both
the near term and the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid
deployment, requiring fewer devices and cables, and reducing costs. The solutions are also very effective,
providing the services that end users need on their devices of choice while improving IT operations, control,
and data security. Success is bolstered through Cisco’s best-in-class partnerships with leaders in
virtualization and storage, and through tested and validated designs and services to help customers
throughout the solution lifecycle. Long-term success is enabled through the use of Cisco’s scalable, flexible,
and secure architecture as the platform for desktop virtualization.

Physical Topology

Figure 2 illustrates the physical architecture.
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Figure 2 Physical Architecture
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The reference hardware configuration includes:
e Two Cisco Nexus 9372PX switches
e Two Cisco MDS 9148S 16GB Fibre Channel switches
e Two Cisco UCS 6332-16UP Fabric Interconnects

e Four Cisco UCS 5108 Blade Chassis
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e Two Cisco UCS B200 M4 Blade Servers (2 Infra Server hosting Infrastructure VMSs)
e 25 Cisco UCS B200 M5 Blade Servers (25 servers for workload)
e One NetApp AFF A300 Storage System
e One NetApp DS224C Disk Shelf
For desktop virtualization, the deployment includes VMware Horizon 7 running on VMware vSphere 6.5.

The design is intended to provide a large-scale building block for both VMware Horizon RDS Hosted server
sessions and Windows 10 non-persistent and persistent VDI desktops in the following ratio:

e 1680 Remote Desktop Server Hosted (RDSH) desktop sessions
e 1660 VMware Horizon Windows 10 non-persistent virtual desktops
e 1660 VMware Horizon Windows 10 persistent virtual desktops

The data provided in this document will allow our customers to adjust the mix of RDSH and VDI desktops to
suite their environment. For example, additional blade servers and chassis can be deployed to increase
compute capacity, additional disk shelves can be deployed to improve I/0O capability and throughput, and
special hardware or software features can be added to introduce new features. This document guides you
through the detailed steps for deploying the base architecture. This procedure covers everything from
physical cabling to network, compute and storage device configurations.

Configuration Guidelines

This Cisco Validated Design provides details for deploying a fully redundant, highly available 5000 seat
mixed workload virtual desktop solution with VMware on a FlexPod Datacenter architecture. Configuration
guidelines are provided that refer the reader to which redundant component is being configured with each
step. For example, storage controller 01and storage controller 02 are used to identify the two AFF A300
storage controllers that are provisioned with this document, Cisco Nexus A or Cisco Nexus B identifies the
pair of Cisco Nexus switches that are configured and Cisco MDS A or Cisco MDS B identifies the pair of
Cisco MDS switches that are configured.

The Cisco UCS 6332-16UP Fabric Interconnects are similarly configured. Additionally, this document details
the steps for provisioning multiple Cisco UCS hosts, and these are identified sequentially: VM-Host-Infra-01,
VM-Host-Infra-02, VM-Host-RDSH-01, VM-Host-VDI-01 and so on. Finally, to indicate that you should
include information pertinent to your environment in a given step, <text> appears as part of the command
structure.
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Solution Components
I —————————

This section describes the components used in the solution outlined in this study.

What is FlexPod?

FlexPod is a best practice data center architecture that includes the following components:
e Cisco Unified Computing System
e Cisco Nexus switches
e Cisco MDS switches
e NetApp All Flash FAS (AFF) systems

Figure 3 FlexPod Component Families
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These components are connected and configured according to the best practices of both Cisco and NetApp
to provide an ideal platform for running a variety of enterprise workloads with confidence. FlexPod can scale
up for greater performance and capacity (adding compute, network, or storage resources individually as
needed), or it can scale out for environments that require multiple consistent deployments (such as rolling
out of additional FlexPod stacks). The reference architecture covered in this document leverages Cisco
Nexus 9000 for the network switching element and pulls in the Cisco MDS 9000 for the SAN switching
component.

One of the key benefits of FlexPod is its ability to maintain consistency during scale. Each of the component
families shown (Cisco UCS, Cisco Nexus, and NetApp AFF) offers platform and resource options to scale the
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infrastructure up or down, while supporting the same features and functionality that are required under the
configuration and connectivity best practices of FlexPod.

Why FlexPod?

The following lists the benefits of FlexPod:
e Consistent Performance and Scalability
— Consistent sub-millisecond latency with 100% flash storage
— Consolidate 100’s of enterprise-class applications in a single rack
— Scales easily, without disruption
— Continuous growth through multiple FlexPod CI deployments

e Operational Simplicity

Fully tested, validated, and documented for rapid deployment

— Reduced management complexity

Auto-aligned 512B architecture removes storage alignment issues
— No storage tuning or tiers necessary

e Lowest TCO
— Dramatic savings in power, cooling, and space with 100 percent Flash
— Industry leading data reduction

e Enterprise-Grade Resiliency

Highly available architecture with no single point of failure

— Nondisruptive operations with no downtime

— Upgrade and expand without downtime or performance loss
— Native data protection: snapshots and replication

— Suitable for even large resource-intensive workloads such as real-time analytics or heavy
transactional databases

Cisco Unified Computing System

Cisco UCS Manager provides unified, embedded management of all software and hardware components of
the Cisco Unified Computing System™ (Cisco UCS) through an intuitive GUI, a command-line interface (CLI),
and an XML API. The manager provides a unified management domain with centralized management
capabilities and can control multiple chassis and thousands of virtual machines.

Cisco UCS is a next-generation data center platform that unites computing, networking, and storage access.
The platform, optimized for virtual environments, is designed using open industry-standard technologies and
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aims to reduce total cost of ownership (TCO) and increase business agility. The system integrates a low-
latency; lossless 40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It
is an integrated, scalable, multi-chassis platform in which all resources participate in a unified management
domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

Compute: The system is based on an entirely new class of computing system that incorporates blade
servers based on Intel® Xeon® processor E5-2600/4600 v3 and E7-2800 v3 family CPUs.

Network: The system is integrated on a low-latency, lossless, 40-Gbps unified network fabric. This
network foundation consolidates LANs, SANs, and high-performance computing (HPC) networks,
which are separate networks today. The unified fabric lowers costs by reducing the number of network
adapters, switches, and cables needed, and by decreasing the power and cooling requirements.

Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing
business and IT requirements.

Storage access: The system provides consolidated access to local storage, SAN storage, and
network-attached storage (NAS) over the unified fabric. With storage access unified, Cisco UCS can
access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and Small Computer
System Interface over IP (iSCSI) protocols. This capability provides customers with choice for storage
access and investment protection. In addition, server administrators can preassign storage-access
policies for system connectivity to storage resources, simplifying storage connectivity and
management and helping increase productivity.

Management: Cisco UCS uniquely integrates all system components, enabling the entire solution to
be managed as a single entity by Cisco UCS Manager. The manager has an intuitive GUI, a CLI, and a
robust API for managing all system configuration processes and operations.
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Figure 4 Cisco Data Center Overview
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Cisco UCS is designed to deliver:
e Reduced TCO and increased business agility
e Increased IT staff productivity through just-in-time provisioning and mobility support

e A cohesive, integrated system that unifies the technology in the data center; the system is managed,
serviced, and tested as a whole

e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and
the capability to scale 1/0 bandwidth to match demand

e Industry standards supported by a partner ecosystem of industry leaders

Cisco UCS Manager provides unified, embedded management of all software and hardware components of
the Cisco Unified Computing System across multiple chassis, rack servers, and thousands of virtual
machines. Cisco UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a command-
line interface (CLI), or an XML API for comprehensive access to all Cisco UCS Manager Functions.

Cisco UCS Fabric Interconnect

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing both network
connectivity and management capabilities for the system. The Cisco UCS 6300 Series offers line-rate, low-
latency, lossless 40 Gigabit Ethernet, FCoE, and Fibre Channel functions.
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The fabric interconnects provide the management and communication backbone for the Cisco UCS B-Series
Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All chassis, and therefore all blades,
attached to the fabric interconnects become part of a single, highly available management domain. In
addition, by supporting unified fabric, the Cisco UCS 6300 Series provides both LAN and SAN connectivity
for all blades in the domain.

For networking, the Cisco UCS 6300 Series uses a cut-through architecture, supporting deterministic, low-
latency, line-rate 40 Gigabit Ethernet on all ports, 2.4 plus terabit (Tb) switching capacity, and 320 Gbps of
bandwidth per chassis IOM, independent of packet size and enabled services. The product series supports
Cisco low-latency, lossless, 40 Gigabit Ethernet unified network fabric capabilities, increasing the reliability,
efficiency, and scalability of Ethernet networks. The fabric interconnects support multiple traffic classes over
a lossless Ethernet fabric, from the blade server through the interconnect. Significant TCO savings come
from an FCoE-optimized server design in which network interface cards (NICs), host bus adapters (HBAS),
cables, and switches can be consolidated.

Figure 5 Cisco UCS 6300 Series Fabric Interconnect
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Cisco UCS B200 M5 Blade Server

The Cisco UCS B200 M5 Blade Server (Figure 6 and Figure 7) is a density-optimized, half-width blade
server that supports two CPU sockets for Intel Xeon processor 6140 Gold series CPUs and up to 24 DDR4
DIMMSs. It supports one modular LAN-on-motherboard (LOM) dedicated slot for a Cisco virtual interface card
(VIC) and one mezzanine adapter. In additions, the Cisco UCS B200 M5 supports an optional storage module
that accommodates up to two SAS or SATA hard disk drives (HDDs) or solid-state disk (SSD) drives. You
can install up to eight Cisco UCS B200 M5 servers in a chassis, mixing them with other models of Cisco UCS
blade servers in the chassis if desired. Latest features of Cisco UCS Virtual Interface Cards (VICs)

Figure 6 Cisco UCS B200 M5 Front View
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Figure 7 Cisco UCS B200 M5 Back View
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Each server has a plastic tag that pulls
out of the front panel. The tag contains
the server serial number as well as the
product 1D (PID) and version ID (VID). The
tag also allows you to add your own asset
tracking label without interfering with
the intended air flow.

2 Blade ejector handle 8 Blade health LED

3 Ejector captive screw 9 Console connector!

4 Drive bay 1 10 Reset button access

5 Drive bay 2 11 Locater button and LED
-] Power button and LED
Notes:

1. AKVM 1/0 Cable plugs into the console connector, it can be ordered as a spare. The KVM 1/0 Cable
in included with every Cisco UCS 5100 Series blade server chassis accessory kit

Cisco UCS combines Cisco UCS B-Series Blade Servers and C-Series Rack Servers with networking and
storage access into a single converged system with simplified management, greater cost efficiency and
agility, and increased visibility and control. The Cisco UCS B200 M5 Blade Server is one of the newest
servers in the Cisco UCS portfolio.

The Cisco UCS B200 M5 delivers performance, flexibility, and optimization for data centers and remote sites.
This enterprise-class server offers market-leading performance, versatility, and density without compromise
for workloads ranging from web infrastructure to distributed databases. The Cisco UCS B200 M5 can quickly
deploy stateless physical and virtual workloads with the programmable ease of use of the Cisco UCS
Manager software and simplified server access with Cisco® Single Connect technology. Based on the Intel
Xeon processor 6140 Gold product family, it offers up to 3 TB of memory using 128GB DIMMs, up to two
disk drives, and up to 320 Gbps of I/0 throughput. The Cisco UCS B200 M5 offers exceptional levels of
performance, flexibility, and I/O throughput to run your most demanding applications.

In addition, Cisco UCS has the architectural advantage of not having to power and cool excess switches,
NICs, and HBAs in each blade server chassis. With a larger power budget per blade server, it provides
uncompromised expandability and capabilities, as in the new Cisco UCS B200 M5 server with its leading
memory-slot capacity and drive capacity.

Product Overview

The Cisco UCS B200 M5 Blade Server delivers performance, flexibility, and optimization for deployments in
data centers, in the cloud, and at remote sites. This enterprise-class server offers market-leading
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performance, versatility, and density without compromise for workloads including Virtual Desktop
Infrastructure (VDI), web infrastructure, distributed databases, converged infrastructure, and enterprise
applications such as Oracle and SAP HANA. The Cisco UCS B200 M5 server can quickly deploy stateless
physical and virtual workloads through programmable, easy-to-use Cisco UCS Manager software and
simplified server access through Cisco SingleConnect technology. It includes:

Latest Intel® Xeon® Scalable processors with up to 28 cores per socket
Up to 24 DDR4 DIMMs for improved performance

Intel 3D XPoint-ready support, with built-in support for next-generation nonvolatile memory
technology

Two GPUs
Two Small-Form-Factor (SFF) drives
Two Secure Digital (SD) cards or M.2 SATA drives

Up to 80 Gbps of I/0 throughput

Main Features

The Cisco UCS B200 M5 server is a half-width blade. Up to eight servers can reside in the 6-Rack-Unit
(6RU) Cisco UCS 5108 Blade Server Chassis, offering one of the highest densities of servers per rack unit of
blade chassis in the industry. You can configure the Cisco UCS B200 M5 to meet your local storage
requirements without having to buy, power, and cool components that you do not need.

The Cisco UCS B200 M5 provides these main features:

Up to two Intel Xeon Scalable CPUs with up to 28 cores per CPU

24 DIMM slots for industry-standard DDR4 memory at speeds up to 2666 MHz, with up to 3 TB of total
memory when using 128-GB DIMMs

Modular LAN On Motherboard (mLOM) card with Cisco UCS Virtual Interface Card (VIC) 1340, a 2-
port, 40 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE)-capable mLOM mezzanine adapter

Optional rear mezzanine VIC with two 40-Gbps unified 1/0 ports or two sets of 4 x 10-Gbps unified 1/0
ports, delivering 80 Gbps to the server; adapts to either 10- or 40-Gbps fabric connections

Two optional, hot-pluggable, hard-disk drives (HDDs), solid-state drives (SSDs), or NVMe 2.5-inch
drives with a choice of enterprise-class RAID or passthrough controllers

Cisco FlexStorage local drive storage subsystem, which provides flexible boot and local storage
capabilities and allows you to boot from dual, mirrored SD cards

Support for up to two optional GPUs

Support for up to one rear storage mezzanine card

26


https://www.cisco.com/c/en/us/products/servers-unified-computing/cisco_ucs_management.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/singleconnect.html

Solution Components

Table 1 Product Specifications

Item
Processors
Memaory
mLOM

Mezzanine adapter (rear)

Mezzanine adapter (front)

Internal storage

Management

Temperature: Operating

Temperature: Nonoperating:

Humidity: Operating
Humidity: Monoperating
Altitude: Operating

Altitude: Nonoperating

Specifications

Up to 2 Intel Xeon Scalable processors (1 or 2)

24 DDR4 DIMM slots: 16, 32, 64, and 128 GB at up to 2666 MHz
mLOM slot for Cisco UCS VIC 1340

1 rear mezzanine adapter for:

& Cisco UCS VIC 1380 mezzanine card
e Cisco port expander mezzanine card
e Cisco GPU rear mezzanine card

& Cisco blade NWVMe storage card

1 front mezzanine adapter for:

e Cisco FlexStorage 12-Gbps SAS RAID Controller

# Cisco FlexStorage 12-Gbps SAS RAID Controller with 1-GB cache
® Cisco FlexStorage NVMe or passthrough module

# Cisco GPU front mezzanine card

2 hot-pluggable front-access 2.5-inch drives:

« HDD: 10,000 or 15,000 rpm with up to 1.8 TB per drive

& SSD: Enterprise Performance and Value S5Ds with up to 7.6 TB per drive

s NVMe: Up to 7.7 TB per drive

Note: Drives require a RAID or passthrough controller in the front mezzanine adapter slot.
Choice of either:

e 2 internal SD cards (32, 64, or 128 GB)

e 2 M.2 SATA drives (240 or 960 GB)

Cisco® Intersight™

Cisco UCS Manager Release 3.2(1)
Cisco UCS Central Software

Cisco UCS Director

Cisco UCS Performance Manager

50 to 95°F (10 to 35°C)

-40 to 149°F (-40 to 65°C)

5 to 93% noncondensing

5 to 93% noncondensing

0 to 10,000 ft (0 to 3000m); maximum ambient temperature decreases by 1°C per 300m

40,000 ft (12,000m)

Table 2 System Requirements

Item

Blade chassis
Fabric interconnect
Fabric extender

Cisco UCS Manager software

Requirements

Cisco UCS 5108 Blade Server Chassis

Cisco UCS 6248UP 48-Port, 6296UP 96-Port, 6332-16UP, 6332, and 6324 Fabric Interconnects
Cisco UCS 2204, 2208, and 2304 Fabric Extenders

Release 3.2(1) or later
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Table 3 Ordering Information

Part number Description

UCS5B-B200-M5 UCS B200 M5 Blade w/o CPU, mem, HDD, mezz
UCSB-B200-M5-U UCS B200 M5 Blade w/o CPU, mem, HDD, mezz (UPG)

UCSB-B200-M5-CH | DISTI:UCS B200 M5 w/fo CPU, mem, Drive bays, HDD, mezz, HS

Table 4 Capabilities and Features

Capability/Feature

Description

Chassis

cPU

Chipset

Modular LOM

Mezzanine Adapters
(Rear)

Mezzanine Adapters
(Front)

Storage controller

The UCS B200 M5 Blade Server mounts in a Cisco UCS 5108 Series blade
server chassis or UCS Mini blade server chassis.

One or two Intel® Xeon® scalable family CPUs. Also note that the B200 M5
Blade Server BIOS inherently enables support for Intel Advanced Encryption
Standard New Instructions (AES-NI) and does not have an option to disable
this feature,

Intel® C620 series chipset (Lewisburg)

n 24 total DIMM slots

n Support for Advanced ECC

n Support for registered ECC DIMMs (RDIMMs)

n Support for load-reduced DIMMs (LR DIMMs)

n Support for through-silicon via DIMMs (TSV DIMMs)
n Up to 3072 GB total memory capacity

One modular LOM (mLOM) Connector for Cisco mLOM VIC Adapter which
provides Ethernet or Fibre Channel over Ethernet (FCoE) Connectivity

One rear mezzanine connector for various types of Cisco mezzanine adapters
Cisco Mezzanine VIC Adapter OR

Cisco Mezzanine Port Expander OR

Cisco Mezzanine NVMe Storage Adapter OR

Cisco Mezzanine nVIDIA GPU

2 3 2 3

One front mezzanine connector for
n Cisco FlexStorage Controller OR
n Cisco nVIDIA Mezzanine GPU

For the front mezzanine connectors
n Cisco FlexStorage 12G RAID Controller
n Cisco FlexStorage 12G RAID Controller with 1GB Cache
n Cisco FlexStorage NVMe Passthrough Controller
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Capability/Feature

Description

Storage devices

Video

Interfaces

Power subsystem
Fans
Integrated management

processor

ACPI

Up to two optional, front-accessible, hot-swappable, 2.5-inch small form
factor (SFF) drive slots. Choice of

n 10K or 15K Hard Disk Drives (HDD)

n Enterprise Performance or Enterprise Value Solid State Drives (55D)

n High, Medium Endurance NVMe Drives
Internal Mini-storage modules that can accommodate either

n Up to two 5D Modules (32G, 64G or 128G supporting RAID 1 OR

n Up to two M.2 SATA Drives (240G or 960G) supported by LSI SW RAID
Internal UCS 3.0 Port that can accommodated Cisco 16G USB Drive
The Cisco Integrated Management Controller (CIMC) provides video using
Matrox G200e video/graphics controller

n Integrated 2D graphics core with hardware acceleration

n DDR4 memory interface supports up to 512MB of addressable memory
(BMB is allocated by default to video memory)

n Supports display resolutions up to 1920 x 1200 32 bpp@ 60Hz

Single lane PCl-Express host interface running at Gen 2 speed Front panel
One console connector

Integrated in the Cisco UCS 5108 blade server chassis
Integrated in the Cisco UCS 5108 blade server chassis.

The built-in Cisco Integrated Management Controller (CIMC) GUI or CLI
interface enables monitoring of server inventory, health, and system event
logs

Advanced Configuration and Power Interface (ACPI) 4.0 Standard Supported.

For detailed information, refer to the Cisco UCS B200 M5 Blade Server Spec Sheet and the Cisco UCS B200
M5 Blade Server Data Sheet.

Cisco UCS VIC1340 Converged Network Adapter

The Cisco UCS Virtual Interface Card (VIC) 1340 (Figure 8) is a 2-port 40-Gbps Ethernet or dual 4 x 10-
Gbps Ethernet, Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed
exclusively for the M5 generation of Cisco UCS B-Series Blade Servers. When used in combination with an
optional port expander, the Cisco UCS VIC 1340 capabilities is enabled for two ports of 40-Gbps Ethernet.

The Cisco UCS VIC 1340 enables a policy-based, stateless, agile server infrastructure that can present over
256 PCle standards-compliant interfaces to the host that can be dynamically configured as either network
interface cards (NICs) or host bus adapters (HBAS). In addition, the Cisco UCS VIC 1340 supports Cisco®
Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends the Cisco UCS fabric
interconnect ports to virtual machines, simplifying server virtualization deployment and management.
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Figure 8 Cisco UCS VIC 1340
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Figure 9 illustrates the Cisco UCS VIC 1340 Virtual Interface Cards Deployed in the Cisco UCS B-Series
B200 M5 Blade Servers.

Figure 9 Cisco UCS VIC 1340 Deployed in the Cisco UCS B200 M5
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Cisco Switching

Cisco Nexus 9372PX Switches

The Cisco Nexus 9372PX/9372PX-E Switches have 48 1/10-Gbps Small Form Pluggable Plus (SFP+) ports
and 6 Quad SFP+ (QSFP+) uplink ports. All the ports are line rate, delivering 1.44 Tbps of throughput in a 1-
rack-unit (1RU) form factor. Cisco Nexus 9372PX benefits are listed below.

Architectural Flexibility

¢ Includes top-of-rack or middle-of-row fiber-based server access connectivity for traditional and leaf-
spine architectures

e Leaf node support for Cisco ACI architecture is provided in the roadmap

¢ Increase scale and simplify management through Cisco Nexus 2000 Fabric Extender support
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Feature Rich

e Enhanced Cisco NX-OS Software is designed for performance, resiliency, scalability, manageability,
and programmability

e ACI-ready infrastructure helps users take advantage of automated policy-based systems management
e Virtual Extensible LAN (VXLAN) routing provides network services
e Cisco Nexus 9372PX-E supports IP-based endpoint group (EPG) classification in ACI mode
Highly Available and Efficient Design
e High-density, non-blocking architecture
e Easily deployed into either a hot-aisle and cold-aisle configuration
e Redundant, hot-swappable power supplies and fan trays
Simplified Operations

e Power-0On Auto Provisioning (POAP) support allows for simplified software upgrades and configuration
file installation

e An intelligent API offers switch management through remote procedure calls (RPCs, JSON, or XML)
over a HTTP/HTTPS infrastructure

e Python Scripting for programmatic access to the switch command-line interface (CLI)
e Hot and cold patching, and online diagnostics
Investment Protection

A Cisco 40 Gb bidirectional transceiver allows reuse of an existing 10 Gigabit Ethernet multimode cabling
plant for 40 Gigabit Ethernet Support for 1 Gb and 10 Gb access connectivity for data centers migrating
access switching infrastructure to faster speed. The following is supported:

e 1.44 Tbps of bandwidth in a 1 RU form factor
e 48 fixed 1/10-Gbps SFP+ ports

o 6 fixed 40-Gbps QSFP+ for uplink connectivity that can be turned into 10 Gb ports through a QSFP to
SFP or SFP+ Adapter (QSA)

e Latency of 1 to 2 microseconds
e Front-to-back or back-to-front airflow configurations
e 1+1 redundant hot-swappable 80 Plus Platinum-certified power supplies

e Hot swappable 2+1 redundant fan tray
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Figure 10 Nexus 9372PX Switch

L The Nexus 9372PX switch will go end-of-sale in February 2018. For an all 40GB infrastructure, we rec-
ommend substituting the Nexus 9332PQ switch featuring 32 x 40GB ports.

Cisco MDS 9148S Fiber Channel Switch

The Cisco MDS 9148S 16G Multilayer Fabric Switch is the next generation of the highly reliable Cisco MDS
9100 Series Switches. It includes up to 48 auto-sensing line-rate 16-Gbps Fibre Channel ports in a compact
easy to deploy and manage 1-rack-unit (1RU) form factor. In all, the Cisco MDS 9148S is a powerful and
flexible switch that delivers high performance and comprehensive Enterprise-class features at an affordable
price.

MDS 9148S has a pay-as-you-grow model which helps you scale from a 12 port base license to a 48 port
with an incremental 12 port license. This helps customers to pay and activate only the required ports.

MDS 9148S has a dual power supply and FAN trays to provide physical redundancy. The software features,
like ISSU and ISSD, helps with upgrading and downgrading code without reloading the switch and without
interrupting the live traffic.

Figure 11 Cisco 9148S MDS Fibre Channel Switch

Features and Capabilities
Benefits

e Flexibility for growth and virtualization
e Easy deployment and management
e Optimized bandwidth utilization and reduced downtime
e Enterprise-class features and reliability at low cost
Features
e PowerOn Auto Provisioning and intelligent diagnostics
e In-Service Software Upgrade and dual redundant hot-swappable power supplies for high availability

e Role-based authentication, authorization, and accounting services to support regulatory requirements
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e High-performance interswitch links with multipath load balancing
e Smart zoning and virtual output queuing

e Hardware-based slow port detection and recovery

Specifications at-a-Glance
Performance and Port Configuration

e 2/4/8/16-Gbps auto-sensing with 16 Gbps of dedicated bandwidth per port

e Up to 256 buffer credits per group of 4 ports (64 per port default, 253 maximum for a single port in
the group)

e Supports configurations of 12, 24, 36, or 48 active ports, with pay-as-you-grow, on-demand
licensing

Advanced Functions
e Virtual SAN (VSAN)
e Inter-VSAN Routing (IVR)
e PortChannel with multipath load balancing

e Flow-based and zone-based QoS

Hypervisor and Desktop Broker

This Cisco Validated Design includes VMware vSphere 6.5 and VMware Horizon 7.3.

VMware vSphere 6.5

VMware provides virtualization software. VMware’s enterprise software hypervisors for servers VMware
vSphere ESX, vSphere ESXi, and VSphere—are bare-metal hypervisors that run directly on server hardware
without requiring an additional underlying operating system. VMware vCenter Server for vSphere provides
central management and complete control and visibility into clusters, hosts, virtual machines, storage,
networking, and other critical elements of your virtual infrastructure.

VMware vSphere 6.5 introduces many enhancements to vSphere Hypervisor, VMware virtual machines,

vCenter Server, virtual storage, and virtual networking, further extending the core capabilities of the vSphere

platform.

Today VMware announced vSphere 6.5, which is one of the most feature rich releases of vSphere in quite
some time. The vCenter Server Appliance is taking charge in this release with several new features which
we’ll cover in this blog article. For starters, the installer has gotten an overhaul with a new modern look and
feel. Users of both Linux and Mac will also be ecstatic since the installer is now supported on those
platforms along with Microsoft Windows. If that wasn’t enough, the vCenter Server Appliance now has
features that are exclusive such as:

e Migration
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e Improved Appliance Management
e VMware Update Manager
e Native High Availability

e Built-in Backup / Restore

vSphere Client

With vSphere 6.5 I’'m excited to say that we have a fully supported version of the HTML5-based vSphere
Client that will run alongside the vSphere Web Client. The vSphere Client is built right into vCenter Server 6.5
(both Windows and Appliance) and is enabled by default. While the vSphere Client does not yet have full
feature parity the team have prioritized many of the day to day tasks of administrators and continue to seek
feedback on what’s missing that will enable customers to use it full time. The vSphere Web Client will
continue to be accessible via “http://<vcenter_fqdn>/vsphere-client” while the vSphere Client will be
reachable via “http://<vcenter_fqdn>/ui”. VMware will also be periodically updating the vSphere Client
outside of the normal vCenter Server release cycle. To make sure it is easy and simple for customers to stay
up to date the vSphere Client will be able to be updated without any effects to the rest of vCenter Server.

The following are some of the benefits of the new vSphere Client:
e Clean, consistent Ul built on VMware’s new Clarity Ul standards (to be adopted across our portfolio)
e Built on HTML5 so it is truly a cross-browser and cross-platform application
¢ No browser plugins to install/manage
e Integrated into vCenter Server for 6.5 and fully supported
e Fully supports Enhanced Linked Mode

e Users of the Fling have been extremely positive about its performance

VMware ESXi 6.5 Hypervisor
vSphere 6.5 introduces a number of new features in the hypervisor:

e Scalability Improvements

ESXi 6.5 dramatically increases the scalability of the platform. With vSphere Hypervisor 6.0, clusters
can scale to as many as 64 hosts, up from 32 in previous releases. With 64 hosts in a cluster, vSphere
6.0 can support 8000 virtual machines in a single cluster. This capability enables greater consolidation
ratios, more efficient use of VMware vSphere Distributed Resource Scheduler (DRS), and fewer
clusters that must be separately managed. Each vSphere Hypervisor 6.5 instance can support up to
480 logical CPUs, 12 terabytes (TB) of RAM, and 1024 virtual machines. By using the newest
hardware advances, ESXi 6.5 enables the virtualization of applications that previously had been
thought to be non-virtualizable.

e Security Enhancements

— Account management: ESXi 6.5 enables management of local accounts on the ESXi server using
new ESXi CLI commands. The capability to add, list, remove, and modify accounts across all hosts
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in a cluster can be centrally managed using a vCenter Server system. Previously, the account and
permission management functions for ESXi hosts were available only for direct host connections.
The setup, removal, and listing of local permissions on ESXi servers can also be centrally managed.

— Account lockout: ESXi Host Advanced System Settings have two new options for the management
of failed local account login attempts and account lockout duration. These parameters affect
Secure Shell (SSH) and vSphere Web Services connections, but not ESXi direct console user
interface (DCUI) or console shell access.

— Password complexity rules: In previous versions of ESXi, password complexity changes had to be
made by manually editing the /etc/pam.d/passwd file on each ESXi host. In vSphere 6.0, an entry in
Host Advanced System Settings enables changes to be centrally managed for all hosts in a cluster.

— Improved auditability of ESXi administrator actions: Prior to vSphere 6.0, actions at the vCenter
Server level by a named user appeared in ESXi logs with the vpxuser username: for example,
[user=vpxuser]. In vSphere 6.5, all actions at the vCenter Server level for an ESXi server appear in
the ESXi logs with the vCenter Server username: for example, [user=vpxuser: DOMAIN\User]. This
approach provides a better audit trail for actions run on a vCenter Server instance that conducted
corresponding tasks on the ESXi hosts.

— Flexible lockdown modes: Prior to vSphere 6.5, only one lockdown mode was available. Feedback
from customers indicated that this lockdown mode was inflexible in some use cases. With vSphere
6.5, two lockdown modes are available:

o In normal lockdown mode, DCUI access is not stopped, and users on the DCUI access list can
access the DCUI.
In strict lockdown mode, the DCUI is stopped.
Exception users: vSphere 6.0 offers a new function called exception users. Exception users are
local accounts or Microsoft Active Directory accounts with permissions defined locally on the
host to which these users have host access. These exception users are not recommended for
general user accounts, but they are recommended for use by third-party applications—for ser-
vice accounts, for example—that need host access when either normal or strict lockdown mode
is enabled. Permissions on these accounts should be set to the bare minimum required for the
application to perform its task and with an account that needs only read-only permissions on the
ESXi host.

— Smart card authentication to DCUI: This function is for U.S. federal customers only. It enables DCUI
login access using a Common Access Card (CAC) and Personal Identity Verification (PIV). The ESXi
host must be part of an Active Directory domain.

VMware Horizon Version 7

Enterprise IT organizations are tasked with the challenge of provisioning Microsoft Windows apps and
desktops while managing cost, centralizing control, and enforcing corporate security policy. Deploying
Windows apps to users in any location, regardless of the device type and available network bandwidth,
enables a mobile workforce that can improve productivity. With VMware Horizon 7, IT can effectively control
app and desktop provisioning while securing data assets and lowering capital and operating expenses.
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VMware Horizon

VMware Horizon desktop virtualization solutions built on a unified architecture so they are simple to manage
and flexible enough to meet the needs of all your organization’s users. You use the same architecture and
management tools to manage public, private, and hybrid cloud deployments as you do for on premises
deployments

VMware Horizon Virtual machines and RDSH known as server-based hosted sessions: These are
applications hosted from Microsoft Windows servers to any type of device, including Windows PCs,
Macs, smartphones, and tablets. Some VMware editions include technologies that further optimize the
experience of using Windows applications on a mobile device by automatically translating native
mobile-device display, navigation, and controls to Windows applications; enhancing performance over
mobile networks; and enabling developers to optimize any custom Windows application for any mobile
environment.

VMware Horizon RDSH session users also known as server-hosted desktops: These are inexpensive,
locked-down Windows virtual desktops hosted from Windows server operating systems. They are well
suited for users, such as call center employees, who perform a standard set of tasks.

Advantages of Using VMware Horizon

VMware Horizon 7 provides the following new features and enhancements:

Instant Clones

— A new type of desktop virtual machines that can be provisioned significantly faster than the
traditional Composer linked clones.

— A fully functional desktop can be provisioned in two seconds or less.

— Recreating a desktop pool with a new OS image can be accomplished in a fraction of the time it
takes a Composer desktop pool because the parent image can be prepared well ahead of the
scheduled time of pool recreation.

— Clones are automatically rebalanced across available datastores.

— View storage accelerator is automatically enabled.

VMware Blast Extreme

— VMware Blast Extreme is now fully supported on the Horizon platform.

— Administrators can select the VMware Blast display protocol as the default or available protocol for
pools, farms, and entitlements.

— End users can select the VMware Blast display protocol when connecting to remote desktops and
applications.

— VMware Blast Extreme features include:

o TCP and UDP transport support
o H.264 support for the best performance across more devices
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o Reduced device power consumption for longer battery life
NVIDIA GRID acceleration for more graphical workloads per server, better performance, and a
superior remote user experience
e True SSO

— For VMware Identity Manager integration, True SSO streamlines the end-to-end login experience.
After users log in to VMware Identity Manager using a smart card or an RSA SecurlD or RADIUS
token, users are not required to also enter Active Directory credentials in order to use a remote
desktop or application.

— Uses a short-lived Horizon virtual certificate to enable a password-free Windows login.
— Supports using either a native Horizon Client or HTML Access.
— System health status for True SSO appears in the Horizon Administrator dashboard.

— Can be used in a single domain, in a single forest with multiple domains, and in a multiple-forest,
multiple-domain setup.

e Smart Policies

— Control of the clipboard cut-and-paste, client drive redirection, USB redirection, and virtual printing
desktop features through defined policies.

— PColP session control through PColP profiles.

— Conditional policies based on user location, desktop tagging, pool name, and Horizon Client
registry values.

e Configure the clipboard memory size for VMware Blast and PColP sessions

Horizon administrators can configure the server clipboard memory size by setting GPOs for VMware
Blast and PColP sessions. Horizon Client 4.1 users on Windows, Linux, and Mac OS X systems can
configure the client clipboard memory size. The effective memory size is the lesser of the server
and client clipboard memory size values.

e VMware Blast network recovery enhancements

Network recovery is now supported for VMware Blast sessions initiated from iOS, Android, Mac OS
X, Linux, and Chrome OS clients. Previously, network recovery was supported only for Windows
client sessions. If you lose your network connection unexpectedly during a VMware Blast session,
Horizon Client attempts to reconnect to the network and you can continue to use your remote
desktop or application. The network recovery feature also supports IP roaming, which means you
can resume your VMware Blast session after switching to a WiFi network.

e Configure Horizon Administrator to not remember the login name

Horizon administrators can configure not to display the Remember user name check box and
therefore not remember the administrator's login name.

e Allow Mac OS X users to save credentials
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Horizon administrators can configure Connection Server to allow Horizon Client Mac OS X systems to
remember a user's user name, password, and domain information. If users choose to have their
credentials saved, the credentials are added to the login fields in Horizon Client on subsequent
connections.

Microsoft Windows 10
— Windows 10 is supported as a desktop guest operating system
— Horizon Client runs on Windows 10
— Smart card is supported on Windows 10

— The Horizon User Profile Migration tool migrates Windows 7, 8/8.1, Server 2008 R2, or Server 2012
R2 user profiles to Windows 10 user profiles.

RDS Desktops and Hosted Apps

— View Composer. View Composer and linked clones provide automated and efficient management
of RDS server farms.

— Graphics Support. Existing 3D vDGA and GRID vGPU graphics solutions on VDI desktops have
been extended to RDS hosts, enabling graphics-intensive applications to run on RDS desktops and
Hosted Apps.

— Enhanced Load Balancing. A new capability provides load balancing of server farm applications
based on memory and CPU resources.

— One-Way AD Trusts. One-way AD trust domains are now supported. This feature enables
environments with limited trust relationships between domains without requiring Horizon
Connection Server to be in an external domain.

Cloud Pod Architecture (CPA) Enhancements

— Hosted App Support. Support for application remoting allows applications to be launched using
global entitlements across a pod federation.

— HTML Access (Blast) Support. Users can use HTML Access to connect to remote desktops and
applications in a Cloud Pod Architecture deployment.

Access Point Integration

Access Point is a hardened Linux-based virtual appliance that protects virtual desktop and application
resources to allow secure remote access from the Internet. Access Point provides a new
authenticating DMZ gateway to Horizon Connection Server. Smart card support on Access Point is
available as a Tech Preview. Security server will continue to be available as an alternative
configuration. For more information, see Deploying and Configuring Access Point.

FIPS
Install-time FIPS mode allows customers with high security requirements to deploy Horizon 6.

Graphics Enhancements
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— AMD vDGA enables vDGA pass-through graphics for AMD graphics hardware.
— 4K resolution monitors (3840x2160) are supported.
Horizon Administrator Enhancements

— Horizon Administrator shows additional licensing information, including license key, named user
and concurrent connection user count.

— Pool creation is streamlined by letting Horizon administrators to clone existing pools.
Additional Features

— Support for IPv6 with VMware Blast Extreme on security servers.

— Horizon Administrator security protection layer. See VMware Knowledge Base (KB) article 2144303
for more information:
https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalld=2144

303
— Protection against inadvertent pool deletion.
— RDS per-device licensing improvements.
— Support for Intel vDGA.
— Support for AMD Multiuser GPU Using VDGA.
— More resilient upgrades.
— Display scaling for Windows Horizon Clients.

— DPI scaling is supported if it is set at the system level and the scaling level is greater than 100.

What are VMware RDS Hosted Sessions?

The following describes the VMware RDS Hosted Sessions:

An RDS host is a server computer that hosts applications and desktop sessions for remote access. An
RDS host can be a virtual machine or a physical server.

An RDS host has the Microsoft Remote Desktop Services role, the Microsoft Remote Desktop Session
Host service, and Horizon Agent installed. Remote Desktop Services was previously known as
Terminal Services. The Remote Desktop Session Host service allows a server to host applications and
remote desktop sessions. With Horizon Agent installed on an RDS host, users can connect to
applications and desktop sessions by using the display protocol PColP or Blast Extreme. Both
protocols provide an optimized user experience for the delivery of remote content, including images,
audio and video.

The performance of an RDS host depends on many factors. For information on how to tune the
performance of different versions of Windows Server, see

http://msdn.microsoft.com/library/windows/hardware/gg463392.aspx.
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Horizon 7 supports at most one desktop session and one application session per user on an RDS host.

When users submit print jobs concurrently from RDS desktops or applications that are hosted on the
same RDS host, the ThinPrint server on the RDS host processes the print requests serially rather than
in parallel. This can cause a delay for some users. Note that the print server does not wait for a print
job to complete before processing the next one. Print jobs that are sent to different printers will print in
parallel.

If a user launches an application and also an RDS desktop, and both are hosted on the same RDS host,
they share the same user profile. If the user launches an application from the desktop, conflicts may
result if both applications try to access or modify the same parts of the user profile, and one of the
applications may fail to run properly.

The process of setting up applications or RDS desktops for remote access involves the following
tasks:

— Installing Applications

If you plan to create application pools, you must install the applications on the RDS hosts. If you
want Horizon 7 to automatically display the list of installed applications, you must install the
applications so that they are available to all users from the Start menu. You can install an
application at any time before you create the application pool. If you plan to manually specify an
application, you can install the application at any time, either before or after creating an application
pool.

IMPORTANT: When you install an application, you must install it on all the RDS hosts in a farm and in the
same location on each RDS host. If you do not, a health warning will appear on the View Administrator
dashboard. In such a situation, if you create an application pool, users might encounter an error when they
try to run the application.

When you create an application pool, Horizon 7 automatically displays the applications that are available
to all users rather than individual users from the Start menu on all of the RDS hosts in a farm. You can
choose any applications from that list. In addition, you can manually specify an application that is not
available to all users from the Start menu. There is no limit on the number of applications that you can in-
stall on an RDS host.

Farms, RDS Hosts, and Desktop and Application Pools

With VMware Horizon, you can create desktop and application pools to give users remote access to virtual
machine-based desktops, session-based desktops, physical computers, and applications. Horizon takes
advantage of Microsoft Remote Desktop Services (RDS) and VMware PC-over-IP (PColP) technologies to
provide high-quality remote access to users.

RDS Hosts

RDS hosts are server computers that have Windows Remote Desktop Services and View Agent
installed. These servers host applications and desktop sessions that users can access remotely. To
use RDS desktop pools or applications, your end users must have access to Horizon Client 3.0 or later
software.

Desktop Pools
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There are three types of desktop pools: automated, manual, and RDS. Automated desktop pools use a
vCenter Server virtual machine template or snapshot to create a pool of identical virtual machines.
Manual desktop pools are a collection of existing vCenter Server virtual machines, physical computers,
or third-party virtual machines. In automated or manual pools, each machine is available for one user
to access remotely at a time. RDS desktop pools are not a collection of machines, but instead, provide
users with desktop sessions on RDS hosts. Multiple users can have desktop sessions on an RDS host
simultaneously.

Application Pools

Application pools let you deliver applications to many users. The applications in application pools run
on a farm of RDS hosts.

Farms

Farms are collections of RDS hosts and facilitate the management of those hosts. Farms can have a
variable number of RDS hosts and provide a common set of applications or RDS desktops to users.
When you create an RDS desktop pool or an application pool, you must specify a farm. The RDS hosts
in the farm provide desktop and application sessions to users.

Some of the latest VMware Horizon features and enhancements are:

Flash Redirection

— You can compile a black list to ensure that the URLs specified in the list will not be able to redirect
Flash content. You must enable the GPO setting FlashMMRUFrlListEnableType to use either a white
list or black list.

Horizon Agent Policy Settings

— The VMwareAgentCIT policy setting enables remote connections to Internet Explorer to use the
Client's IP address instead of the IP address of the remote desktop machine.

— The FlashMMRUrlListEnableType and FlashMMRUrlList policy settings specify and control the white
list or black list that enables or disables the list of URLs from using Flash Redirection.

Horizon PowerCLI

— View PowerCLlI is deprecated. Horizon PowerCLI replaces View PowerCLI and includes cmdlets
that you can use with VMware PowerCLlI.

— For more information about Horizon PowerCLI cmdlets, read the VMware PowerCLI Cmdlets

Reference.

— For information on the API specifications to create advanced functions and scripts to use with

Horizon PowerCLI, see the API Reference at the VMware Developer Center

— For more information on sample scripts that you can use to create your own Horizon PowerCLI

scripts, see the Horizon PowerCLI community on GitHub.

Horizon 7 for Linux desktops enhancements
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UDP based Blast Extreme connectivity

User Datagram Protocol (UDP) is enabled by default in both the client and the agent. Note that
Transmission Control Protocol (TCP) connectivity will have a better performance than UDP on

the Local Area Network (LAN). UDP will have better performance than TCP over Wide Area
Network (WAN). If you are on a LAN, disable the UDP feature to switch to using TCP to get better
connectivity performance.

KDE support
K Desktop Environment (KDE) support is now also available on CentOS 7, RHEL 7, Ubuntu 14.04,
Ubuntu 16.04, and SLED 11 SP4 platforms.

MATE support
MATE desktop environment is supported on Ubuntu 14.04 and 16.04 virtual machines.

Hardware H.264 Encoder
The hardware H.264 encoder is now available and used when the vGPU is configured with the
NVIDIA graphics card that has the NVIDIA driver 384 series or later installed on it.

Additional platforms support
RHEL 7.4 x64 and CentOS 7.4 x64 are now supported.

Remote Desktop Operating System

Windows 10 version 1607 Long-Term Servicing Branch (LTSB)

Windows Server 2016

Horizon Agent

HTML5 Multimedia Redirection

You can install the HTML5 Multimedia Redirection feature by selecting the HTML5 Multimedia
Redirection custom setup option in the Horizon Agent installer. With HTML5 Multimedia Redirection, if
an end user uses the Chrome browser, HTML5 multimedia content is sent from the remote desktop to
the client system, reducing the load on the ESXi host. The client system plays the multimedia content
and the user has a better audio and video experience.

SHA-256 support

Horizon Agent has been updated to support the SHA-256 cryptographic hash algorithm. SHA-256 is
also supported in Horizon Client 4.6 and Horizon 7 version 7.2 and later.

Improved USB redirection with User Environment Manager

The default User Environment Manager timeout value has been increased. This change makes sure
that the USB redirection smart policy takes effect even when the login process takes a long time.
With Horizon Client 4.6, the User Environment Manager timeout value is configured only on the
agent and is sent from the agent to the client.

You can now bypass User Environment Manager control of USB redirection by setting a registry key
on the agent machine. This change helps ensure that smart card SSO works on Teradici zero
clients.
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e Composer
— For enhanced security, you can enable the digest access authentication method for Composer.
e Persona Management

— Persona Management supports guest operating systems that use the "'v6"" version of the user
profile.

— You can use the migration tool to migrate the **v2* and *"v5" user profiles versions to the "'v6'* user
profile version. The tool is installed with the Persona binary file.

Horizon Connection Server Enhanced Features

e Horizon Help Desk Tool

— View application and process names and resource use within a virtual or published desktop to
identify which applications and process are using up machine resources.

— View event log information about the user's activities.
— View updated metrics such as Horizon Client version and the Blast protocol.
— View additional session metrics such as the VM information, CPU, or memory usage.

— You can assign predefined administrator roles to Horizon Help Desk Tool administrators to delegate
the troubleshooting tasks between administrator users. You can also create custom roles and add
privileges based on the predefined administrator roles.

— You can verify the product license key for Horizon Help Desk Tool and apply a valid license.
e Monitoring

— If the event database shuts down, Horizon Administrator maintains an audit trail of the events that
occur before and after the event database shutdown.

e Instant Clones
— You can create dedicated instant-clone desktop pools.

— Windows Server operating systems are supported for instant clones in this release. For an updated
list of supported Windows Server operating systems, see the VMware Knowledge Base (KB) article
2150295.

— You can copy, paste, or enter the path for the AD tree in the AD container field when you create an
instant-clone desktop pool.

— If there are no internal VMs in all four internal folders created in vSphere Web Client, these folders
are unprotected and you can delete these folders.

— You can use the enhanced instant-clone maintenance utility IcUnprotect.cmd to unprotect or delete
template, replica, or parent VMs or folders from vSphere hosts.
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Instant clones are compatible with Storage DRS (sDRS). Therefore, instant clones can reside in a
datastore that is part of an sDRS cluster.

Cloud Pod Architecture

The total session limit is increased to 140,000.
The site limit is increased to 7.

You can configure Windows Start menu shortcuts for global entitlements. When an entitled user
connects to a Connection Server instance in the pod federation, Horizon Client for Windows places
these shortcuts in the Start menu on the user's Windows client device.

Published Desktops and Application Pools

You can restrict access to entitled desktop pools, application pools, global entitlements, and global
application entitlements from certain client computers.

You can configure Windows start menu shortcuts for entitled desktop and application pools. When
an entitled user connects to a Connection Server instance, Horizon Client for Windows places these
shortcuts in the Start menu on the user's Windows client device.

Virtual Desktops and Desktop Pools

Blast Extreme provides network continuity during momentary network loss on Windows clients.

Performance counters displayed using PerfMon on Windows agents for Blast session, imaging,
audio, CDR, USB, and virtual printing provide an accurate representation of the current state of the
system that also updates at a constant rate.

Customer Experience Improvement Program

Details regarding the data collected through CEIP and the purposes for which it is used by VMware
are set forth at the Trust Assurance Center.

Security

With the USB over Session Enhancement SDK feature, you do not need to open TCP port 32111 for
USB traffic in a DMZ-based security server deployment. This feature is supported for both virtual
desktops and published desktops on RDS hosts.

Database Support

The Always On Availability Groups feature for Microsoft SQL Server 2014 is supported in this
release of Horizon 7. For more information, refer to the Release Notes.

Supported Windows 10 Operating Systems

Horizon 7 version 7.3.1 supports the following Windows 10 operating systems:

Windows 10 version 1507 (RTM) Long-Term Servicing Branch (LTSB)

Windows 10 version 1607 Long-Term Servicing Branch (LTSB)
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¢ Windows 10 version 1607 Enterprise Current Branch (CBB)
e Windows 10 version 1703 Semi Annual Channel (broad deployment) Current Branch (CBB)

For the complete list of supported Windows 10 on Horizon including all VDI (Full Clones, Linked and Instant
clones) click the following links: https://kb.vmware.com/s/article/2149393 and
https://kb.vmware.com/s/article/2150295?r=2&Quarterback.validateRoute=1&KM_ Utility.getArticleData=1&
KM_ Utility.getGUser=1&KM_ Utility.getArticleLanguage=2&KM_ Utility.getArticle=1

L Windows 10 LTSB version 1607 being used in this study.

Figure 12 Logical Architecture of VMware Horizon
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VMware Horizon Composer

VMware Horizon Composer is a feature in Horizon that gives administrators the ability to manage virtual
machine pools or the desktop pools that share a common virtual disk. An administrator can update

the master image, then all desktops using linked clones of that master image can also be patched. Updating
the master image will patch the cloned desktops of the users without touching their applications, data or
settings.

The VMware View Composer pooled desktops solution’s infrastructure is based on software-streaming
technology. After installing and configuring the composed pooled desktops, a single shared disk image
(Master Image) is taken a snapshot of the OS and application image, and then storing that snapshot file
accessible to host(s).
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Figure 13 VMware Horizon Composer
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Desktop Virtualization Design Fundamentals

An ever growing and diverse base of user devices, complexity in management of traditional desktops,

security, and even Bring Your Own (BYO) device to work programs are prime reasons for moving to a virtual
desktop solution.

VMware Horizon Design Fundamentals

VMware Horizon 7 integrates Remote Desktop Server Hosted sessions users and VDI desktop virtualization
technologies into a unified architecture that enables a scalable, simple, efficient, mixed users and
manageable solution for delivering Windows applications and desktops as a service.

Users can select applications from an easy-to-use “store” that is accessible from tablets, smartphones, PCs,
Macs, and thin clients. VMware Horizon delivers a native touch-optimized experience via PColP or Blast
Extreme high-definition performance, even over mobile networks.

Horizon VDI Pool and RDSH Servers Pool

Collections of identical Virtual Machines (VMs) or physical computers are managed as a single entity called a
Desktop Pool. In this CVD, VM provisioning relies on VMware View Composer aligning with VMware Horizon
Connection Server with vCenter Server components. In this CVD, machines in the Pools are configured to
run either a Windows Server 2016 OS (for RDS Hosted shared sessions) and a Windows 10 Desktop OS (for
pooled VDI desktops).
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Figure 14 VMware Horizon Design Overview
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Figure 15 Horizon VDI and RDSH Desktop Delivery Based on Display Protocol (PColP/Blast/RDP)
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With the new NetApp A-Series All Flash FAS (AFF) controller lineup, NetApp provides industry-leading
performance while continuing to provide a full suite of enterprise-grade data management and data
protection features. The A-Series lineup offers double the IOPS, while decreasing the latency. The AFF A-
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Series lineup includes the A200, A300, A700, and A700s. These controllers and their specifications listed in
Table 5 . For more information about the A-Series AFF controllers, see:

e http://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx

e https://hwu.netapp.com/Controller/Index

Table 5 NetApp A-Series Controller Specifications

NAS Scale-out 2-8 nodes 2-24 nodes 2-24 nodes 2-24 nodes
SAN Scale-out 2-8 nodes 2-12 nodes 2-12 nodes 2-12 nodes
Maximum SSDs 144 384 480 216
Maximum Raw 2.2PB 5.9PB 7.3PB 3.3PB
Capacity
Effective Capacity 8.8PB 23.8PB 29.7PB 13PB
Chassis Form Factor 2U chassis 3U chassis 8u chassis 4u chassis
with two with two HA with two with two HA
HA controllers HA controllers
controllers controllers and 24 SSD
and 24 SSD slots
slots

This solution utilizes the NetApp AFF A300, seen in Figure 8 and Figure 9. This controller provides the high-
performance benefits of 40GbE and all flash SSDs, offering better performance than previous models, and
occupying only 3U of rack space versus 6U with the AFF8040. When combined with the 2U disk shelf of
3.8TB disks, this solution can provide ample horsepower and over 90TB of raw capacity, all while occupying
only 5U of valuable rack space. This makes it an ideal controller for a shared workload converged
infrastructure. The A700s would be an ideal fit for situations where more performance is needed

The FlexPod reference architecture supports a variety of NetApp FAS controllers such as FAS9000,
FAS8000, FAS2600 and FAS2500; AFF A-Series platforms such as AFF8000; and legacy NetApp storage.

For more information about the AFF A-Series product family, see:
http://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx

ﬁ The 40GDbE cards are installed in the expansion slot 2 and the ports are e2a, e2e.

48


http://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx
https://hwu.netapp.com/Controller/Index
http://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx

Solution Components

Figure 16 NetApp AFF A300 Front View
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Storage Efficiency

Storage efficiency has always been a primary architectural design point of ONTAP. A wide array of features
allows businesses to store more data using less space. In addition to deduplication and compression,
businesses can store their data more efficiently by using features such as unified storage, multi-tenancy, thin
provisioning, and NetApp Snapshot® technology.

Starting with ONTAP 9, NetApp guarantees that the use of NetApp storage efficiency technologies on AFF
systems reduce the total logical capacity used to store customer data by 75 percent, a data reduction ratio
of 4:1. This space reduction is a combination of several different technologies, such as deduplication,
compression, and compaction, which provide additional reduction to the basic features provided by ONTAP.

Compaction, which is introduced in ONTAP 9, is the latest patented storage efficiency technology released
by NetApp. In the NetApp WAFL® file system, all I/0O takes up 4KB of space, even if it does not actually
require 4KB of data. Compaction combines multiple blocks that are not using their full 4KB of space together
into one block. This one block can be more efficiently stored on the disk-to-save space. This process is
illustrated in Figure 18.
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Figure 18 Storage Efficiency
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NetApp Storage Virtual Machine (SVM)

A cluster serves data through at least one and possibly multiple storage virtual machines (SVMs, formerly
called Vservers). An SVM is a logical abstraction that represents the set of physical resources of the cluster.
Data volumes and network logical interfaces (LIFs) are created and assigned to an SVM and may reside on
any node in the cluster to which the SVM has been given access. An SVM may own resources on multiple
nodes concurrently, and those resources can be moved nondisruptively from one node to another. For
example, a flexible volume can be nondisruptively moved to a nhew node and aggregate, or a data LIF can be
transparently reassigned to a different physical network port. The SVM abstracts the cluster hardware and it
is not tied to any specific physical hardware.

An SVM can support multiple data protocols concurrently. Volumes within the SVM can be joined together to
form a single NAS namespace, which makes all of an SVM's data available through a single share or mount
point to NFS and CIFS clients. SVMs also support block-based protocols, and LUNs can be created and
exported by using iSCSI, FC, or FCoE. Any or all of these data protocols can be configured for use within a
given SVM.

Because it is a secure entity, an SVM is only aware of the resources that are assigned to it and has no
knowledge of other SVMs and their respective resources. Each SVM operates as a separate and distinct
entity with its own security domain. Tenants can manage the resources allocated to them through a
delegated SVM administration account. Each SVM can connect to unique authentication zones such as
Active Directory, LDAP, or NIS. A NetApp cluster can contain multiple SVMs. If you have multiple SVMs, you
can delegate an SVM to a specific application. This allows administrators of the application to access only
the dedicated SVMs and associated storage, increasing manageability, and reducing risk.

SAN Boot

NetApp recommends implementing SAN boot for Cisco UCS servers in the FlexPod Datacenter solution.
Doing so enables the operating system to be safely secured by the NetApp All Flash FAS storage system,
providing better performance. In this design, FC SAN boot is validated.
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In FC SAN boot, each Cisco UCS server boots by connecting the NetApp All Flash FAS storage to the Cisco
MDS switch. The 16G FC storage ports, in this example 0g and Oh, are connected to Cisco MDS switch. The
FC LIFs are created on the physical ports and each FC LIF is uniquely identified by its target WWPN. The
storage system target WWPNs can be zoned with the server initiator WWPNSs in the Cisco MDS switches.
The FC boot LUN is exposed to the servers through the FC LIF using the MDS switch; this enables only the
authorized server to have access to the boot LUN. Refer Figure 19 for the port and LIF layout

Figure 19 FC - SVM ports and LIF layout
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Unlike NAS network interfaces, the SAN network interfaces are not configured to fail over during a failure.
Instead if a network interface becomes unavailable, the host chooses a new optimized path to an available
network interface. ALUA is a standard supported by NetApp used to provide information about SCSI targets,
which allows a host to identify the best path to the storage.
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Architecture and Design Considerations for Desktop Virtualization

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base of
user devices, complexity in management of traditional desktops, security, and even Bring Your Own Device
(BYOD) to work programs. The first step in designing a virtual desktop solution is to understand the user
community and the type of tasks that are required to successfully execute their role. The following user
classifications are provided:

Knowledge Workers today do not just work in their offices all day; they attend meetings, visit branch
offices, work from home, and even coffee shops. These anywhere workers expect access to all of
their same applications and data wherever they are.

External Contractors are increasingly part of your everyday business. They need access to certain
portions of your applications and data, yet administrators still have little control over the devices they
use and the locations they work from. Consequently, IT is stuck making trade-offs on the cost of
providing these workers a device vs. the security risk of allowing them access from their own devices.

Task Workers perform a set of well-defined tasks. These workers access a small set of applications
and have limited requirements from their PCs. However, since these workers are interacting with your
customers, partners, and employees, they have access to your most critical data.

Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to
connect to a network. In addition, these workers expect the ability to personalize their PCs, by
installing their own applications and storing their own data, such as photos and music, on these
devices.

Shared Workstation users are often found in state-of-the-art university and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant
requirement to re-provision desktops with the latest operating systems and applications as the needs
of the organization change, tops the list.

After the user classifications have been identified and the business requirements for each user classification
have been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on
user requirements. There are essentially five potential desktops environments for each user:

Traditional PC: A traditional PC is what typically constitutes a desktop environment: physical device
with a locally installed operating system.

Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts
through a delivery protocol. With hosted, server-based desktops, a single installed instance of a
server operating system, such as Microsoft Windows Server 2016, is shared by multiple users
simultaneously. Each user receives a desktop *"session' and works in an isolated memory space.
Remoted Desktop Server Hosted Server sessions: A hosted virtual desktop is a virtual desktop running
on a virtualization layer (ESX). The user does not work with and sit in front of the desktop, but instead
the user interacts through a delivery protocol.

Published Applications: Published applications run entirely on the VMware Horizon RDS hosted server
virtual machines and the user interacts through a delivery protocol. With published applications, a
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single installed instance of an application, such as Microsoft Office, is shared by multiple users
simultaneously. Each user receives an application *"session’* and works in an isolated memory space.

e Streamed Applications: Streamed desktops and applications run entirely on the user’s local client
device and are sent from a server on demand. The user interacts with the application or desktop
directly but the resources may only available while they are connected to the network.

e Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user‘s local device
and continues to operate when disconnected from the network. In this case, the user’s local device is
used as a type 1 hypervisor and is synced with the data center when the device is connected to the
network.

e For the purposes of the validation represented in this document, both VMware Horizon hosted virtual
desktops and Remote Desktop Server Hosted sessions were validated. Each of the sections provides
some fundamental design decisions for this environment.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group
application and data requirements. This can be one of the most time-consuming processes in the VDI
planning exercise, but is essential for the VDI project’s success. If the applications and data are not identified
and co-located, performance will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be

complicated by the inclusion cloud applications, for example, SalesForce.com. This application and data
analysis is beyond the scope of this Cisco Validated Design, but should not be omitted from the planning
process. There are a variety of third party tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions

Now that user groups, their applications and their data requirements are understood, some key project and
solution sizing questions may be considered.

General project questions should be addressed at the outset, including:

e Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications
and data?

e Is there infrastructure and budget in place to run the pilot program?
e Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
¢ Do we have end user experience performance metrics identified for each desktop sub-group?
e How will we measure success or failure?
e What is the future implication of success or failure?
Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:

e What is the desktop OS planned? Windows 8 or Windows 107?
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32 bit or 64 bit desktop OS?

How many virtual desktops will be deployed in the pilot? In production? All Windows 8/107?
How much memory per target desktop group desktop?

Are there any rich media, Flash, or graphics-intensive workloads?

Will VMware Horizon RDSH be used for Hosted Shared Server applications planned? Are they are any
applications installed?

What is the desktop OS planned for RDS Server Roles? Windows server 2012 or Server 20167?

Will VMware Horizon Composer or Instant Clones or another method be used for virtual desktop
deployment?

What is the hypervisor for the solution?

What is the storage configuration in the existing environment?

Are there sufficient IOPS available for the write-intensive VDI workload?

Will there be storage dedicated and tuned for VDI service?

Is there a voice component to the desktop?

Is anti-virus a part of the image?

What is the SQL server version for database? SQL server 2012 or 2016?

Is user profile management (for example, non-roaming profile based) part of the solution?
What is the fault tolerance, failover, disaster recovery plan?

Are there additional desktop sub-group specific questions?

Hypervisor Selection

VMware vSphere has been identified the hypervisor for both RDS Hosted Sessions and VDI based desktops:

VMware vSphere: VMware vSphere comprises the management infrastructure or virtual center server
software and the hypervisor software that virtualizes the hardware resources on the servers. It offers
features like Distributed Resource Scheduler, vMotion, high availability, Storage vMotion, VMFS, and a
multi-pathing storage layer. More information on vSphere can be obtained at the VMware web site:
http://www.vmware.com/products/datacentervirtualization/vsphere/overview.html.

# For this CVD, the hypervisor used was VMware ESXi 6.5 Update 1.

# Server OS and Desktop OS Machines configured in this CVD to support Remote Desktop Server

Hosted (RDSH) shared sessions and Hosted Virtual Desktops (both non-persistent and persistent).
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Designing a VMware Horizon Environment for a Mixed Workload

With VMware Horizon 7 the method you choose to provide applications or desktops to users depends on the
types of applications and desktops you are hosting and available system resources, as well as the types of
users and user experience you want to provide.

Table 6 Designing a VMware Horizon Environment

You want: Inexpensive server-based delivery to minimize the cost
of delivering applications to a large number of users, while provid-

Server OS machines
ing a secure, high-definition user experience.

Your users: Perform well-defined tasks and do not require person-
alization or offline access to applications. Users may include task
workers such as call center operators and retail workers, or users
that share workstations.

Application types: Any application.

You want: A client-based application delivery solution that is se-
cure, provides centralized management, and supports a large num-

Desktop OS machines

ber of users per host server (or hypervisor), while providing users
with applications that display seamlessly in high-definition.

Your users: Are internal, external contractors, third-party collabo-
rators, and other provisional team members. Users do not require
off-line access to hosted applications.

Application types: Applications that might not work well with other
applications or might interact with the operating system, such as
.NET framework. These types of applications are ideal for hosting
on virtual machines.

Applications running on older operating systems such as Windows
XP or Windows Vista, and older architectures, such as 32-bit or 16-
bit. By isolating each application on its own virtual machine, if one
machine fails, it does not impact other users.

You want: Employees with secure remote access to a physical
computer without using a VPN. For example, the user may be ac-
cessing their physical desktop PC from home or through a public

Remote PC Access

WIFI hotspot. Depending upon the location, you may want to restrict
the ability to print or copy and paste outside of the desktop. This
method enables BYO device support without migrating desktop im-
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ages into the datacenter.

Your users: Employees or contractors that have the option to work
from home, but need access to specific software or data on their
corporate desktops to perform their jobs remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office
computer and display seamlessly in high definition on the remote
user's device.

For the Cisco Validated Design described in this document, a mix of Remote Desktop Server Hosted
sessions (RDSH) using RDS based Server OS and VMware Horizon pooled Linked Clone Virtual Machine
Desktops using VDI based desktop OS machines were configured and tested.

The mix consisted of a combination of both use cases. The following sections discuss design decisions
relative to the VMware Horizon deployment, including the CVD test environment.
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Products Deployed

The architecture deployed is highly modular. While each customer’s environment might vary in its exact
configuration, the reference architecture contained in this document once built, can easily be scaled as
requirements and demands change. This includes scaling both up (adding additional resources within a
Cisco UCS Domain) and out (adding additional Cisco UCS Domains and NetApp AFF A300 storage arrays).

The FlexPod Datacenter solution includes Cisco networking, Cisco UCS and NetApp AFF A300 storage,
which efficiently fit into a single data center rack, including the access layer network switches.

This CVD document details the deployment of 5000 users for a mixed VMware Horizon desktop workload
featuring the following software:

This validated design document details the deployment of the multiple configurations extending to 5000
users for a mixed Horizon workload featuring the following software:

VMware vSphere ESXi 6.5 Update 1 Hypervisor
Microsoft SQL Server 2016

VMware Horizon 7 Shared Remote Desktop Server Hosted Sessions (RDSH) on NetApp AFF A300 FC
storage

VMware Horizon 7 Non-Persistent Virtual Desktops (VDI) on NetApp AFF A300 on FC storage
VMware Horizon 7 Persistent Virtual Desktops (VDI) on NetApp AFF A300 on FC storage
VMware Horizon 7 Connection Server and Additional Replica Servers

VMware Horizon 7 Composer Server

Microsoft Windows Server 2016 for Infrastructure

Microsoft Windows Server 2016 for RDS Server Roles Configuration

Windows 10 64-bit virtual machine Operating Systems for Non- Persistent and Persistent virtual
machine users

Figure 20 details the physical hardware and cabling deployed to enable this solution.
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Figure 20 Virtual Desktop Workload Architecture for the 5000 seat on VMware Horizon 7 on FlexPod
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Hardware Deployed

The solution contains the following hardware as shown in Figure 20:
e Two Cisco Nexus 9372PX Layer 2 Access Switches
e Two Cisco MDS 9148S 16Gb Fibre Channel Switches
e Four Cisco UCS 5108 Blade Server Chassis with two Cisco UCS-IOM-2304 |10 Modules

e Two Cisco UCS B200 M4 Blade servers with Intel Xeon E5-2660v3 2.60-GHz 10-core processors,

128GB 2133MHz RAM, and one Cisco VIC1340 mezzanine card for the hosted infrastructure,
providing N+1 server fault tolerance
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e Seven Cisco UCS B200 M5 Blade Servers with Intel Xeon Gold 6140 2.30-GHz 18-core processors,
768GB 2666MHz RAM, and one Cisco VIC1340 mezzanine card for the VMware Horizon Remote
Desktop Server Hosted Sessions workload, providing N+1 server fault tolerance at the workload
cluster level

¢ Nine Cisco UCS B200 M5 Blade Servers with Intel Xeon Gold 6140 2.30-GHz 18-core processors,
768GB 2666MHz RAM, and one Cisco VIC1340 mezzanine card for the VMware Horizon Instant Clones
VDI desktops workload, providing N+1 server fault tolerance at the workload cluster level

¢ Nine Cisco UCS B200 M5 Blade Servers with Intel Xeon Gold 6140 2.30-GHz 18-core processors,
768GB 2666MHz RAM, and one Cisco VIC1340 mezzanine card for the VMware Horizon Full Clones
VDI desktops workload, providing N+1 server fault tolerance at the workload cluster level

e NetApp AFF A300 Storage System with dual redundant controllers, 1x DS224C disk shelf, and 24x 3.8
TB solid-state drives.

Table 7 lists the software and firmware version used in the study.

Table 7 Software and Firmware Versions used

Vendor Product / Component Version / Build / Code
Cisco UCS Component Firmware 3.2(1b) bundle release
Cisco UCS Manager 3.2(1b) bundle release
Cisco UCS B200 M4 Blades 3.2(1b) bundle release
Cisco VIC 1340 4.1(1d)

VMware VMware Horizon 7.3.1

VMware VMware Composer Server 7.3.1

VMware vCenter Server Appliance 6.5.0.Build 5973321
VMware vSphere ESXi 6.5 Update 1 6.5.0. Build 5705665
NetApp AFF A300 9.1

Logical Architecture

The logical architecture of this solution is designed to support up to 5000 users within four Cisco UCS 5108
Blade server chassis containing 27 blades, which provides physical redundancy for the blade servers for
each workload type.

Figure 21 outlines the logical architecture of the test environment, including the Login VSI session launcher
self-contained end user experience benchmarking platform.
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Figure 21 Logical Architecture Overview
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‘& This document is intended to allow you to fully configure your environment. In this process, various
steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes,
as well as to record appropriate MAC addresses.

Figure 22 identifies the server roles in the 27 server deployment to support the 5000 seat workload. We also
break out the infrastructure virtual machine fault tolerant design.

60



Solution Hardware and Software

Figure 22 Server, Location, and Purpose
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Table 8 lists the virtual machine deployments on the hardware platform.

Table 8 Virtual Machine Deployment Architecture

Server Name Location

Purpose

Cl-Blade 8 Physical - Chassis 1, 2

C2-Blade 8

ESXi 6.5 Hosts Infrastructure
VMs Windows 2016, vCenter
Server Appliance, VMware
Horizon Connection Servers,
Horizon Replica Servers,
Horizon Composer Server,
Active Directory Domain
Controllers, SQL Server and Key
Management Server.

C1-Bladel-6 Physical - Chassis 1, 2

C2-Blade 6

ESXi 6.5 Hosts 72x VMware
Horizon Server 2016 RDSH
Server VMs (1680 RDS Server
Sessions)

C2-Bladel-5 Physical - Chassis 2,3, 4
C3-Bladel-7

C4-Bladel-6

ESXi 6.5 Hosts 3320x VMware
Horizon VDI (2 Pools consist of
Non-Persistent and Persistent
virtual machines) VMs

‘ﬁ Chassis-1/2/3, Slot 7 and Chassis-4 Slot 7 and 8 are not being used.
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VLANs

The VLAN configuration recommended for the environment includes a total of seven VLANs as outlined in

Table 9 .

Table 9 VLANSs Configured in this Study

VLAN Name VLAN ID VLAN Purpose

Default 1 Native VLAN

In-Band-Mgmt. 60 VLAN for in-band management interfaces

Infra-Mgmt. 61 VLAN for Virtual Infrastructure

NFS 62 VLAN NFS Traffic

CIFS 63 VLAN for CIFS Share User Profile

vMotion 66 VLAN for VMware vMotion

VDI 102 VLAN for VDI Traffic

OB-Mgmt. 164 VLAN for out-of-band management interfaces
VSANS

Two virtual SANs for communications and fault tolerance were used in this design.

Table 10 VASNSs Configured in this Study

VSAN Name VSAN Purpose ID Used in Validating
this Document

VSAN 1 VSAN for primary SAN communication 400

VSAN 2 VSAN for secondary SAN communication 401

VMware Clusters

The following four VMware Clusters were used in one vCenter data center to support the solution and testing

environment:

e VDI Cluster: NetApp AFF A300 storage with Cisco UCS

— Infrastructure Cluster: Infra VMs (vCenter Appliance, Active Directory (2), DNS, DHCP, VMware
Horizon Connection Servers, VMware Horizon Replica Servers, VMware Horizon Composer Server,

Microsoft SQL Server.

— RDSH: VMware Horizon RDSH (Remote Desktop Server Hosted) VMs (Windows Server 2016 RDS

Roles) provisioned with VMware View Composer.
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— VDI Non-Persistent: VMware Horizon VDI VMs (Windows 10 64-bit Non-Persistent Instant Clones
virtual desktops provisioned.

— VDI Persistent: VMware Horizon VDI VMs (Windows 10 64-bit persistent virtual desktops
provisioned with VMware Horizon Composer.

e VS| Launchers Cluster

— Launcher Cluster: Login VSI Cluster (The Login VSI launcher infrastructure was connected using the
same set of switches and vCenter instance, but was hosted on separate local storage and servers)

Figure 23 VMware vSphere Clusters on vSphere Web GUI
[T 2 = =) [h VDI-DC ACTIONS v

[ veenter&Svdilab.local Summary Monitor Parmissions
[l wDl-DC
Hosts: 7
[ Infra
- Wirtual Machines: 1735
RDSH Clusters: B
VDI-CLSTR Netw orlos: 1
WDI-CLSTRI Datastores: 40

Solution Configuration

This section details the configuration and tuning that was performed on the individual components to
produce a complete, validated solution. Figure 24 illustrates the configuration topology for this solution.
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Configuration Topology for Scalable VMware Horizon Mixed Workload

Component Layers

Fabric / Switching
2 Cisco Nexus 9372PX Switches
2 Cisco UCS 6332-16UP Fabric
Interconnects

2 Cisco MDS 9148S 16GB Fibre
Channel Switches

Compute
1 Cisco UCS 5108 Blade Chassis

2 Cisco 2304 10 Modules
Upto 8 B200 M5 Blade Servers

Storage
1 NetApp AFF A300 Storage
System
2 Storage Controllers HA
1 Disk shelf (DS224C): 24 x 3.8 TB
Capacity: 65 TB (Usable
Capacity)

Figure 24 above captures the architectural diagram for the purpose of this study. The architecture is divided
into three distinct layers:

e Cisco UCS Compute Platform
e Network Access layer and LAN

e Storage Access to the AFF A300 array

Solution Cabling

The following sections detail the physical connectivity configuration of the FlexPod 5000 seat VMware
Horizon 7 environment.

The information in this section is provided as a reference for cabling the physical equipment in this Cisco
Validated Design environment. To simplify cabling requirements, the tables include both local and remote
device and port locations.

The tables in this section contain the details for the prescribed and supported configuration of the AFF A300
to the Cisco 6332-16UP Fabric Interconnects via Cisco MDS 9148S FC switches.
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# This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps.

# Be sure to follow the cabling directions in this section. Failure to do so will result in necessary changes
to the deployment procedures that follow because specific port locations are mentioned.

Figure 25 illustrates a cabling diagram for a VMware Horizon configuration using the Cisco Nexus 9000,
Cisco MDS 9100 Series, and NetApp AFF A300 array.
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Figure 25 FlexPod 5000 Seat Cabling Diagram
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Cisco Nexus Switch Cabling Details

Table 11

Cisco Nexus 9372-A Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Eth1/51 40GbE Cisco UCS fabric Eth1/35
interconnect A
Eth1/52 40GbE Cisco UCS fabric Eth1/36
interconnect B
Eth1/49 40GbE Cisco Nexus 9372 B Eth1/49

66



Solution Hardware and Software

Local Device Local Port Connection Remote Device Remote Port
Eth1/50 40GbE Cisco Nexus 9372 B Eth1/50
MGMTO GbE GbE management switch Any

# For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).

Table 12  Cisco Nexus 9372-B Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco Nexus 9372 B Eth1/51 40GbE Cisco UCS fabric Eth1/35
interconnect A

Eth1/52 40GbE Cisco UCS fabric Eth1/36
interconnect B

Eth1/49 40GbE Cisco Nexus 9372 A Eth1/49
Eth1/50 40GbE Cisco Nexus 9372 A Eth1/50
MGMTO GbE GbE management switch Any

Cisco UCS 6332-16UPUP Fabric Interconnect Cabling

Table 13 Cisco UCS Fabric Interconnect A Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco UCS fabric Eth1/35 40GDbE Cisco Nexus 9372 A Eth1/51
interconnect A
Eth1/36 40GDbE Cisco Nexus 9372 B Eth1/52
Eth1/17-1/18 40GDbE UCS 5108 Blade Chassis IOM 1-2

IOM-A, Chassis 1

Eth1/19-1/20 40GbE UCS 5108 Blade Chassis IOM 1-2
IOM-A, Chassis 2

Eth1/21-1/22 40GDbE UCS 5108 Blade Chassis IOM 1-2
IOM-A, Chassis 3

Eth 1/23-/24 40GDbE UCS 5108 Blade Chassis IOM 1-2
IOM-A, Chassis 4

MGMTO GbE GbE management switch Any
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Local Device Local Port Connection Remote Device Remote Port

L1 GbE Cisco UCS fabric L1
interconnect B

L2 GbE Cisco UCS fabric L2
interconnect B

FC 1/1 16Gb FC Cisco MDS 9148S-A FC 1/43

FC 1/2 16Gb FC Cisco MDS 9148S-A FC 1/44

FC 1/3 16Gb FC Cisco MDS 9148S-A FC 1/45

FC 1/4 16Gb FC Cisco MDS 9148S-A FC 1/46

Table 14 Cisco UCS

Fabric Interconnect B Cabling

Information

Local Device Local Port Connection Remote Device Remote Port
Cisco UCS fabric Eth1/35 40GbE Cisco Nexus 9372 A Eth1/51
interconnect B
Eth1/36 40GbE Cisco Nexus 9372 B Eth1/52
Eth1/17-1/18 40GbE UCS 5108 Blade Chassis IOM 1-2
IOM-B, Chassis 1
Eth1/19-1/20 40GbE UCS 5108 Blade Chassis IOM 1-2
IOM-B, Chassis 2
Eth1/21-1/22 40GbE UCS 5108 Blade Chassis IOM 1-2
|IOM-B, Chassis 3
Eth 1/23-1/24 40GbE UCS 5108 Blade Chassis IOM 1-2
|IOM-B, Chassis 4
L1 GbE Cisco UCS fabric L1
interconnect B
L2 GbE Cisco UCS fabric L2
interconnect B
FC 1/1 16Gb FC Cisco MDS 9148S-B FC 1/43
FC1/2 16Gb FC Cisco MDS 9148S-B FC 1/44
FC 1/3 16Gb FC Cisco MDS 9148S-B FC 1/45
FC 1/4 16Gb FC Cisco MDS 9148S-B FC 1/46
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Figure 26 Cable connectivity between Cisco UCS 6332-16UP Fabric Interconnects and Cisco Nexus
9372PX Switches

Cisco Nexus Switch
9372PX -B

vy |; TR un m
: H

ETr

Cisco UCS 6332-16UP Fabric ‘ Cisco UCS 6332-16UP Fabric ‘
Interconnect -A Interconnect -B

Cisco MDS 9148S Cabling

Figure 26 illustrates the cable connectivity between the Cisco MDS 9148S and the Cisco 6332 Fabric
Interconnects and the AFF A300 storage.

ﬁ We used four 16Gb FC connections from each Fabric Interconnect to each MDS switch and utilized two
16Gb FC connections from the AFF A300 storage controller to each MDS switch.

Table 15 Cisco MDS 9148S A Cabling

Local Device Local Port Connection Remote Device Remote
Port

Cisco MDS 9148S-A fcl/37 16Gb FC AFF A300-01 Port Og

fcl/38 16Gb FC AFF A300-02 Port Og

fc1/43 16Gb FC Cisco 6332-16UP Fabric Fc 1/1

Interconnect-A

fcl/44 16Gb FC Cisco 6332-16UP Fabric Fc 1/2
Interconnect-A

fc1/45 16Gb FC Cisco 6332-16UP Fabric Fc 1/3
Interconnect-A

fcl1/46 16Gb FC Cisco 6332-16UP Fabric Fc 1/4
Interconnect-A

Table 16 Cisco MDS 9148S B Cabling

Local Device Local Port Connection Remote Device Remote
Port
Cisco MDS 9148S-B fcl1/37 16Gb FC AFF A300-01 Port Oh
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Local Device Local Port Connection Remote Device Remote
Port
fcl1/38 16Gb FC AFF A300-02 Port Oh
fc1/43 16Gb FC Cisco 6332-16UPUP Fabric Fc 2/1

Interconnect-B

fcl/44 16Gb FC Cisco 6332-16UPUP Fabric Fc 2/2
Interconnect-B

fcl/45 16Gb FC Cisco 6332-16UPUP Fabric Fc 2/3
Interconnect-B

fcl/46 16Gb FC Cisco 6332-16UPUP Fabric Fc 3/4
Interconnect-B

AFF A300 to MDS SAN Fabric Connectivity

Figure 27 illustrates the NetApp AFF- MDS A and B Switches using VSAN 400 for Fabric A and VSAN 401
Configured for Fabric B.
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Figure 27 AFF A300 storage connectivity to Cisco MDS FC Switches
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Figure 28 Fibre Channel Cable Connectivity from AFF A300 to Cisco MDS 9148S to Cisco 6332-16UP
Fabric Interconnects
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Cisco Unified Computing System Base Configuration

This section details the Cisco UCS configuration that was done as part of the infrastructure build out. The
racking, power, and installation of the chassis are described in the Installation guide (see
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www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-guides-
list.html) and it is beyond the scope of this document.

For more information about each step, refer to the following documents: Cisco UCS Manager Configuration
Guides - GUI and Command Line Interface (CLI) Cisco UCS Manager - Configuration Guides - Cisco

Cisco UCS Manager Software Version 3.2(1d)

This document assumes the use of Cisco UCS Manager Software version 3.2(1d). To upgrade the Cisco
UCS Manager software and the Cisco UCS 6332-16UP Fabric Interconnect software to a higher version of
the firmware,) refer to Cisco UCS Manager Install and Upgrade Guides.

Configure Fabric Interconnects at Console

To configure the fabric interconnect, complete the following steps:

1. Connect a console cable to the console port on what will become the primary fabric interconnect.

2. If the fabric interconnects was previously deployed and you want to erase it to redeploy, follow these
steps:
a. Login with the existing user name and password
b. Enter: connect local-mgmt
c. Enter: erase config
d. Enter: yes to confirm

3. After the fabric interconnect restarts, the out-of-box first time installation prompt appears, type “con-
sole” and press Enter.

& 10.29.164.2 - PulTY N

4. Type “setup” at the setup/restore prompt, then press Enter.

5. Type “y” then press Enter to confirm the setup.
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7. Enter and confirm the password and enter switch Fabric A.

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? se
up

You have chosen to setup a new Fabric interconnect. Continue? (y/n): y
Enforce strong password? (y/n) [yl: n

Enter the password for "admin":
Confirm the password for "a

Is this Fabric terconnect part of a cluster(select 'no' for standalone)? (ye
s/no) [n]: yes

Enter the switch fabric (A/B) []: A

8. Complete the setup dialog questions.

s/no) [n]: yes
Enter the switch fabric (A/B) []1: A
Enter the system name: UCS-VSAN
Physical Switch Mgmt0 IP address : 10.29.132.8
Physical Switch Mgmt0 IPv4 netmask : 255.255.255.0
IPv4 address of the default gateway : 10.29.132.1
Cluster IPv4 address : 19.29.132.10

VIP 19.29.132.10 and Mgmt IP 10.29.132.8 are not in same subnet;
Please re-enter IPs.

Cluster IPv4 address : 10.25.132.10
configure the DNS Server IP address? (yes/nc) [n]l: n

configure the default domain name? (yes/no) [n]l: n

Join centralized management environment (UCS Central)? (yes/no) [n]:

9. Review the selections and type “yes”.
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Following configurations will be applied:

Switch Fabric=A

System Name=UCS-VSAN

Enforced Strong Password=no

Physical Switch MgmtO IP Address=10.29.132.8
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=10.29.132.1

Ipvé value=0

Cluster Enabled=yes

Cluster IP Address=10.29.132.10

NOTE: Cluster IP will be configured only after both Fabric Interconnects are
initialized

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/n
o) : yesl

10. Console onto second fabric interconnect, select console as the configuration method and provide the
following inputs.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric
interconnect will be added to the cluster. Continue (y/n) ? v

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect Mgmt0 IPv4 Address: 10.29.132.9
Peer Fabric interconnect Mgmt0 IPv4 Netmask: 255.255.255.0
Clustexr IPv4 address :10.29.132.10

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect Mg
Imt0 IPv4 Address

Base Cisco UCS System Configuration

To configure the Cisco Unified Computing System, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS 6332-16UP Fabric Interconnect cluster address.
2. Click the Launch UCS Manager link to download the Cisco UCS Manager software.

3. If prompted to accept security certificates, accept as necessary.
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4. When prompted, enter admin as the user name and enter the administrative password.

5. Tolog in to Cisco UCS Manager, click Login.

Set Fabric Interconnects to Fibre Channel End Host Mode

To set the Fabric Interconnects to the Fibre Channel End Host Mode, complete the following steps:

1. On the Equipment tab, expand the Fabric Interconnects node and click Fabric Interconnect A.
2. On the General tab in the Actions pane, click Set FC End Host mode.

3. Follow the dialogs to complete the change.

csco UCS Manager

= Aldl - Equipment / Fabric Interconnects / Fabric Interconnect A (sult
E ~ Eguipment General Physical Ports Fans PSUs Physical C
» Chassis
» Back-Mount Fault Summary
ﬁ ack-N s
+ Fabric Interconnects ® e O
==._ Fabric Interconnect A (subordinate) (vE:l o 1 o Q
» Fans
= » Fixed Moduls Status
— » PSUs Cwerall Status : 4 Operable
F—3
- « Fabric Interconnect B (primary) Thermal ©or OK
Ethernet Mode : End Host
p— » Fans
= FC Mode . End Host
¥ Fixed Moduls Admin Evac Mode - Off
JQ » Ethernet Ports Cper Evac Maode - Off
+ FC Ports .
Actions

£ Pl a1

ﬁ Both Fabric Interconnects automatically reboot sequentially when you confirm you want to operate in
this mode.

Configure Fibre Channel Uplink Ports

To configure the Fibre Channel Uplink Ports, complete the following steps:

1. After the restarts are complete, from the General tab, Actions pane, click Configure Unified ports.

2. Click Yes to confirm in the pop-up window.
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arlvanfu, —
cisco UCsS M

Al - Eguipment ; Fabric Interconnects / Fabric Intercs

~ Equiprment General Physical Ports Fans= PSSl

E
v Chassis
»  Rack-Mounts Fault Summary
= Fabric Interconnects ® e G
[u] [m] [m] (]
*» Expansion RModule 1
» Fans
< | m >
» Fixed Module
Status
» PSUs
» Fabric Interconnect B [(subordinate) Chrerall Status : 4 Operable
Thermal o4 OK
Ethernet hMode : End Host
FC hMode : End Host
Adrmin Evac Mode @ OFF
Ciper Evac Mode . OFF
< | m >
Actions

Configure Evacuation

Configure Unified Fort=s h

3. Click Configure Expansion Module Ports.

- Configure Unified Ports [ <]

Unified Computing System Manager

Configure Fixed Module Ports

)

The position of the slider determines the typs of the ports.

Instructions
’V All the parts to the left of the slider are Ethernet parts (Blus), whils the ports ta the right are Fibre Channel ports (Purple).

Port Transpork If Role or Port Channel Membership Desired IF Role
Fort 1 =ther Server |
Faort 2 ether Server
Port 3 ether Server
Fort 4 ether Server
Faort 5 ether Server
Fort & ether Server
Port 7 ether Server
Fort 5 ether Server
Faort @ ether Server
Fort 10 ether Server
Port 11 ether Server
Fort 12 ether Server
Fort 13 ether Unconfigured
Port 1< ether Unconfigured
S e oo iid]

2 Up @l Admin Down [l Fail | Link Down

Configure Fived Module Ports || Canfigure Expansion Madule Ports | Finish | cancel |

4. Move the slider to the left.

Ports to the right of the slider will become FC ports. For our study, we configured the last four ports on the
Expansion Module as FC ports.
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= Configure Unified Ports b

Unified Computing System Manager

Configure Expansion Module Ports

Ucs E16UP

FC Ports

- Instructions
The pasition of the slider determines the type of the paorts,
All the ports bo the left of the slider are Ethernet ports (Blue), while the ports ko the right are Fibre Channel ports (Purple).
Port Transport If Role or Port Channel Membership Desired IF Role
Paort 1 =ther Unconfigured =
Port 2 ether Unconfigured
Port 3 ether Unconfigured
Port 4 ether Unconfigured
Fort 5 ether Uniconfigured
Fort 6 ether Unconfigured

5. Click Finish, then click Yes to confirm. This action will cause a reboot of the Expansion Module.

~ Configure Unified Ports

Unified Computing System Manager

Configure Expansion Wodule Ports 7

||Configure Unified Ports

Applying this configuration will cause the immediate reboot of Fabric Interconnect and/or Expansion Moduls(s),
because changes ko the Fixed module require a rebook of the Fabric Interconnect and changes on an Expansion Module require a reboot of that module.
Are you sure you wank to apply the changes?

—

Insky
’7 The position of the slider determines the type of the ports,

All the ports to the left of the slider are Ethernet ports (Bluel, while the ports to the right are Fibre Channel ports (Purple).

Porkt Transporkt If Role or Port Channel Membership Desired IF Role
Port 1 sther Unconfigured -|
Fort = sther Unconfigured
Pork 3 ether Unconfigured
Fort 4 sther Unconfigured
Pork S ether Unconfigured
Fort & sther Unconfigured
Pork 7 ether Unconfigured
Port & ether Unconfigured
FC Port 9 Fc FC Uplink [Ethernet Uplink =1
L Up B Admin Down Bl Fail | Link Down ‘
Configure Fixed Module Pores | [ confiaure Eepansion Module ports || Finish | cancel |

After the expansion module reboot, your FC Ports configuration should look like the screenshot below:

-

Juif it / Fabric Int ts / Fabric Interconnect A (sub... / Fixed Module / FC Ports

FC Ports

Y, Advanced Filter 4 Export % Print | Al [ | Unconfigured [, | Network |[,,|Storage |,,|Monitor

Slot Port ID WWPN If Role If Type Overall Status Admin State
1 1 20:01 Physical t up
1 2 20 Physical t up 1+
1 3 Physical + up * Enabled
1 4 Physica t up * Enabled

6. Repeat this procedure for Fabric Interconnect B.
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Equif 1t / Fabric Ir | Fabric Interconnect B (pri... / Fixed Module / FC Ports

FC Ports

Yo Advanced Filter 4 Export  # Print | Al || Unconfigured || Network |\|Storage || Monitor

Slot Port ID WWPN If Role If Type Overall Status Admin State
1 1 20:01:00:DE:FB:92:0C:80  Netw Physical 1y 1 Enabled
1 2 20:02:00:DE:FB:92:0C:80 Ne Physical 1+ Up 4+ Enabled

1 3 20:03 E:FB:92:0C:80

4 Up 1 Enabled

):DE:FB:92:0C:80

1 4 20:04:00 Physical T up * Enabled

7. Insert Cisco SFP 16 Gbps FC (DS-SFP-FC16-SW) modules into ports 1 through 4 on both Fabric Inter-
connects and cable as prescribed later in this document.

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis.
To modify the chassis discovery policy, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment node and select Equipment in the list
on the left.

2. In the right pane, click the Policies tab.
3. Under Global Policies, set the Chassis/FEX Discovery Policy to 2-link.

4. Set the Link Grouping Preference to Port Channel.

asco. UCS Manager

Al Equipment
T M auie
g Equipment Main Topology View  Fabric Interconnects Servers  Therma Decommissioned Firmware Managsment Policies
> Chassis Global Policies Autocanfig Palicies Server Inheritance Policies Server Discovery Policies SEL Palicy Power Groups
EL » Rack-Mounts
v Fabric Interconnects Chassis/FEX Discovery Policy
i 3 » Fabric Interconnect A (subordinats) (5 Action - [z Lk -
» Fabric Interconnect B (primary) Link Grouping Preference  : [(®) Mone () Port Channel
=1 ~ Policies
Backplane Speed Preference = [(#) 406 () 4x10G
- Port Auto-Discovery Policy
=

Rack Server Discovery Policy

Action : |[(@) Immediate User Acknowledged

m

Scrub Policy <not set> w

.o

Rack Management Connection Policy

Action ®) Auto Acknowledged User Acknowledged

Power Policy

Redundancy : |(e) Mon Redundant N+ Grrid

MAC Address Table Aging

Aging Time Never (' Mode Default () other

Global Power Allocation Policy

Allocation Method : Manual Blade Level Cap () Policy Driven Chassis Group Cap

Firmware Auto Sync Server Policy

Sync State : [®) No Actions () User Acknowledge
Global Power Profiling Policy Info Policy
Profile Power = [ Action : [(®) Disabled (_ Enabled
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5. Click Save Changes.

6. Click OK.

Acknowledge Cisco UCS Chassis

To acknowledge all Cisco UCS chassis, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.

REX X

EnBUES Manager

atus: 4 Operable

» Policies (# Status Details

Product Name : Cisco UCS 5108

Vendor Cisco Systems Inc PID N20-C6508
uppression Task Properties Revision 0 Serial FOX1818GRAN
Locator LED J Server SIOC Connectivity Status

User Label

4. Click Yes and then click OK to complete acknowledging the chassis.

5. Repeat for each of the remaining chassis.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP server, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Admin tab.

2. Select All > Timezone Management.

3. In the Properties pane, select the appropriate time zone in the Timezone menu.
4. Click Save Changes and then click OK.

5. Click Add NTP Server.

79



Solution Hardware and Software

‘dedl ucs Manager

.I.%.I. Al - All / Time Zone Management
E w Al Time Zone Management
» Faults, Events and Audit Log + _ 4+ Export = Print
ﬁ » User Management
» Key Management
==__ » Communication Management
» Stats Management

Timezone

6. Enter the NTP server IP address and click OK.

7. Click OK.

Enable Server and Ethernet Uplink Ports

To enable server and uplink ports, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.
3. Expand Ethernet Ports.

4. Select ports 17 through 24 that are connected to the Cisco 10 Modules of the four B-Series 5108 Chas-
sis, right-click them, and select Configure as Server Port.

5. Click Yes to confirm uplink ports and click OK.

6. In the left pane, navigate to Fabric Interconnect A. In the right pane, navigate to the Physical Ports tab >
Ethernet Ports tab. Confirm that ports have been configured correctly in the in the Role column.

Equi 1t / Fabric | ts / Fabric Interconnect A (sub... / Fixed Module / Ethernet Ports

quip

Ethernet Ports

Y, Advanced Filter 4 Export & Print | Al [ | Unconfigured || Network |, |Server [,z|FCoE Uplink || Unified Uplink |,/ Appliance Storage |,s|FCoE Storage || Unified Storage »

Slot Aggr. Port ID Port ID MAC If Role If Type Qverall Status Admin State
1 0 17 00:DE:FB:90:A0:D4 Server Physica tup 1 Enabled
1 0 18 00:DE:FB:90:A0:D8 Server Physica b Up 1 Enabled
1 0 19 00:DEFB:90:A0:DC Server Physica t up 1 Enabled
1 0 20 00:DE:FB:90:A0:E0 Server Physical tup * Enabled
1 0 21 00:DE:FB:90:A0:E4 Server Physica tup 1 Enabled
1 0 22 00:DE:FB:90:A0:E8 Server Physica b Up 1 Enabled
1 0 23 00:DE:FB:90:/ Server Physica tup 1 Enabled
1 0 24 00:DE:FB:90:A0:FO Server Physical tup * Enabled

7. Repeat the above steps for Fabric Interconnect B. The screenshot below shows the server ports for Fab-
ric B.
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Equipment / Fabric Interconnects / Fabric Interconnect B (pri... / Fixed Module / Ethernet Ports

Ethernet Ports

Export Print | Al || Unconfigured |,z Network | z|Server || FCoE Uplink || Unified Uplink |, z| Appliance Storage |.z|FCoE Storage || Unified Storage »

Slot Aggr. Port ID Port ID MAC f Role f Type Overall Status Admin State

To configure network ports used to uplink the Fabric Interconnects to the Cisco Nexus 9172PX switches,
complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.

2. Select Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.
3. Expand Ethernet Ports.
4. Select ports 35 through 36 that are connected to the Nexus 9372PX switches, right-click them, and se-

lect Configure as Network Port.

5. Click Yes to confirm ports and click OK.

6. In the left pane, navigate to Fabric Interconnect A. In the right pane, navigate to the Physical Ports tab >
Ethernet Ports tab. Confirm that ports have been configured correctly in the in the Role column.
7. Verify the Ports connected to Cisco Nexus upstream switches are now configured as network ports.

8. Successful configuration should result in ports 35-36 configured as network ports as shown in the
screen shot below:

Equipment / Fabric Interconnects / Fabric Interconnect A (su... / Fixed Module / Ethernet Ports

Adv ar Export " Prnt v All s Unconfigured |, Network |, Server |, FCoE Uplink |/ Unifled Uplink |, Appliance Storage ./ FCoE Storage | | Unified Storage »
EFB A ~ P 2 tE =d
EFB e t te -

9. Repeat the above steps for Fabric Interconnect B. The screenshot shows the network uplink ports for
Fabric B.

Equipment / Fabric Interconnects | Fabric Interconnect B (pri... / Fixed Module / Ethernet Ports

et Ports

A Export o Prine o | A [ nconfigured  [or| Metwork  [or] Server | o] FOSE Uplink [ o] Unifed Uplink || Applance Sicrage | o FOOE Storege | o | Unifed Storeg »
DE-FB:92-0CE o t t Enable
E-FB:92 E e t tE ed
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Create Uplink Port Channels to Cisco Nexus 9372PX Switches

In this procedure, two port channels are created: one from Fabric A to both Cisco Nexus 9372PX switches

and one from Fabric B to both Cisco Nexus 9372PX switches.

To configure the necessary port channels in the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Under LAN > LAN Cloud, expand node Fabric A tree:
3. Right-click Port Channels.

4. Select Create Port Channel.

5. Enter 11 as the unique ID of the port channel.

6. Enter FI-A-Uplink as the name of the port channel.

7. Click Next.

Create Port Channel

Set Port Channel Marne 1D 11

Marne 1 FI-A-PORTUPLIMNE
Add Ports

8. Select ethernet ports 35-36 for the port channel.

9. Click Finish.

Eth Interface 1/36

All v LAN / LAN Cloud / Fabric A / Port Channels
- LAN Port Channels
- LAN Cloud 4+ = TYsAdvancedFiter 4 Export & Print
w Fabric A Name Fabric ID If Type If Role Transport Aggr. Port ID
w Port-Channel 11 PORTC... A Aggregation Network Ether
w Port-Channel 11 PORTCH-UP-N Eth Interface 1/35 A Physical Network Ether 0
Eth Interface 1/35 Eth Interface 1/36 A Physical Network Ether 0

Repeat steps 1-9 for Fabric Interconnect B, substituting 12 for the port channel number and FI-B-Uplink for

the name. The configuration should look like the screenshot below:

All v LAN / LAN Cloud / Fabric B / Port Channels

- LA Port Channels

* LAN Cloud

Eth Interface 1/35

Eth Interface 1/36
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Create Uplink Port Channels to Cisco MDS 9148S Switches

In this procedure, two port channels are created: One from Fabric A to Cisco MDS 9148S switch A and one
from Fabric B to Cisco MDS 9148S switch B.

To configure the necessary port channels in the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Under SAN > SAN Cloud, right-click Fabric A Create Resource Pools.

Create Required Shared Resource Pools
This section details how to create the MAC address, iSCSI IQN, iSCSI IP, UUID suffix and server pools.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root.

w

Right-click MAC Pools under the root organization.
4. Select Create MAC Pool to create the MAC address pool.

5. Enter MAC_Pool_A as the name for MAC pool.

©

Optional: Enter a description for the MAC pool.

Create MAC Pool

Define Mame and Description Mame o VDI-MAC-POOL-A

Description  : | VDI-MAC-POOL-A
Add MAC Addresses

Assignment Order : |\0: Default () Sequential |

7. Enter the seed MAC address and provide the number of MAC addresses to be provisioned.
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Create a Block of MAC Addresses ? X

First MAC Address: | o025 EBS 1F:00:00 | Size : 1 -

To ensure unigueness of MACs in the LAMN fabric, you are strongly encouraged to use the following
mAC prefo
00:256:B5 000000

<D -

8. Click OK, then click Finish.
9. In the confirmation message, click OK.

Create KVM IP Address Pool

An IP address pool on the out of band management network must be created to facilitate KVM access to
each compute node in the Cisco UCS domain.

To create the pool, complete the following steps:

1. Click the LAN tab in UCS Manager, expand the Pools node, expand the root node, right-click IP Pools,
then click Create IP Pool.

Create Block of IPv4 Addresses

From - oooo Size M x
Subnet Mask: |255.255.255.0 Default Gateway : 0.0.0.0
Prirmary DS ;. (0.0.0.0 Secondary DNS ;. (0.0.0.0

2. Provide a Name, choose Default or Sequential, and then click Next.

Create |IP Pool

Define Mame and Description Mame o ENM-POOL
Description o EAM-EXTIP-POOL
Add IPva Blocks . .
Assignment Order: |0 0 Default (e Sequential

3. Click the green + sign to add an IPv4 address block.
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Create Block of IPv4d Addresses

4. Complete the starting IP address, size, subnet mask, default gateway, primary and secondary DNS val-
ues for your network, then click OK.

5. Click Finish.

Create IP Pool 7 X

Define Name and Description + — YoAdvarced Fiker 4+ Export 4 Frimt

£

Marme Fram To Subnet Default Gatewsy Primary DNE Secondary DHNS

2dd IPud Blocks

[10.29.1964.7. 10.28.164.79 10.28.184.110 2552552550 1023 1841 10.10.61.30 10.10.61.31

Add IPw3 Blocks

) add Delste

«<» - @D -
6. Click OK.

Create WWPN Pools
To configure the necessary WWPN pools for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Pools > root.

3. Under WWPN Pools, right click WWPN Pools and select Create WWPN Pool.

4. Assign a name and optional description.
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Create WWPN Pool

Define Name and Description Name o | WWPN-vHEBA-POOL-A

Description o WWPEN-vHBA-POOL-A
Add WWN Blocks

Assignment Order : |(§} Default () Sequential

5. Assignment order can remain Default.
6. Click Next.

7. Click Add to add block of Ports.

Create WWWN Block

From : | 20:00:00:25:B5:00:00:00 | Size - | 23] =

To ensure uniqueness of WWWNs in the SAN fabric, you are strongly encouraged to use
the following WWM prefix:

20:00:00:25: b5 XXX KKK

8. Enter number of WWNNSs. For this study we had 32 WWNNSs.
9. Click Finish.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click UUID Suffix Pools.
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4. Select Create UUID Suffix Pool.

Create UUID Suffix Pool

Define Name and Description MName | UUID-POOL-VDI

Description | UUID-PCOL-VD| |
Add UUID Blocks - .

Prefix : |(g) Derived {1 other |

Assignment Order : |(§) Default () Sequential |

5. Enter UUID_Pool-VDI as the name of the UUID suffix pool.
6. Optional: Enter a description for the UUID suffix pool.

7. Keep the prefix at the derived option.

8. Click Next.

9. Click Add to add a block of UUIDs.

10. Create a starting point UUID seed for your environment.

11. Specify a size for the UUID block that is sufficient to support the available blade or server resources.

Create a Block of UUID Suffixes

From : | 0000-000000000001 | Size - | 59 s

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

& Consider creating unique server pools to achieve the granularity that is required in your environment.
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1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. Enter Infra_Pool as the name of the server pool.

6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the VMware management cluster and click >> to add them to
the Infra_Pool server pool.

9. Click Finish.
10. Click OK.

11. Create additional Server Pools for Horizon Linked Clone servers and Horizon RDSH servers

Create VLANS

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, complete the
following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

# In this procedure, eight unique VLANSs are created. Refer to Table 17 .

Table 17 VLANSs Created

VLAN Name | VLAN ID VLAN Purpose VNIC Assignment
Default 1 Native VLAN VNIC-Template-A
VNIC-Template-B
In-Band- 60 VLAN for in-band management interfaces VNIC-Template-A
Mgmt vNIC-Template-B
Infra-Mgmt 61 VLAN for Virtual Infrastructure vNIC-Template-A
vNIC-Template-B
NFS-Vian 62 VLAN for NFS Share VNIC-Template-A
VNIC-Template-B
CIFS-Vlan 63 VLAN-CIFS Share User Profiles VNIC-Template-A
VNIC-Template-B
vMotion 66 VLAN for VMware vMotion VNIC-Template-A
VNIC-Template-B
VDI 102 Virtual Desktop traffic vNIC-Template-A
VNIC-Template-B
OB-Mgmt 164 VLAN for out-of-band management interfaces VNIC-Template-A
VvNIC-Template-B
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2. Select LAN > LAN Cloud.

3. Right-click VLANSs.

4. Select Create VLANs

5. Enter MGMT as the name of the VLAN to be used for in-band management traffic.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter 60 as the ID of the management VLAN.

8. Keep the Sharing Type as None.

9. Click OK and then click OK again.

Create VLANs 7 X
WVLAN Mame/Prefix : | Management
Multicast Policy Name | <not set> - Create Multicast Policy

(®) Common/Global () Fabric A () Fabric B (_) Both Fabrics Configured Differently

“ou are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35,40-45" , " 23", " 23,34-45")

VLAN IDs : | 50 |

Sharing Type |0 Mone -::'-Primary -::'-Isolated -::'-Community |

10. Repeat the above steps to create all VLANs and configure the Default VLAN as native.

All . LAN / LAN Cloud / VLANs
VLANSs
v LAN
~ LAN Cloud Y, Advanced Filter 4 Export % Primt
» Fabric A Name D - Typs Transport  Native WLAN Sharing
» Fabric B VLAN default (1) Lan Ether Yes None
* QoS System Class VLAN In-Band-Mgmt (60) 50 Lan Ether No None
» LAN Pin Groups i .
VLAN Infra-Mgmt (61) 81 Lan Ether MNo MNone
» Threshold Policies
VLAN NFS-Vlan (62) 62 Lan Ether Mo Mone
» VLAN Groups
VLAN CIFS-Vlan (53) 53 Lan Ether No None
VLANs
VLAN vMotion (66) 66 Lan Ether No None
VLAN CIFS-Vian (63)
VLAN PVS-PXE (68) 68 Lan Ether No None
VLAN default (1)
VLAN VDI (102) 0z Lan Ether No None
VLAN In-Band-Mgmt (60)
VLAN OOB-Mgmt (164) 64 Lan Ether Mo Mone

VLAN Infra-Mgmt (61)

Create VSANs

To configure the necessary virtual storage area networks (VSANS) for the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
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‘& In this procedure, two VSANSs are created. When these VSANS are created, be sure to add them to the
port-channel uplink created earlier.

2. Select SAN > SAN Cloud.

3. Under Fabric A, right-click VSANSs.

4. Select Create VSANS.

5. Enter VSAN-400-A as the name of the VSAN to be used for in-band management traffic.
6. Select Fabric A for the scope of the VSAN.

7. Enter 400 as the ID of the VSAN.

8. Click OK, and then click OK again.

Create VSAN ?2 X

MName : | WSAN-400-A

FC Zoning Settings

FC Zoning : |(®) Disabled {_) Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

() Common/Global () Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating a global WSAN that maps to A WLAMN can be used to carry FCoE traffic and can be mapped to this
the same VSAN ID in all available fabrics. WSAN.

Enter the WVSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this WSAN.

VSANID: |400| FCoE VLAM : |1

9. Repeat the above steps on Fabric B with VSAN-401-B to create the VSANs necessary for this solution.

Create VSAN ? X

MName : | VSAN-401-B

FC Zoning Settings

FC Zoning : |(e) Disabled () Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

(@) Common/Global () Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating a global VSAN that maps to AWVLAN can be used to carry FCoE traffic and can be mapped to this
the same VSAN ID in all available fabrics. VSAN.

Enter the WSAN ID that maps to this WSAN. Enter the VLAN ID that maps to this VSAN.

VSAMID: | 401 FCoE VLAM : | 1

VSAN 400 and 401 are configured as shown below:
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SAMN [ SAN Cloud / VSANs

VSANs
+ =— TYrAdvanced Filter 4 Export s Print
Mame ID Fabric ID If Type - If Role Transport FCoE VLAN ID Operational State
 Fabric A
w VSANs
SAD -400-A (400 a e I etwo: Fc 4 MK
SAMN AN-401-B (4 4 B | etwo! Fc 4 OK

10. After configuring VSANSs both sides, go into the port-channel created earlier in the section ‘Create up-
links for MDS 9148S and add the respective VSANSs to their port channels. VSAN4O0O in this study is as-

signed to Fabric A and VSAN401 is assigned to Fabric B. (VSAN400 should only be on Fabric A and
VSANA401 on Fabric B).

SAN / SAN Cloud /

General Faults

Fault Summary

Fabric A [ VSANs / VSAN VSAN-400-A (400)

Events

Properties

®

o

Actions

< 1O

Q Q Q

Delets

SAN / SAN Cloud

Fault Summary

/ Fabric B

General Faults

/ VSANs /| VSAN VSAN-401-B (401)

Events

MName : VSAN-400-A
ID 400

Fabric ID A

Network Type San

If Type © Virtual

Locale : External
Transport Typs Fec

FCoE VLAMN ID 400

Operational State : OK

. Local
FC Zoning Settings

Owner

FC Zoning =) Disabled

Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Properties

®

o

Actions

(V] (O

o o o

Delete

MName VSAN-401-B
ID o 401

Fabric ID . B

Metwork Type . San

¥ Type Virtual

Locale External
Transport Type  : Fe

FCoE VLAN ID © | 401

Operational State : OK
Local
FC Zoning Settings

Owner

FC Zoning = Disabled Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch

11. Go to the Port-Channel for each Fabric and assign the VSAN appropriately.
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AN | SAN Cloud | Fabric A | Uplink FC Interfaces | FC Interface 1/1

General Faults Events
Actions Properties
o] o1 Slot ID 1
Disable Interface Fabric ID A
User Label
Port Type : Physical Network Type : San
Transport Type  : Fe Role Network
Locale : External Port sys/switch-A/slot-1/switch-fe/port-1

VSAN : |Fabric Ajvsan VSAN-4C ¥ Fill Pattern idle () Arbff

Negotiated Speed
Fabric Afvsan VSAN-400-A (400}

SAN / SAN Cloud / Fabric B / Uplink FC Interfaces / FC Interface 171

General Faults Events
Actions Properties
D 1 Slot ID 1
isable Interface Fabric ID B
User Label
Part Type Physical Network Type : San
Transport Type Fc Role . Network
Locale External Port : sysfswitch-Byslot-1/switch-fc/port-1

VSAN Fabric B/vsan VSAN-4C v Fill Pattern  : idle (@) Arbff

Negotiated Speed : 16gbps

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters,
host bus adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment,
complete the following steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root.

Right-click Host Firmware Packages.

Select Create Host Firmware Package.

Enter VM-Host as the name of the host firmware package.

Leave Simple selected.

Select the version 3.2(1d) for both the Blade Package

Click OK to create the host firmware package.
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Create Host Firmware Package

Mame : |HDST—FW—3.2(1-:1} |

Description : | UWVSM-HOST-FW-3.2(1d)PACKAGE
Howw would you like to configure the Host Firmmware Package?

e Simple Advanced

Blade Package : [3.2(1d)B v
Rack Package : |<not sei> v
Service Pack : |<not set> v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following

steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud > QoS System Class.

3. Inthe right pane, click the General tab.

4. On the Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes in the bottom of the window.

6. Click OK.

LAN / LAN Cloud / QoS System Class

General Events FSM

Actions Properties

Owner: Local

Priority Enabled CoS Packet Weight
Drop

Platinum 4 5 )

Gold e 4 e 9

Silver < 2 < a

Bronze 4 1 4 7

Best v Any v 5

Effort

Fibre 4 3 5

Channel

Weight
(56)

22

20

Create Network Control Policy for Cisco Discovery Protocol

MTU

9216

normal

norrnal

normal

9216

Multicast
Optimized

NIA

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports,
complete the following steps:
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1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable_CDP as the policy name.

6. For CDP, select the Enabled option.

7. Click OK to create the network control policy.

LAN | Policies |/ root /| Network Control Policies | Enable_CDP

General Events

Actions Properties

Delets MName - Enable_CDP

Show Policy Usage Description : | NetworkDiscovery-Policy
Owner . Local
CDRP : Disabled () Enabled

MAC Register Mode - |(e) Only Native Vian All Host Wlans

Action on Uplink Fail - |{e) Link Down Warning

MAC Security

Forge : |(e) Allow Deny
LLDP
Transmit : |(# Disabled Enabled

Receive : |ie) Disabled Enabled

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.

6. Change the power capping setting to No Cap.
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7. Click OK to create the power control policy.

Policies ! root / Power Control Policies /; No-Power-Cap

General Events

Actions Properties

Delete Marne : Mo-Power-Cap

Show Policy Usage Description : Power Cap Control Palicy
Charner Local
Fan Speed Policy @ | Any -

Power Capping

If wou choose cap, the server is allocated a certain a
highest pricrity. If vou choose no—cap, the server is

Cisco UCZS Manager only enforces power capping whe
run at full capacity regardless of their priority.

Cisco UCS System Configuration for Cisco UCS B-Series

Create Server BIOS Policy
To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter B200-M5-BIOS as the BIOS policy name.

6. Configure the remaining BIOS policies as follows and click Finish.

Create BIOS Policy

Name : | B20OM5-BIOS

Description : | B200OM5-BIOS-POLICIES

Reboot on BIOS Settings Change : ¥
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Servers | Policies / root [ BIOS Policies /| B200-M5

Main Advanced Boot Options Server Management Events

Actions

Delete

Show Policy Usage

Properties
MName . B200-Ms
Description o | B20OM5-BIOS-POLICIES
Owner . Local

Reboot on BIOS Settings Change : #

Y, Advanced Filter 4 Export /% Print

BIOS Tokens Settings
CDN Control Platform Default
Front panel lockout Platform Default
POST error pause Platform Default
Quiet Boot Platform Default
Resume on AC power loss Platform Default
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Server Management Events

Main Advanced Boot Options

Intel Directed 10 RAS Memory Serial Port UsE
T+ Advanced Filter 4 Export o Print
BIOS Tokens Settings
Altitude | Platform Default

CPU Hardware Power Management

Boot Performance Mode
CPU Performance

Core Multi Processing

DRAM Clock Throttling

Direct Cache Access

Energy Performance Tuning
Enhanced Intel SpeedStep Tech
Execute Disable Bit
Frequency Floor Override
Intel HyperThreading Tech
Intel Turbo Boost Tech

Intel Virtualization Technology
Channel Interleaving

IMC Inteleave

Memory Interleaving

Rank Interleaving

| Platform Default

| Platform Default

| High Throughput

|AH

| Performance

|Enabbd

| Platform Default

|Enabbd

|Enabbd

|Enabbd

|Enabbd

|Enabbd

|Enabbd

| Platform Default

| Platform Default

| Platform Default

| Platform Default
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Main Advanced Boot Options Server Management Events
Intel Directed 10 RAS Memory Serial Port USB PCI
Tr Advanced Filter 4 Export & Print
BIOS Tokens Settings

Rank Interleaving

Sub NUMA Clustering
Local X2 Apic

Max Variable MTRR Setting
P STATE Creordination
Package C State Limit
Processor C State
Processer C1E

Processor C3 Report
Processor C6 Report
Processor C7 Report
Processor CMCI

Power Technology

Energy Performance
Adjacent Cache Line Prefetcher
DCU IP Prefetcher

DCU Streamer Prefetch

Hardware Prefetcher

Hardware Prefetcher
UPI Prefetch

LLC Prefetch

XPT Prefetch
Demand Scrub
Patrol Scrub

Workload Configuration

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Disabled

| Disabled

| Disabled

| Enabled

| Disabled

| Platform Default

| Performance

| Performance

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default

| Platform Default
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Main Advanced Boot Options Server Management Events
Processor Intel Directed 10 RAS Memaory Serial Port USB PCI ap

Y, Advanced Filter 4 Export o Print

BIOS Tokens Settings
Intel WVTD ATS support Platforrn Default
Intel VTD coherency support Platform Default
Intel VT for directed 10 Enabled
Intel WTD interrupt Remapping Platform Default
Intel VTD pass through DMA support Platform Default

Main Advanced Boot Options Server Management Events
Processor Intel Directed 10 Serial Port USE BCI

Y. Advanced Filter 4 Export ™% Print

BIOS Tokens Settings
DDR3 Voltage Selection Platform Default
DRAM Refresh Rate Platform Default
LV DDR Mode Performance Mode
Mirroring Mode Platform Default
MNUMA optimized Platform Default
Memory RAS configuration Platform Default

7. Click Finish.

Configure Update Default Maintenance Policy
To update the default Maintenance Policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Select Maintenance Policies > default.

4. Change the Reboot Policy to User Ack.

5. Click Save Changes.

6. Click OK to accept the change.
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Servers | Policies / root /| Maintenance Policies /| User-Ack

General Events
Actions Properties
Delete Name - User-Ack
Show Policy Usage Description : User-Ackn_Policy
Cwner . Local
Soft Shutdown Timer | 150 Secs v
Storage Config. Deployment Policy - mmediate (8 User Ack
Beboot Policy . mmediate (8 User Ack Timer Automatic

{Appl\,‘ pending changes at next reboot.)

Create VNIC Templates for Cisco UCS B-Series

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template.

5. Enter vNIC_Template A as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Under Target, make sure that the VM checkbox is not selected.
9. Select Updating Template as the Template Type.

10. Under VLANS, select the checkboxes for MGMT, Default, Infra, VDI and vMotion.
11. Set Native-VLAN as the native VLAN.

12. For MTU, enter 9000.

13. In the MAC Pool list, select MAC_Pool_A.

14. In the Network Control Policy list, select CDP_Enabled.

15. Click OK to create the vNIC template.

16. Click OK.
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Create vNIC Template ?
Name o WNIC-TEMP-A
Description o WNIC-TEMP-A
Fabric ID : e Fabric A Fabric B Enable Failover
Redundancy
Redundancy Tvpe : |(#) Mo Redundancy Primary Template Secondary Template
Target
« | Adapter
WM
Warning

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritien

Template Type : Initial Template (e Updating Template
WLAMSs WVLAMN Groups

T Advanced Filter 4+ Export % Print fel
Select - MName MNative WVLAMN

| CIFS-Vlan

In-Band-Mgmt
Infra-Mgmt
NFS-Vian

O0OB-Mamt

17. In the navigation pane, select the LAN tab.

18. Select Policies > root.

19. Right-click vNIC Templates.

20. Select Create vNIC Template.

21. Enter vNIC_Template_B as the vNIC template name.

22. Select Fabric B.

23. Do not select the Enable Failover checkbox.

24. Under Target, make sure the VM checkbox is not selected.
25. Select Updating Template as the template type.

26. Under VLANS, select the checkboxes for MGMT, Default, VDI, Infra, and vMotion.
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27. Set Native-VLAN as the native VLAN.

28. For MTU, enter 9000.

29. In the MAC Pool list, select MAC_Pool B.

30. In the Network Control Policy list, select CDP_Enabled.
31. Click OK to create the vNIC template.

32. Click OK.

Create VHBA Templates for Cisco UCS B-Series

To create multiple virtual host bus adapter (vHBA) templates for the Cisco UCS environment, complete the
following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vHBA Templates.

4. Select Create VHBA Template.

5. Enter vHBA-FAB-A as the vHBA template name.

6. Keep Fabric A selected.

7. Select VSAN-400-A for Fabric A from the drop down.
8. Change to Updating Template.

9. For Max Data Field keep 2048.

10. Select VDI-WWPN (created earlier) for our WWPN Pool.
11. Leave the remaining as is.

12. Click OK.
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SAN / Policies [ root / vHBA Templates /| vHBA Template vHBA-A

General vHEA, Interfaces Faults Events
Actions Properties
Delste Mame - vHBA-A
Show Policy Usage Description 1 vHBA-A-TEMPLATE
Owner . Local
Fabric ID D e A B
Redundancy
Redundancy Type : |(®) No Redundancy Primary Template Secondary Template
W3SAN T VSAN-400-A v
Target - Adapter
Template Types : nitial Template (o) Updating Template

Max Data Field Size : 2048

Paolicies

WWPN Pool 1| wHBA-POOL_A-WWPN(A8/80) w
Qo5 Policy © | <notset> ¥

Pin Group : | =not set> v

Stats Threshold Policy © | default »

13. In the navigation pane, select the LAN tab.

14. Select Policies > root.

15. Right-click vHBA Templates.

16. Select Create VHBA Template.

17. Enter vHBA-FAB-B as the vHBA template name.

18. Select Fabric B.

19. Select VSAN-401-B for Fabric B from the drop down.
20. Change to Updating Template.

21. For Max Data Field keep 2048.

22. Select VDI-Pool-WWPN (created earlier) for our WWPN Pool.
23. Leave the remaining as is.

24. Click OK.

Configure Boot from SAN

All ESXi host were set to boot from SAN for the Cisco Validated Design as part of the Service Profile
template. The benefits of booting from SAN are numerous; disaster recovery, lower cooling and power
requirements for each server since a local drive is not required, and better performance, name just a few.

To create a boot from SAN policy, complete the following steps:
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1. Go to UCS Manager, right-click the ‘Boot Policies’ option shown below and select ‘Create Boot Policy."

Create Boot Policy ? X
Name : |SP—AFF—A300—SANBODT
Description 1 SP-VDI-BOOT-POLICY-SAN

Reboot on Boot Order Change [¥]
Enforce vNIC/vHBA/iSCSI Name : [¥]

Boot Mode : |(®) Legacy () Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBA/iSCSI Name is selected and the vNIC/vHBA/ISCSI does not exist, a config error will be reportad.

If it is not selected, the vNICs/vHBAS are selected if they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used.

® Local Devices Boot Order
+ — TY,Advanced Filter 4 Export % Print fel
@ vNICs
Name Order « vNIC/VH...  Type WWN LUN Na.. Slot Nu.. Boot Ma.. BootPath Descripti...
@ vHBAs No data available

2. Name the boot policy and expand the ‘vHBAs’ menu as shown below:

Add SAN Boot

Tvpe : |(:)F’r|mary ) Secondary (® Any

=) vHBAs

Add SAM Boot

3. After selecting the ‘Add SAN Boot’ option, add the primary vHBA as shown below. Note that the vHBA
name needs to match exactly. We will use the vHBA templates created in the previous step.
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4. Repeat the steps to add a secondary SAN Boot option.

Add SAN Boot ?

vHBA : | Tl

Type : |'_"F'rimary ) Secondary () Any

Add SAN Boot ? X
vHBA - | fcl]
Type : ‘ Primary (e Secondary Any

5. Add the SAN Boot Targets to the primary and secondary. The SAN boot targets will also include primary
and secondary options in order to maximize resiliency and number of paths.

) Local Devices Boot Order
+ = TY,Advanced Filter 4 Export % Print {:‘.‘
= vNICs
- Name Order «  vNIC/v.. Type WWN LUN Na... SlotNu... BootNa.. BootPath Descrip...
Add LAN Boot vSs fc Primary -
Primary 20:00:00:.... O
) vHBAs Second... 20:00:00.. 0 h_
v S. fcl Second... E
Primary 20:00:00... 0
Second.. 20:00:00:... 0 -
@ iSCSI vNICs 1+ Move Up [l Delete

6. Using the following command, find and record the WWPN for each FC LIF:

Network interface show -vserver <vserver> -data-protocol fcp
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AFF-A4300::» Network interface Infra -data-protocol fop
Current Current
Waode Fort
fop Ola
fop 0O1b
fop OZa
focp 02k £ Z20:04:00:a0

AFF=-2300-02

displayed.

LFF-A500: 1> I

7. When the AFF A300 WWNSs have been recorded, use fcp_01la for the first Boot Target WWPN:

Add SAN Boot Target ?2 X

8. Add a secondary SAN Boot Target by clicking Add SAN Boot Target to SAN Primary while the primary
SAN Boot option is highlighted. This time enter the AFF A300 WWPN for fcp_02a.
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Add SAN Boot Target ? X

9. Repeat these steps for the secondary SAN boot target and use WWPN fcp_01b and fcp_02b in the pri-
mary and secondary SAN boot options.

10. For information about configuring boot and data LUNs on the NetApp A300 storage system, please refer
to section NetApp A300 Storage System Configuration.

Create Service Profile Templates for Cisco UCS B-Series
To create service profile templates for the Cisco UCS B-Series environment, complete the following steps:

1. Under the Servers tab in UCSM Select Service Profile Templates.
2. Right-click and select Create Service Profile Template.

3. Name the template B-Series.

»

Select the UUID pool created earlier from the dropdown in the UUID Assignment dialog.
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Create Service Profile Template

3 X You must enter a name for the service profile template and specify the template type. You can alse specify how a UUID will be assigned to this
LU E LB LB Rl template and enter a description.

Storage Provisioning Name : [SP-BZ0OMS

The template will be crested in the following crganization. lts name must be unique within this organization
Networking Where : org-root

The template will be created in the following organization. Its name must be unique within this organization.

SAN Connectivity Type ‘\,,‘ Initial Template (e) Updating Template

Specify how the UUID will be assigned to the server associated with the service generated by this template.

uuiD
Zoning
VNIC/vHBA Placement UUID Assignment: UUID-VDI-POOL(47/80) v
The UUID will be assigned from the selected pool
vMedia Policy The available/total UUIDs are displayed after the pool name.

Server Boot Order
Optionally enter a description for the profile. The description can contain information about when and where the seniice profile should be used.

Maintenance Policy

Server Assignment

Operational Policies =

Click Next.

Click Next through Storage Provisioning.

Under Networking, in the “How would you like to configure LAN connectivity?” dialogue, select the Ex-
pert radio button.

Click Add.
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Create Service Profile Template

Optionally specify LAN configuration information.
Identify Service Profile

Template

Storage Provisioning

Create Dynamic vNIC Connection Policy

Networking

Dynamic vNIC Connection Policy: Select a Policy to use (no Dynamic vNIC Policy by default) w

How would you like to configure LAN connectivity?

SAN C ctivi
onnectivity () Simple () Expert{_} No vNICs () Use Connectivity Policy

configuration mode.
WNIC 0 (Fabric A)

Zoning

Specify the virtual network adapters (vMICs) that server should use to connect to a LAN. To specify more than two vNICs, select the Expert

wNIC 1 (Fabric B)

wNIC/vHBA Placement Mame etho

Select VLAN : [default - 1 (None) v

vMedia Policy

Create VLAN

VLAN in LAN cloud will take the precedence over the Appliance
Cloud when there is a name clash WARNING: there are not encugh
MAC addresses

available in the default pool

This vNIC will be created with an invalid MAC address.

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

9. Name it vNIC-A.

10. Select check box for Use vNIC Template.
11. Under vNIC template select the vNIC-A.
12. For Adapter Policy select VMware.

Create vNIC

Marmne :  wMIC-A
Use whIC Termplate : [wl
Redundancy Pair : O Peer Mame :

Create wMNIC Termplate

wvMIC Template © | MIC-Template-A ¥

Adapter Performance Profile

Name ethl
Select VLAN : |default - 1 (None) v
Create VLAN

VLAN in LAN cloud will take the precedence over the Appliance
Cloud when there is a name clash WARNING: there are not encugh
MAC addresses

available in the default pool_

This vNIC will be created with an invalid MAC address.

< Prev Next > Cancel

Adapter Policy Create Ethernet Adapter Policy

ViiWare ¥
13. Repeat networking steps for vNIC-B.

Create vNIC

Marne :  vMIC-B
Use wMNIC Template : [l
Redundancy Pair: O Peer Marne :

wMIC Ternplate Create wNIC Termplate

vMIC-Template-B

Adapter Performance Profile

7 X

Create Ethernet Adapter Policy

Adapter Paolicy WhiWare ¥
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14. Click Next.

Create Service Profile Template 7 X

Optionally specify LAN configuration information
Identify Serrice Prohle

Template

Dynarmic vHIG Connection Policy:| Select a Policy to use [no Dynamic wNIC Policy by default] v

Storage Provisioning

Create Dynamic vMIZ Connection Policy

Howi would you like to configure LAN connectivity?

Simple (o) Expert Mo vNICs Use Connectivity Policy

Click Add to specify one or more wNICs that the server should use to connect to the LAN

Zoning
Marne MAC Address Fakbric 1D Mative VLAM

wNIC/rHBA Placement vNIC vNIC-B Derived derived

vNIC ¥NIC-A Dierived derived
vMedia Policy
Server BootOrder
Maintenance Policy

(+) Add

15. Click Next.

16. Under SAN Connectivity, select the Expert button in the “How would you like to configure SAN Connec-
tivity?

17. Select WWNN Assignment from the Pool created earlier.

18. Click Add.

Create Service Profile Template 7 X

Opticnally specify disk palicies and SAN configuration infarmation
Identify Service Profile
Template
Haw would you like ta configure SAN connectivity?
Storage Provisioning ) Simple © ) Expert () MowHBAs () Use Connectivity Palicy
A server is identified an a SAN by its World Wide Node Mame (WWHHM). Specify how the system should assign a WWHM to the server associated
with this prafile
Networking Warld Wide Node Name

WWNN Assignment: VDI-WWNN(47/80) v
Zoning
The WWWNN will be assigned from the selected poal
NICHHBA Placement The available/tatal WWNNs are displayed after the poal name.

<| m IE

viedia Policy
Specify the virtual host bus adapters [vHBAS) that the ssrver should use to cannect ta a SAM. Ta specify more than twa vHBAs, slect the Expert

Server Boot Order configuration mode

vHBAD (Fabric A} vHBA 1 {Fabric B)
Maintenance Policy Warre - fe0 Narne s el
Select VSAN: |defaut v Select VSAN: | defaut v
Server Assignment
Create VSAN Create VAN
. - ! WARNING: there are not enough WWHN addresses available in the
Operational Policies WARNING: there are not enough WWH addresses available in the default WWPH pool. This vHEA will be creatsd with an invalid

default WWPN pool. This wHBA will be created with an invalid

WINN address. WV address

<Prev Mext» m Cancel

19. Name the adapter vHBA-A.

20. Click Use vHBA Template.
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21. Select vHBA Template: vVHBA-A.
22. Select Adapter Policy: VMWare.

Create vHBA

Marme . vHBA-A
Use vHEBA Ternplate
Redundancy Pair: O Peer Mame :

VHBA Template : | yHBA-FAB-A v Create vHBA Termplate

Adapter Performance Profile

7 X

Adapter Policy: | ViWare v Create Fibre Channel Adapter Palicy

23. Repeat steps for vHBA-B on Fabric B.

Create vHBA

Marme . vwHEA-B
Use vHEA Termplate

Redundancy Pair: O Peer Marne :

VHEA Template . | yHEA-FAB-B v E Create vHEA Termplate

Adapter Performance Profile

? X

Adapter Policy: | vidware v Create Fibre Channel Adapter Policy

24. No Zoning will be used. Click Next.
25. Click Next through vNIC/vHBA Placement policy.

26. Click Next through vMedia Policy.

27. Use the Boot Policy drop-down list to select the Boot Policy created earlier, then click Finish.
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Optionally specify the boot policy for this service profile
Identify Service Profile

Select a boot policy.
Storage Provisioning

Boot Policy:  AFFA300-BF-SAN ¥ Create Boot Policy
Networking Name AFFA300-BF-SAN
Description AFFA300-BF-SANPol
SAN Connectivity Reboot on Boot Order Change Yes
Enforce vNIC/vHBA/ISCSI Name : Yes
Zoning Boot Mode Legacy
WARNINGS:
The type (primary/secondary) does not indicate a boot order presence
vNIC/vHBA Placement The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBA/iSCSI Name is selected and the vNIC/vHBA/ISCSI does not exist, a config error will be reported
If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used.
vMedia Policy Boot Order

+ — Y,Advanced Filter 4 Export & Print 'I:I'
Server Boot Order Name Order VvNIC/v.. Type WWN w  LUNNa. SlotNu.. BootNa.. BootPath Descript.
w San 1
Maintenance Policy
wS.. vHBA-A Primary
Server Assignment Primary 20:00:0. 0
wS.. vHBA-B Secondary
0 ti | Polici
perational Folicies Secondary 20:000. 0
< Prev Next > Finish Cancel

28. Select maintenance Policy and Server Assignment.
29. Click Finish and complete the Service Profile creation.

Create Service Profiles
To create service profiles for each of the blades in the NetApp solution, complete the following steps:

1. From the Servers tab in UCS Manager, under the Service Profile Templates node, right-click the Service
Profile Template created in the previous step, then click Create Service Profiles from Template.
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UCS Manager

- ‘ All - ‘ Servers | Service Profile Templates | root | Service Template SP_Infra-CL

E * Servers General Storage Network ISCSI vNICs Boot Order Palicies Events FSM vMedia Policy
~ Service Profiles
Actions Properties
% » oot ()
~ Service Profile Templates Create Service Profiles From Template Name . SP_Infra-CL
i ~ roct () Create a Clone Description

Unigue Identifier - Derived from pool (UUID-VDI-POOL

Senvice Template SP_Infra-C'

@ Create Service Profiles From Template Power State : 4 Up
» » Sub-Organizations Create a Clone Type : Updating Template
= v Policies (¥ Associated Server Pool
= root (D) Associate with Server Pool
- » Adapter Policies Change UUID (# Maintenance Policy
» BIOS Defaults Change World Wide Node Name
™ v BIOS Policies Change Local Disk Configuration Policy ® Management IP Address
B200-Ma Change Dynamic vNIC Connection Paolicy
B200-M5 Change Serial over LAN Policy
sRioY Modify vNIC/vHBA Placement
usNIC Copy

2. Provide a naming prefix, a starting number, and the number of services profiles to create, then click OK.

Create Service Profiles From Template

Maming Prefix o WDI-BZOOMS-SP

Mame Suffix Starting Mumber 1

The requested number of service profiles (for example, 25) are created in the Service Profiles root
organization.

NetApp A300 Storage System Configuration
The following section includes instructions on the steps necessary to perform initial setup and configuration
of the NetApp A300 storage system. Specific details of the configuration as tested can be found in the
NetApp A300 Storage Architecture Design section below.

NetApp All Flash FAS A300 Controllers

See the following sections (NetApp Hardware Universe) for planning the physical location of the storage
systems:
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e Site Preparation
e System Connectivity Requirements

e Circuit Breaker, Power Outlet Balancing, System Cabinet Power Cord Plugs, and Console Pinout
Requirements

e AFF Systems

NetApp Hardware Universe

The NetApp Hardware Universe (HWU) application provides supported hardware and software components
for any specific ONTAP version. It provides configuration information for all the NetApp storage appliances
currently supported by ONTAP software. It also provides a table of component compatibilities.

1. Confirm that the hardware and software components that you would like to use are supported with the
version of ONTAP that you plan to install by using the HWU application at the NetApp Support site.

2. Access the HWU application to view the System Configuration guides. Click the Controllers tab to view
the compatibility between different version of the ONTAP software and the NetApp storage appliances
with your desired specifications.

3. Alternatively, to compare components by storage appliance, click Compare Storage Systems.

Controllers

Follow the physical installation procedures for the controllers found in the AEE A300 Series product
documentation at the NetApp Support site.

Disk Shelves

NetApp storage systems support a wide variety of disk shelves and disk drives. The complete list of disk
shelves that are supported by the AFF A300 is available at the NetApp Support site.

When using SAS disk shelves with NetApp storage controllers, refer to the SAS Disk Shelves Universal SAS

and ACP Cabling Guide for cabling guidelines.

NetApp ONTAP 9.1

Complete Configuration Worksheet

Before running the setup script, complete the cluster setup worksheet from the ONTAP 9.1 Software Setup
Guide. You must have access to the NetApp Support site to open the cluster setup worksheet.

Configure ONTAP Nodes

Before running the setup script, review the configuration worksheets in the ONTAP 9.1 Software Setup
Guide to learn about configuring ONTAP. Table 18 lists the information needed to configure two ONTAP
nodes. Customize the cluster detail values with the information applicable to your deployment.
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Table 18 ONTAP Software Installation Prerequisites

Cluster Detail Cluster Detail Value

Cluster node 01 IP address <node0l-mgmt-ip>
Cluster node 01 netmask <node(0l-mgmt-mask>
Cluster node 01 gateway <nodeOl-mgmt-gateway>
Cluster node 02 IP address <node02-mgmt-ip>
Cluster node 02 netmask <node02-mgmt-mask>
Cluster node 02 gateway <node(02-mgmt-gateway>
ONTAP 9.1 URL <url-boot-software>

Configure Node 01
To configure node 01, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage
system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:

‘Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

‘autoboot

3. Press Ctrl-C when prompted.

# If ONTAP 9.1 is not the version of software being booted, continue with the following steps to install
new software. If ONTAP 9.1 is the version being booted, select option 8 and y to reboot the node.
Then continue with step 14.

4. To install new software, select option 7.

5. Enter y to perform an upgrade.

6. Select e0M for the network port you want to use for the download.
7. Enter y to reboot now.

8. Enter the IP address, netmask, and default gateway for e0M.

<node0l-mgmt-ip> <nodel0l-mgmt-mask> <nodeOl-mgmt-gateway>

©

Enter the URL where the software can be found.
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# This web server must be pingable.

‘<url—boot—software>

10. Press Enter for the user name, indicating no user name.
11. Enter y to set the newly installed software as the default to be used for subsequent reboots.

12. Enter y to reboot the node.

# When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.

13. Press Ctrl-C when the following message displays:

‘Press Ctrl-C for Boot Menu

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Enter y to zero disks, reset config, and install a new file system.

16. Enter y to erase all the data on the disks.

# The initialization and creation of the root aggregate can take 90 minutes or more to complete, depend-
ing on the number and type of disks attached. When initialization is complete, the storage system re-
boots. Note that SSDs take considerably less time to initialize. You can continue with the node 02 con-
figuration while the disks for node 01 are zeroing.

Configure Node 02
To configure node 02, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage
system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:

‘Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

‘autoboot

3. Press Ctrl-C when prompted.

# If ONTAP 9.1 is not the version of software being booted, continue with the following steps to install
new software. If ONTAP 9.1 is the version being booted, select option 8 and y to reboot the node.
Then continue with step 14.

4. To install new software, select option 7.

116



Solution Hardware and Software

5. Entery to perform an upgrade.
6. Select eOM for the network port you want to use for the download.
7. Entery to reboot now.

8. Enter the IP address, netmask, and default gateway for eOM.

‘<node02—mgmt—ip> <node02-mgmt-mask> <nodeO02-mgmt-gateway>

9. Enter the URL where the software can be found.

& This web server must be pingable.

‘<url—boot—software>

10. Press Enter for the user name, indicating no user name.
11. Enter y to set the newly installed software as the default to be used for subsequent reboots.

12. Enter y to reboot the node.

# When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.

13. Press Ctrl-C when you see this message:

Press Ctrl-C for Boot Menu

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Enter y to zero disks, reset config, and install a new file system.

16. Enter y to erase all the data on the disks.

# The initialization and creation of the root aggregate can take 90 minutes or more to complete, depend-
ing on the number and type of disks attached. When initialization is complete, the storage system re-
boots. Note that SSDs take considerably less time to initialize.

Set Up Node

From a console port program attached to the storage controller A (node 01) console port, run the node
setup script. This script appears when ONTAP 9.1 boots on the node for the first time.

1. Follow the prompts to set up node 01:

Welcome to node setup.

You can enter the following commands at any time:
"help" or "?" - if you want to have a question clarified,
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"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the setup wizard.
Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing “cluster setup”.
To accept a default or omit a question, do not enter a value.

This system will send event messages and weekly reports to NetApp Technical Support.

To disable this feature, enter "autosupport modify -support disable" within 24 hours.

Enabling AutoSupport can significantly speed problem determination and resolution should a problem
occur on your system.

For further information on AutoSupport, see:

http://support.netapp.com/autosupport/

Type yes to confirm and continue {yes}: yes

Enter the node management interface port [eOM]: Enter

Enter the node management interface IP address: <nodeOl-mgmt-ip>

Enter the node management interface netmask: <nodeOl-mgmt-mask>

Enter the node management interface default gateway: <nodeOl-mgmt-gateway>

A node management interface on port eOM with IP address <nodeOl-mgmt-ip> has been created

Use your web browser to complete cluster setup by accesing https://<node0l-mgmt-ip>

Otherwise press Enter to complete cluster setup using the command line interface:

2. To complete the cluster setup, open a web browser and navigate to https://<node01-mgmt-ip.

Table 19  Cluster Create in ONTAP Prerequisites

Cluster Detail Cluster Detail Value

Cluster name <clustername>

ONTAP base license <cluster-base-license-key>
Cluster management IP address <clustermgmt-ip>
Cluster management netmask <clustermgmt-mask>
Cluster management gateway <clustermgmt-gateway>
Cluster node 01 IP address <nodeO0l-mgmt-ip>
Cluster node 01 netmask <nodel0l-mgmt-mask>
Cluster node 01 gateway <nodelOl-mgmt-gateway>
Cluster node 02 IP address <nodel02-mgmt-ip>
Cluster node 02 netmask <node02-mgmt-mask>
Cluster node 02 gateway <node(2-mgmt-gateway>
Node 01 service processor IP address <node01-SP-ip>

Node 02 service processor IP address <node(02-SP-ip>
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Cluster Detail Cluster Detail Value
DNS domain name <dns-domain-name>
DNS server IP address <dns-ip>

NTP server IP address <ntp-ip>

ﬁ Cluster setup can also be done using command line interface. This document describes the cluster
setup using NetApp System Manager guided setup.

3. Click Guided Setup on the Welcome screen.

/l'! Cluster Setup Workflow -~ X \D

£ (s | A Mot Secure | b#pT//192.168.156.61/sysmgr/SysMgr.html

NetApp OnCommand Systern Manager

2= Getting Started

Language |English (English) ~

Welcome to the Guided Cluster Setup
Perform the following to set up a cluster:
- Create a cluster, add nodes and admin credentials

- Create management LIFs, configure Service Processor, DNS, and NTP servers
- Configure AutoSupport Messages and Event Notifications

P For information related to setting up the cluster, click here

Template File

Browse to select s .csv file... Browse

@D To download the template, click file cswv or file xisx

Impaortant: You can download the template in “.csv” or ".xisx" format. However, you can upload only those templates that are in ~.csv” format

M:

Guided Setup

Click to set up the cluster

4. In the Cluster screen, do the following:

Enter the cluster and node names.

a
b. Select the cluster configuration.

o

Enter and confirm the password.

Q

(Optional) Enter the cluster base and feature licenses.
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° 2

Cluster Matwork Support summary

L

Cluster Name | ppo4-affano

MNodes

o Mot sure all nodes have been discovered? Refresh

AFF-A300 721653000058 - AFF-A300 T21E53000057
bb04-aff300-1 bb04-aff300-2
Cluster Canfiguration: Switched Cluster - Switchless Cluster
o Ensure that the hardware connecrivity is set up for the two-node switchless custer.

e Username admin
Password | .eeesees
Confirm Password | veesan
Cluster Base License (Optional)
0 For any queries related to licenses, contact mysupportnetapp.com

Feature Licenses (Optional) |

o Cluster Base License is mandatory to add Feature Licenses,

# The nodes are discovered automatically; if they are not, click the Refresh link. By default, the cluster
interfaces will be created on all the new factory shipping storage controllers.

# If all the nodes are not discovered, then configure the cluster using the command line.

ﬁ Cluster license and feature licenses can also be installed after completing the cluster creation.

5. Click Submit.
6. In the network page, complete the following sections:

e Cluster Management
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— Enter the IP address, netmask, gateway and port details.

e Node Management
— Enter the node management IP addresses and port details for all the nodes.
e Service Processor Management
— Enter the IP addresses for all the nodes.
e DNS Details
— Enter the DNS domain names and server address.
e NTP Details

— Enter the primary and alternate NTP server.

7. Click Submit.

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

2 @

Cluster Network Support Summary
@ Network (Management) © DNS Details (
IP Addresses (IPvd) Enter 1 Cluster Management, 1 Node Management, and 2 Service Pracessor [P Addresses. You can vikings.cisco.com
required override the Service Processor IP Address. ONS Domaln Names |
Ll IP Address Range
o & 192.168.156.9
DNS Server [P Address
You must enter the default network details manually.
e IP Address Netmask Gateway (Optional) 0 Part
@ NTP Details ([
Cluster Management | 192.168.156.60 255.255.255.0 192.168.156.1 e0c -
Ensure that the cluster management LIF is reachable or a Gateway is configured for the same Primary NTP Server 1011564

subnet in which the cluster management LIF is present.
Alternative NTP Server |101.1565

e Node Management Retain Netmask and Gateway configuration of the Cluster (Optional}

Management.

bb04-aff300-1 -

bb04-aff300-2 | 193.168.156.62 e0M -

e Service Processor Default values have been detected for the Service Processor,
Management [ | Override the default values (Gateway is mandatory)
Retain Netmask and Gateway configuration of the Cluster Management.
bb04-aff300-1
bb04-aff300-2

8. In the Support page, configure the AutoSupport and Event Notifications sections.
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Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwork Support Summary

@ AutoSupport @

@ Proxy URL (Optional) |

ﬂ Connection is verified after configuring AutoSupport aon all nodes.

© Event MNotifications
Motify me through:

SMTP Mail Host Ernail Addresses
Ernail testvikings.smip.cisco.com adminvikings@cisco.com

SHNMP Trap Host

] snmp

Syslog Server
[] syslog

9. Click Submit.

10. In the Summary page, review the configuration details if needed.

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwork Suppaort Summary

Click here to view the summary

The next step will be to configure your aggregates, 5VWM and Storage Ohjects.
Click the button below to start provisioning your storage.

Manage your cluster
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# The node management interface can be on the same subnet as the cluster management interface, or
it can be on a different subnet. In this document, we assume that it is on the same subnet.

Log into the Cluster

To log in to the cluster, complete the following steps:

1. Open an SSH connection to either the cluster IP or host name.

2. Log in to the admin user with the password you provided earlier.

Zero All Spare Disks

To zero all spare disks in the cluster, run the following command:

‘disk zerospares

# Advanced Data Partitioning creates a root partition and two data partitions on each SSD drive in an All
Flash FAS configuration. Disk auto assign should have assigned one data partition to each node in an
HA pair. If a different disk assignment is required, disk auto assignment must be disabled on both
nodes in the HA pair by running the disk option modify command. Spare partitions can then be
moved from one node to another by running the disk removeowner and disk assign commands.

Set Onboard Unified Target Adapter 2 Port Personality

To set the personality of the onboard unified target adapter 2 (UTA2), complete the following steps:

1. Verify the Current Mode and Current Type properties of the ports by running the ucadmin show com-

mand:
ucadmin show
Current Current Pending Pending Admin

Node Adapter Mode Type Mode Type Status
<st-node01>

Oe cna target - - online
<st-node01>

0f cna target - - online
<st-node01>

O0g fc target - - online
<st-node01>

Oh fc target - - online
<st-node02>

Oe cna target - - online
<st-node02>

0f cna target - - online
<st-node02>

O0g fc target - - online
<st-node02>

Oh fc target - - online
8 entries were displayed.

2. Verify that the Current Mode and Current Type properties for all ports are set properly. Ports Og and Oh
are used for FC connectivity and should be set to mode fc if not already configured. The port type for all
proto-cols should be set to target. Change the port personality by running the following command:
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‘ucadmin modify -node <home-node-of-the-port> -adapter <port-name> -mode fc -type target

# The ports must be offline to run this command. To take an adapter offline, run the fcp adapter
modify -node <home-node-of-the-port> -adapter <port-name> -state down cCOm-
mand. Ports must be converted in pairs (for example, 0Oe and 0£).

# After conversion, a reboot is required. After reboot, bring the ports online by running fcp adapter
modify -node <home-node-of-the-port> -adapter <port-name> -state up.

Set Auto-Revert on Cluster Management
To set the auto-revert parameter on the cluster management interface, complete the following step:

# A storage virtual machine (SVM) is referred to as a Vserver (or vserver) in the GUI and CLI.

Run the following command:

‘network interface modify -vserver <clustername> -1if cluster mgmt -auto-revert true

Set Up Management Broadcast Domain

By default, all network ports are included in the default broadcast domain. Network ports used for data
services (for example, e0d, e2a, and e2e) should be removed from the default broadcast domain, leaving
just the management network ports (e0c and e0M). To perform this task, run the following commands:

broadcast-domain remove-ports -broadcast-domain Default -ports <st-node0l>:e0d, <st-nodeOl>:ele,
<st-node0l>:ele, <st-nodell>:e2a, <st-nodell>:e2e, <st-node02>:e0d, <st-nodel02>:ele, <st-nodel02>:e0f,
<st-node02>:e2a, <st-nodel2>:e2e

broadcast-domain show

Set Up Service Processor Network Interface

To assign a static IPv4 address to the service processor on each node, run the following commands:

system service-processor network modify -node <st-nodeOl> -address-family IPv4 -enable true -dhcp
none —-ip-address <nodeOl-sp-ip> -netmask <nodeOl-sp-mask> -gateway <nodeOl-sp-gateway>

system service-processor network modify -node <st-node02> -address-family IPv4 -enable true -dhcp
none -ip-address <node02-sp-ip> -netmask <node02-sp-mask> -gateway <nodeO2-sp-gateway>

# The service processor IP addresses should be in the same subnet as the node management IP ad-
dresses.

Create Aggregates

An aggregate containing the root volume is created during the ONTAP setup process. To create additional
aggregates, determine the aggregate name, the node on which to create it, and the number of disks it

should contain.
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This solution was validated using 1 data aggregate on each controller, with 23 data partitions per aggregate.
To create the required aggregates, run the following commands:

aggr create -aggregate aggrl node(0l -node <st-node0l> -diskcount 23
aggr create -aggregate aggrl node02 -node <st-node02> -diskcount 23

# You should have the minimum number of hot spare disks for hot spare disk partitions recommended
for your aggregate.

# For all flash aggregates, you should have a minimum of one hot spare disk or disk partition. For non-
flash homogenous aggregates, you should have a minimum of two hot spare disks or disk partitions.
For NetApp Flash Pool™ aggregates, you should have a minimum of two hot spare disks or disk parti-
tions for each disk type.

# The aggregate cannot be created until disk zeroing completes. Run the aggr show command to dis-
play aggregate creation status. Do not proceed until both aggrl nodel and aggrl node2 are
online.

aggr show
aggr rename -aggregate aggr0 —-newname <node(Ol-rootaggrname>

Verify Storage Failover

To confirm that storage failover is enabled, run the following commands for a failover pair:

1. Verify the status of the storage failover.

storage failover show

# Both <st-node01> and <st-node02> must be capable of performing a takeover. Continue with step
3 if the nodes are capable of performing a takeover.

2. Enable failover on one of the two nodes.

‘storage failover modify -node <st-node0l> -enabled true

# Enabling failover on one node enables it for both nodes.

3. Verify the HA status for a two-node cluster.

# This step is not applicable for clusters with more than two nodes.

cluster ha show

125



Solution Hardware and Software

4. Continue with step 6 if high availability is configured.

5. Only enable HA mode for two-node clusters. Do not run this command for clusters with more than two
nodes because it causes problems with failover.

cluster ha modify -configured true
Do you want to continue? {y|n}: y

6. Verify that hardware assist is correctly configured and, if needed, modify the partner IP address.

storage failover hwassist show
storage failover modify -hwassist-partner-ip <node0O2-mgmt-ip> -node <st-node0l>
storage failover modify -hwassist-partner-ip <nodeOl-mgmt-ip> -node <st-node02>

Disable Flow Control on 10GbE and 40GbE Ports

NetApp recommends disabling flow control on all the 10GbE and UTA2 ports that are connected to external
devices. To disable flow control, complete the following steps:

1. Run the following commands to configure node 01:

network port modify -node <st-nodeOl> -port ela,eOb,ele,e0f,e0g,e0h,e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.
Do you want to continue? {yln}: y

2. Run the following commands to configure node 02:

network port modify -node <st-node02> -port ela,eOb,ele,el0f,e0g,e0h,e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.

Do you want to continue? {yln}: y

network port show -fields flowcontrol-admin

Disable Unused FCoE Capability on CNA Ports

If the UTA2 port is set to CNA mode and is only expected to handle Ethernet data traffic (for example NFS),
then the unused FCoE capability of the port should be disabled by setting the corresponding FCP adapter to
state down with the fcp adapter modify command. Here are some examples:

fcp adapter modify -node <st-node0l> -adapter Oe -status-admin down
fcp adapter modify -node <st-node0l> -adapter 0f -status-admin down
fcp adapter modify -node <st-node(02> -adapter 0e -status-admin down
fcp adapter modify -node <st-node02> -adapter 0f -status-admin down
fcp adapter show -fields status-admin

Configure Network Time Protocol

To configure time synchronization on the cluster, complete the following steps:

1. Set the time zone for the cluster.

‘timezone <timezone>

L For example, in the eastern United States, the time zone is America/New_York.
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2. Set the date for the cluster.

‘date <ccyymmddhhmm. ss>

'& The format for the date is <[Century] [Year] [Month] [Day] [Hour] [Minute] . [Second]> (for
example, 201703231549.30).

3. Configure the Network Time Protocol (NTP) servers for the cluster.

cluster time-service ntp server create -server <switch-a-ntp-ip>
cluster time-service ntp server create -server <switch-b-ntp-ip>

Configure Simple Network Management Protocol

To configure the Simple Network Management Protocol (SNMP), complete the following steps:

1. Configure basic SNMP information, such as the location and contact. When polled, this information is
visible as the sysLocation and sysContact variables in SNMP.

snmp contact <snmp-contact>
snmp location “<snmp-location>"
snmp init 1

options snmp.enable on

2. Configure SNMP traps to send to remote hosts, such as a DFM server or another fault management sys-
tem.

snmp traphost add <oncommand-um-server-fgdn>

Configure SNMPv1 Access
To configure SNMPvV1 access, set the shared, secret plain-text password (called a community):

snmp community add ro <snmp-community>

Configure AutoSupport

NetApp AutoSupport® sends support summary information to NetApp through HTTPS. To configure
AutoSupport, run the following command:

system node autosupport modify -node * -state enable -mail-hosts <mailhost> -transport https -support
enable -noteto <storage-admin-email>

Enable Cisco Discovery Protocol

To enable the Cisco Discovery Protocol (CDP) on the NetApp storage controllers, run the following
command to enable CDP on ONTAP:

‘node run -node * options cdpd.enable on

# To be effective, CDP must also be enabled on directly connected networking equipment such as
switches and routers.
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Create Jumbo Frame MTU Broadcast Domains in ONTAP

To create a data broadcast domain with an MTU of 9000, run the following commands to create a broadcast
domain for NFS on ONTAP:

‘broadcast—domain create -broadcast-domain Infra NFS -mtu 9000

Create Interface Groups

To create the LACP interface groups for the 10GbE data interfaces, run the following commands:

ifgrp create -node <st-node(Ol> -ifgrp ala -distr-func port -mode multimode lacp
ifgrp add-port -node <st-node0l> -ifgrp ala -port e2a
ifgrp add-port -node <st-node0l> -ifgrp ala -port ele

ifgrp create -node <st-node02> -ifgrp ala -distr-func port -mode multimode lacp
ifgrp add-port -node <st-node02> -ifgrp ala -port e2a
ifgrp add-port -node <st-node02> -ifgrp ala -port ele

ifgrp show

Create VLANs
To create VLANS, create NFS VLAN ports and add them to the NFS broadcast domain:

network port modify -node <st-nodeOl> -port ala -mtu 9000
network port modify -node <st-node02> -port ala -mtu 9000
network port vlan create -node <st-node0l> -vlan-name ala-<infra-nfs-vlan-id>
network port vlan create -node <st-node02> -vlan-name aOa-<infra-nfs-vlan-id>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports <st-nodell>:ala-<infra-nfs-vlan-id>,
<st-node02>:ala-<infra-nfs-vlan-id>

Create Storage Virtual Machine

To create an infrastructure SVM, complete the following steps:

1. Runthe vserver create command.

vserver create -vserver Infra-SVM -rootvolume rootvol -aggregate aggrl node0Ol -rootvolume-security-
style unix

2. Remove the unused data protocols from the SVM - CIFS, iSCSI, and NDMP.

‘vserver remove-protocols -vserver Infra-SVM -protocols iscsi,cifs,ndmp

3. Add the two data aggregates to the Infra-SVM aggregate list for the NetApp Virtual Storage Console
(VSC).

‘vserver modify -vserver Infra-SVM -aggr-list aggrl node0Ol,aggrl node02

4. Enable and run the NFS protocol in the Infra-SVM.

‘nfs create -vserver Infra-SVM -udp disabled
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# If NFS license is not installed during the cluster configuration, make sure install the license for staring
the NFS service.

5. Turn on the SVM vstorage parameter for the NetApp NFS VAAI plug-in.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

Create Load-Sharing Mirrors of SVM Root Volume

To create a load-sharing mirror of an SVM root volume, complete the following steps:

1. Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.

volume create -vserver Infra-SVM -volume rootvol m0l -aggregate aggrl nodeOl -size 1GB —type DP
volume create -vserver Infra-SVM -volume rootvol m02 -aggregate aggrl node02 -size 1GB —-type DP

2. Create a job schedule to update the root volume mirror relationships every 15 minutes.

job schedule interval create -name 15min -minutes 15

3. Create the mirroring relationships.

snapmirror create -source-path Infra-SVM:rootvol -destination-path Infra-SVM:rootvol m0l -type LS -
schedule 15min
snapmirror create —-source-path Infra-SVM:rootvol —-destination-path Infra-SVM:rootvol m02 -type LS -
schedule 15min

4. Initialize the mirroring relationship.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol
snapmirror show

Create Block Protocol (FC) Service

Run the following command to create the FCP service on each SVM. This command also starts the FCP
service and sets the WWN for the SVM.

fcp create -vserver Infra-SVM
fcp show

# If FC license is not installed during the cluster configuration, make sure install the license for creating
FC service

Configure HTTPS Access

To configure secure access to the storage controller, complete the following steps:

1. Increase the privilege level to access the certificate commands.

set -privilege diag
Do you want to continue? {y|n}: y
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2. Generally, a self-signed certificate is already in place. Verify the certificate and obtain parameters (for
example, <serial-number>) by running the following command:

‘security certificate show

# For each SVM shown, the certificate common name should match the DNS FQDN of the SVM. Delete the
two default certificates and replace them with either self-signed certificates or certificates from a certificate
authority (CA). To delete the default certificates, run the following commands:

security certificate delete -vserver Infra-SVM -common-name Infra-SVM -ca Infra-SVM -type server -
serial <serial-number>

b Deleting expired certificates before creating new certificates is a best practice. Run the security
certificate delete command to delete the expired certificates. In the following command, use
TAB completion to select and delete each default certificate.

3. To generate and install self-signed certificates, run the following commands as one-time commands.
Generate a server certificate for the Infra-SVM and the cluster SVM. Use TAB completion to aid in the
completion of these commands.

security certificate create -common-name <cert-common-name> -type server -size 2048 -country <cert-
country> -state <cert-state> -locality <cert-locality> -organization <cert-org> -unit <cert-unit> -
email-addr <cert-email> -expire-days <cert-days> -protocol SSL -hash-function SHA256 -vserver Infra-
SVM

4. To obtain the values for the parameters required in step 5 (<cert-ca> and <cert-serial>), run the security
certificate show command.

5. Enable each certificate that was just created by using the -server-enabled true and -client-enabled false
parameters. Use TAB completion to aid in the completion of these commands.

security ssl modify -vserver <clustername> -server-enabled true -client-enabled false -ca <cert-ca> -
serial <cert-serial> -common-name <cert-common-name>

6. Disable HTTP cluster management access.

system services firewall policy delete -policy mgmt -service http -vserver <clustername>

& It is normal for some of these commands to return an error message stating that the entry does not ex-
ist.

7. Change back to the normal admin privilege level and set up the system to allow SVM logs to be available
by web.

set -privilege admin
vserver services web modify -name spi|ontapi|compat -vserver * -enabled true

Configure NFSv3

To configure NFSv3 on the SVM, complete the following steps:
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1. Create a new rule for the infrastructure NFS subnet in the default export policy.

vserver export-policy rule create -vserver Infra-SVM -policyname default -ruleindex 1 -protocol nfs -
clientmatch <infra-nfs-subnet-cidr> -rorule sys -rwrule sys -superuser sys -allow-suid false

2. Assign the FlexPod export policy to the infrastructure SVM root volume.

volume modify -vserver Infra-SVM -volume rootvol -policy default

Create FlexVol Volumes

The following information is required to create a NetApp FlexVol® volume:
e The volume name
e The volume size
e The aggregate on which the volume exists

FlexVol volumes are created to house boot LUNs for ESXi servers, datastore LUNs for virtual desktops and
RDS hosts, and for CIFS shares hosting user profile data. For specific details about the volumes created
during this validation, see the Storage Configuration section below.

To create FlexVol volumes, run the following commands:

volume create -vserver Infra-SVM -volume infra dsOl -aggregate aggrl AFF300 01 -size 6TB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume rdsh 1 -aggregate aggrl AFF300 02 -size 6TB -state online -
policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl AFF300 01 -size 500GB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume vdi fc 01 -aggregate aggrl AFF300 01 -size 11TB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume vdi fc 02 -aggregate aggrl AFF300 02 -size 11TB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume vdi_ fc 03 -aggregate aggrl AFF300 01 -size 11TB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume vdi fc 04 -aggregate aggrl AFF300 02 -size 11TB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume vdi fc 05 -aggregate aggrl AFF300 01 -size 11TB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume vdi_ fc 06 -aggregate aggrl AFF300 02 -size 11TB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path Infra-SVM:rootvol

Create Boot LUNs

Boot LUNSs are created for each ESXi host, and data LUNs are created to host virtual desktop and RDS host
VMs. For specific details about the LUNs created during this validation, see the Storage Configuration
section below. To create boot and data LUNSs, run the following commands:
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lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-01 -size 10GB -ostype vmware -
space-reserve disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-02 -size 10GB -ostype vmware -
space-reserve disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VDI-1 -size 10GB -ostype vmware -space-reserve
disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VDI-2 -size 10GB -ostype vmware -space-reserve
disabled

lun create -vserver Infra-SVM -volume vdi fc 01 -lun vdi_ fc 01 -size 10TB -ostype vmware -space-
reserve disabled
lun create -vserver Infra-SVM -volume vdi fc 02 -lun vdi fc 02 -size 10TB -ostype vmware -space-
reserve disabled
lun create -vserver Infra-SVM -volume vdi_ fc 03 -lun vdi_fc 03 -size 10TB -ostype vmware -space-
reserve disabled
lun create -vserver Infra-SVM -volume vdi fc 04 -lun vdi fc 04 -size 10TB -ostype vmware -space-
reserve disabled
lun create -vserver Infra-SVM -volume vdi fc 05 -lun vdi fc 05 -size 10TB -ostype vmware -space-
reserve disabled
lun create -vserver Infra-SVM -volume vdi fc 06 -lun vdi fc 06 -size 10TB -ostype vmware -space-
reserve disabled

Create igroups

Igroups are created to map host initiators to the LUNSs they are allowed to access. Igroups can be FCP
protocol, iISCSI protocol, or both. An igroup is created for each ESXi host to map for access to a boot LUN. A
separate igroup is created for the entire ESXi cluster to map all data LUNs to every node in the cluster.

To create igroups, run the following commands:

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol fcp -ostype
vimware —initiator <vm-host-infra-0l-ign-a>,<vm-host-infra-0l1-ign-b>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-02 -protocol fcp -ostype
vmware —initiator <vm-host-infra-02-ign-a>,<vm-host-infra-02-ign-b>

igroup create -vserver Infra-SVM -igroup VDI-1 -protocol fcp -ostype vmware -
initiator <vm-host-VDI-1l-ign-a>,<vm-host-VDI-1-ign-b>

igroup create -vserver Infra-SVM -igroup VDI-2 -protocol fcp -ostype vmware -
initiator <vm-host-VDI-2-ign-a>,<vm-host-VDI-2-ign-b>

igroup create -vserver Infra-SVM -igroup VDI-3 -protocol fcp -ostype vmware -
initiator <vm-host-VDI-3-ign-a>,<vm-host-VDI-3-ign-b>

igroup create -vserver Infra-SVM -igroup VDI-Cluster -protocol fcp -ostype
vimware —-initiator <vm-host-VDI-1l-ign-a>,<vm-host-VDI-1-ign-b>,<vm-host-VDI-2-
ign-a>, <vm-host-VDI-2-ign-b>,<vm-host-VDI-3-ign-a>, <vm-host-VDI-3-ign-b>,<..>

To view igroups, type igroup show.

Map Boot LUNS to igroups

To allow access to specific LUNs by specific hosts, map the LUN to the appropriate igroup. For specific
details about the LUNs created during this validation, see the Storage Configuration section below. To map
luns to igroups, run the following commands:

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-01 -igroup VM-Host-Infra-01 -lun-id 0
lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-02 -igroup VM-Host-Infra-02 -lun-id 0
lun map -vserver Infra-SVM -volume esxi boot -lun VDI-1 -igroup VDI-1 -lun-id 0
lun map -vserver Infra-SVM -volume esxi boot -lun VDI-2 -igroup VDI-2 -lun-id 0
lun map -vserver Infra-SVM -volume esxi boot -lun VDI-3 -igroup VDI-3 -lun-id 0

lun map -vserver Infra-SVM -volume infra dsOl -lun infra ds0l -igroup VDI-Cluster -lun-id 1
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lun
lun
lun
lun
lun
lun
lun

map
map
map
map
map
map
map

—vserver
—vserver
—vserver
—vserver
—vserver
—vserver
—vserver

Infra-SvM
Infra-SvVM
Infra-SvM
Infra-SvM
Infra-SvM
Infra-SvVM
Infra-SvM

—-volume rdsh 1 -lun rdsh 1 -igroup VDI-Cluster -lun-id 2

-volume vdi fc 01
-volume vdi fc 02
-volume vdi fc 03
-volume vdi fc 04
-volume vdi fc 05
-volume vdi fc 06

-lun
—lun
—lun
—lun
-lun
—lun

vdi fc 01
vdi fc 02
vdi_fc_ 03
vdi_fc_04
vdi fc 05
vdi_ fc_06

—igroup VDI-Cluster -lun-id
—igroup VDI-Cluster -lun-id
—igroup VDI-Cluster -lun-id
—igroup VDI-Cluster —-lun-id
—igroup VDI-Cluster -lun-id
—igroup VDI-Cluster -lun-id

W J oUW

Schedule Deduplication

On NetApp All Flash FAS systems, deduplication is enabled by default. To schedule deduplication, complete
the following step:

1. After the volumes are created, assign a once-a-day deduplication schedule to esxi boot, in-
fra datastore 1 and infra datastore 2:

efficiency modify -vserver
efficiency modify -vserver
efficiency modify -vserver

Infra-SVM -volume esxi boot -schedule sun-sat@0
Infra-SVM -volume infra datastore 1 -schedule sun-sat@0
Infra-SVM -volume infra datastore 2 -schedule sun-sat@0

Create FC LIFs

Run the following commands to create four FC LIFs (two on each node):

network interface show

network interface create -vserver Infra-SVM -1lif fcp 1if0Ola -role data -data-protocol
<st-node0l> -home-port O0g -status-admin up

network interface create -vserver Infra-SVM -1if fcp 1if0lb -role data -data-protocol
<st-node0l> -home-port Oh -status-admin up

network interface create -vserver Infra-SVM -1lif fcp 1if02a -role data -data-protocol
<st-node02> -home-port 0g -status-admin up

network interface create -vserver Infra-SVM -1lif fcp 1if02b -role data -data-protocol
<st-node02> -home-port Oh -status-admin up

fcp

fcp

fcp

fcp

-home-node

-home-node

-home-node

-home-node

Create NFS LIF

To create an NFS LIF, run the following commands:

network interface show

network interface create -vserver Infra-SVM -1if nfs 1if0l -role data -data-protocol nfs -home-node
<st-node01> -home-port ala-<infra-nfs-vlan-id> -address <node0Ol-nfs 1if0Ol-ip> -netmask <nodeOl-

nfs 1ifOl-mask> -status-admin up -failover-policy broadcast-domain-wide -firewall-policy data -auto-
revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 -role data -data-protocol nfs -home-node
<st-node02> -home-port ala-<infra-nfs-vlan-id> -address <node02-nfs 1if02-ip> -netmask <node02-

nfs 1if02-mask>> -status-admin up -failover-policy broadcast-domain-wide -firewall-policy data —auto-
revert true

Add Infrastructure SVM Administrator

To add the infrastructure SVM administrator and SVM administration LIF in the out-of-band management
network, complete the following steps:

1. Run the following commands:
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network interface create -vserver Infra-SVM -1lif svm-mgmt -role data -data-protocol none -home-node
<st-node02> -home-port e0Oc -address <svm-mgmt-ip> -netmask <svm-mgmt-mask> -status-admin up -
failover-policy broadcast-domain-wide —-firewall-policy mgmt -auto-revert true

L The SVM management IP in this step should be in the same subnet as the storage cluster manage-
ment IP.

2. Create a default route to allow the SVM management interface to reach the outside world.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway <svm-mgmt-gateway>

network route show

3. Set a password for the SVM vsadmin user and unlock the user.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <password>
Enter it again: <password>

security login unlock -username vsadmin -vserver Infra-SVM

‘ﬁ A cluster serves data through at least one and possibly several SVMs. We have just gone through
creating a single SVM. If you would like to configure your environment with multiple SVMs, this is a
good time to create additional SVMs.

NetApp A300 Storage Configuration

The storage components for this reference architecture are composed of one AFF A300 HA pair and one
DS224C disk with 24x 3.8TB solid-state drives. This configuration delivers 65 TB of usable storage and over
200TB effective storage with deduplication, compression and compaction, and the potential for over
300,000 IOPs depending on the application workload.

This section contains details on the specific storage system configuration used in this validation. This section
does not include all possible configuration options, only those necessary to support this solution.

Cluster Details

A cluster consists of one or more nodes grouped as (HA pairs) to form a scalable cluster. Creating a cluster
enables the nodes to pool their resources and distribute work across the cluster, while presenting
administrators with a single entity to manage. Clustering also enables continuous service to end users if
individual nodes go offline.

Table 20 lists the cluster details.

Table 20 Cluster Details

AFF A300 9.1P5 2 1 83.84TB
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Storage Details
Table 21 lists the storage details for each HA pair.

Table 21

Storage Details

AFF A300-01

AFF A300-02 DS224-12:1

SSD: 24 SSD: 83.84TB 83.84TB

ﬁ Raw capacity is not the same as usable capacity.

Drive Allocation Details
Table 22 lists the drive allocation details for each node.

Table 22  Drive Allocation Details

|

AFF A300-01 12 12
AFF A300-02 12 12

3.8TB_SSD
3.8TB_SSD

41.92TB
41.92TB

ﬁ Raw capacity is not the same as usable capacity.

Adapter Card Details
Table 23 lists the adapter cards present in each node.

Table 23  Adapter Card Details

AFF A300-01 AFF A300 1| X2069 PMC PM8072; PCI-E quad-port SAS (PM8072)
AFF A300-01 AFF A300 2 | X1144A NIC,2x40GbE,QSFP
AFF A300-02 AFF A300 1| X2069 PMC PM8072; PCI-E quad-port SAS (PM8072)
AFF A300-02 AFF A300 2 | X1144A NIC,2x40GbE,QSFP

Firmware Details
Table 24 lists the relevant firmware details for each node.

Table 24 Firmware Details

AFF A300-01

AFF A300: 11.1

IOM12: A:0210, B:0210

X357_S163A3T8ATE: NA51

SP:5.1

AFF A300-02

AFF A300: 11.1

IOM12: A:0210, B:0210

X357_S163A3T8ATE: NAS1

SP: 5.0X21
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Network Port Settings

You can modify the MTU, autonegotiation, duplex, flow control, and speed settings of a physical network
port or interface group.

Error! Reference source not found.lists the network port settings.

Table 25 Network Port Settings for ONTAP

AFF .

A300-01 ala up if_group 9000 | full/- Default

AFF

A300-01 | 20261 up vian 1500 | full/- Default IB
AFF .
A300-01 |20&62 up vian 1500 | full/- Default cifs
AFF

A300-01 | 20263 up vian 9000 | full/- Default nfs
AFF ela u hysical 9000 | none/none Cluster Cluster
A300-01 P phy

AFF e0b u hysical 9000 | none/none Cluster Cluster
A300-01 P phy

AFF eOc down hysical 1500 | none/none Default Default
A300-01 phy

AFF e0d down hysical 1500 | none/none Default

A300-01 phy

AFF ele u hysical 1500 | none/none Default

A300-01 P phy

AFF eOf u hysical 1500 | none/none Default

A300-01 P phy

AFF eOM u hysical 1500 | full/ful Default Default
A300-01 P phy

AFF e2a u hysical 9000 | none/none Default

A300-01 P phy

AFF eZe u hysical 9000 | none/none Default

A300-01 P phy

AFF .

A300-02 ala up if_group 9000 | full/- Default

AFF

A300-02 ala-61 up vlan 1500 | full/- Default 1B
AFF .
A300-02 ala-62 up vlan 1500 | full/- Default cifs
AFF

A300-02 ala-63 up vlan 9000 | full/- Default nfs
AFF ela u hysical 9000 | none/none Cluster Cluster
A300-02 P phy

AFF eOb u hysical 9000 | none/none Cluster Cluster
A300-02 P phy

AFF eOc down hysical 1500 | none/none Default Default
A300-02 phy
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AFF .

A300-02 e0d down physical 1500 | none/none Default
AFF ele u hysical 1500 | none/none Default
A300-02 P phy

AFF eOf u hysical 1500 | none/none Default
A300-02 P phy

AFF eOM u hysical 1500 | full/ful Default Default
A300-02 P phy

AFF ea u hysical 9000 | none/none Default
A300-02 P phy

AFF eZe u hysical 9000 | none/none Default
A300-02 P phy

Network Port Interface Group Settings

An interface group (ifgrp) is a port aggregate containing two or more physical ports that acts as a single
trunk port. Expanded capabilities include increased resiliency, increased availability, and load distribution.
You can create three different types of interface groups on your storage system: single-mode, static
multimode, and dynamic multimode. Each interface group provides different levels of fault tolerance.
Multimode interface groups provide methods for load balancing network traffic.

Error! Reference source not found.lists the network port ifgrp settings.
Table 26  Network Port Ifgrp Settings

AFF A300-01 |a0a multimode_lacp port e2a, e2e

AFF A300-02 |a0a multimode_lacp port e2a, e2e

Network Routes

You control how LIFs in an SVM use your network for outbound traffic by configuring routing tables and static
routes.

e Routing tables. Routes are configured for each SVM and identify the SVM, subnet, and destination.
Because routing tables are for each SVM, routing changes to one SVM do not alter the route table of
another SVM.

Routes are created in an SVM when a service or application is configured for the SVM. Like data
SVMs, the admin SVM of each IPspace has its own routing table because LIFs can be owned by admin
SVMs and might need route configurations different from those on data SVMs.

If you have defined a default gateway when creating a subnet, a default route to that gateway is added
automatically to the SVM that uses a LIF from that subnet.

e Static route. A defined route between a LIF and a specific destination IP address. The route can use a
gateway IP address.
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Error! Reference source not found.lists the network routes for Data ONTAP 8.3 or later.

Table 27 Network Routes

AFF-A300-01_mgmt1
AFF A300 AFF A300 0.0.0.0/0 10.29.164.1 20 AFF-A300-02_mgmt1

cluster_mgmt

CIFS1-01
AFF A300 Infra 0.0.0.0/0 10.10.62.1 20
CIFS2-02

Network Port Broadcast Domains

Broadcast domains enable you to group network ports that belong to the same layer 2 network. The ports in
the group can then be used by an SVM for data or management traffic. A broadcast domain resides in an
IPspace.

During cluster initialization, the system creates two default broadcast domains:

e The default broadcast domain contains ports that are in the default IPspace. These ports are used
primarily to serve data. Cluster management and node management ports are also in this broadcast
domain.

e The cluster broadcast domain contains ports that are in the cluster IPspace. These ports are used for
cluster communication and include all cluster ports from all nodes in the cluster.

Error! Reference source not found.lists the network port broadcast domains for Data ONTAP 8.3 or later.

Table 28 Network Port Broadcast Domains

AFF-A300-01:a0a-

. 62 .
AFF A300 Cifs Default 1500 AFF-A300-02-a0a- cifs

62

AFF-A300-01:e0a

AFF-A300-01:e0b
AFF A300 Cluster Cluster 9000 AFF-A300-02-0a Cluster

AFF-A300-02:e0b

AFF-A300-01:e0c

AFF-A300-01:e0M
AFF A300 Default Default 1500 AFF-A300-02-e0c Default

AFF-A300-02:e0M

AFF-A300-01:a0a-

61
AFFA300 |IB Default 1500 AFF-A300-02:a0a- | '°

61
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AFF-A300-01:a0a-

63
AFF A300 |nfs Default 9000 AFF-A300-02:a0a- | ™

63

Aggregate Configuration

Aggregates are containers for the disks managed by a node. You can use aggregates to isolate workloads
with different performance demands, to tier data with different access patterns, or to segregate data for
regulatory purposes.

e For business-critical applications that need the lowest possible latency and the highest possible
performance, you might create an aggregate consisting entirely of SSDs.

e To tier data with different access patterns, you can create a hybrid aggregate, deploying flash as high-
performance cache for a working data set, while using lower-cost HDDs or object storage for less
frequently accessed data. A Flash Pool consists of both SSDs and HDDs. A Fabric Pool consists of an
all-SSD aggregate with an attached object store.

e If you need to segregate archived data from active data for regulatory purposes, you can use an
aggregate consisting of capacity HDDs, or a combination of performance and capacity HDDs.

Table 29 contains all aggregate configuration information.

Table 29 Aggregate Configuration

11@3.8TB_

gggrO_ASOO_ AFF-A300-01 | online | normal | raid_dp SSD 24 | cfo True False 414'47(;
(Shared)
10@3.8TB_

gggrO_ASOO_ AFF-A300-02 | online | normal | raid_dp SSD 24 | cfo True False 368'42(;
(Shared)
23@3.8TB_

gggrll_AFFSO AFF-A300-01 | online | normal | raid_dp SSD 24 | sfo False False 32.51TB
- (Shared)
23@3.8TB_

gggrzl_AFFSO AFF-A300-02 | online | normal | raid_dp SSD 24 | sfo False False 32.51TB
- (Shared)

Storage Virtual Machines

An SVM is a secure virtual storage server that contains data volumes and one or more LIFs through which it
serves data to the clients. An SVM appears as a single dedicated server to the clients. Each SVM has a
separate administrator authentication domain and can be managed independently by its SVM administrator.
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In a cluster, an SVM facilitates data access. A cluster must have at least one SVM to serve data. SVMs use
the storage and network resources of the cluster. However, the volumes and LIFs are exclusive to the SVM.
Multiple SVMs can coexist in a single cluster without being bound to any node in a cluster. However, they
are bound to the physical cluster on which they exist.

SVM Configuration
Table 30 lists the SVM configuration.

Table 30 SVM Configuration

AFF Infra data | default runni

A300 ng running cifs, fcp AFF A300

SVM Storage Configuration
Table 31 lists the SVM storage configuration.

Table 31 SVM Storage Configuration

aggrl_AFF300_0
1,
aggrl_AFF300_0
2

AFF A300 | Infra unix c.utf_ 8 |svm_root aggrl_AFF300_01

Volume Configuration

A FlexVol volume is a data container associated with a SVM with FlexVol volumes. It gets its storage from a
single associated aggregate, which it might share with other FlexVol volumes or infinite volumes. It can be
used to contain files in a NAS environment, or LUNs in a SAN environment.

Error! Reference source not found.the FlexVol configuration.

Table 32  FlexVol Configuration

AFF A300 | Infra esxi_boot aggrl_AFF300_01 | RW default default unix Soogg
AFF A300 | Infra home aggrl_AFF300_02 | RW default default ntfs 1.00TB
AFF A300 | Infra infra_ds01 aggrl_AFF300_02 | RW default default unix 6.00TB
AFF A300 | Infra rdsh_1 aggrl_AFF300_01 | RW default default unix 6.00TB

140



Solution Hardware and Software

AFF A300 | Infra vdi_ds01 aggrl_AFF300_02 | RW default default unix 6.00TB
. . 11.00T
AFF A300 | Infra vdi_fc_ds01 aggrl_AFF300_01 | RW default default unix B
. . 11.00T
AFF A300 | Infra vdi_fc_ds02 aggrl_AFF300_01 | RW default default unix B
. . 11.00T
AFF A300 | Infra vdi_fc_ds03 aggrl_AFF300_01 | RW default default unix B
. . 11.00T
AFF A300 | Infra vdi_fc_ds04 aggrl_AFF300_02 | RW default default unix B
. . 11.00T
AFF A300 | Infra vdi_fc_ds05 aggrl_AFF300_02 | RW default default unix B
. . 11.00T
AFF A300 | Infra vdi_fc_ds06 aggrl_AFF300_02 | RW default default unix B

Protocol Configuration

NAS

ONTAP can be accessed over Common Internet File System (CIFS), Server Message Block (SMB) and
Network File System (NFS) capable clients.

This means clients can access all files on a SVM regardless of the protocol they are connecting with or the
type of authentication they require.

Logical Interfaces

A LIF is an IP address with associated characteristics, such as a role, a home port, a home node, a routing
group, a list of ports to fail over to, and a firewall policy. You can configure LIFs on ports over which the
cluster sends and receives communications over the network.

LIFs can be hosted on the following ports:
e Physical ports that are not part of interface groups
e Interface groups
e VLANs
e Physical ports or interface groups that host VLANs

While configuring SAN protocols such as FC on a LIF, it a LIF role determines the kind of traffic that is
supported over the LIF, along with the failover rules that apply and the firewall restrictions that are in place.

LIF failover refers to the automatic migration of a LIF in response to a link failure on the LIF's current network
port. When such a port failure is detected, the LIF is migrated to a working port.
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A failover group contains a set of network ports (physical, VLANs, and interface groups) on one or more
nodes. A LIF can subscribe to a failover group. The network ports that are present in the failover group

define the failover targets for the LIF.

NAS Logical Interface Settings

Error! Reference source not found.lists the NAS LIF settings.

Table 33

NAS LIF Settings

AFF A300 | Infra CIFS1-01 up/up 10.10.62.10/24 | AFF-A300-02 a0a-62 False
AFF A300 | Infra CIFS2-02 up/up 10.10.62.11/24 | AFF-A300-02 a0a-62 True
AFF A300 | Infra mgmt2 up/up 10.10.61.26/24 | AFF-A300-01 ala-61 True
AFF A300 | Infra NFS1-01 up/up 10.10.63.10/24 | AFF-A300-02 ala-63 False
AFF A300 | Infra NFS2-02 up/up 10.10.63.11/24 | AFF-A300-02 ala-63 True

Windows File Services

You can enable and configure a CIFS SVM to let SMB clients access files on your SVM. Each data SVM in the
cluster can be bound to only one Active Directory domain; however, the data SVMs do not need to be bound
to the same domain. Each SVM can be bound to a unique Active Directory domain. Additionally, a CIFS SVM
can be used to tunnel cluster administration authentication, which can be bound to only one Active Directory
domain.

CIFS Servers

CIFS clients can access files on a SVM using the CIFS protocol provided ONTAP can properly authenticate
the user.

Table 34 lists CIFS server configuration information.

Table 34

CIFS Servers

AFF A300 | Infra INFRA VDILAB.LOCAL | VDILAB

CIFS Options

L Most of these options are only available starting with Data ONTAP 8.2.

Table 35 lists CIFS options.
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Table 35 CIFS Options

AFF A300 | Infra True True False True True False True

CIFS Local Users and Groups

You can create local users and groups on the SVM. The CIFS server can use local users for CIFS
authentication and can use both local users and groups for authorization when determining both share and
file and directory access rights.

Local group members can be local users, domain users and groups, and domain machine accounts.

Local users and groups can also be assigned privileges. Privileges control access to SVM resources and can
override the permissions that are set on objects. A user or member of a group that is assigned a privilege is
granted the specific rights that the privilege allows.

ﬂ Privileges do not provide ONTAP general administrative capabilities.

CIFS Shares

A CIFS share is a named access point in a volume and/or namespace that enables CIFS clients to view,
browse, and manipulate files on an SVM.

Table 36 lists the CIFS shares.

Table 36  CIFS Shares

AFF . . Everyone:Full
0, 0,
A300 Infra oW oW homedirectory symlinks Control
AFF .
A300 Infra admin$ / browsable uTD
oplocks
browsable -
AFF Infra c$ / h . svmlinks Administrators:Full
A300 changenotify . Y Control
show_previous_version
s
oplocks
I
AFF Infra home /home b|rqowsabe' symlinks Everyone:Full
A300 changenotify | Control
show_previous_version
S
AFF .
A300 Infra ipc$ / browsable uTD
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oplocks

browsable
AFF ' ) . . Everyone:Full
A300 Infra Profile$ /nome/Profile | changenotify symlinks Control

show_previous_version
s

CIFS Home Directory Search Paths

ONTAP home directories enable you to configure an SMB share that maps to different directories based on
the user that connects to it and a set of variables. Instead of having to create separate shares for each user,
you can configure a single share with a few home directory parameters to define a user's relationship
between an entry point (the share) and their home directory (a directory on the SVM).

The home directory search paths are a set of absolute paths from the root of the SVM that you specify that
directs the ONTAP search for home directories. You specify one or more search paths by using the vserver
cifs home-directory search-path add command. If you specify multiple search paths, ONTAP tries them in
the order specified until it finds a valid path.

Table 37 lists the CIFS home directory search paths.

Table 37 CIFS Home Directory Search Paths

AFF A300 Infra 1 /home/LoginVSI
AFF A300 Infra 2 /home/RDSHVSI
SAN

Storage Area Network (SAN) is a term used to describe a purpose-built storage controller that provides
block-based data access. ONTAP supports traditional FC as well as iSCSI and FCoE) within a unified
architecture.

LUNs

LUNs are created and exist within a given FlexVol volume and are used to store data which is presented to
servers or clients. LUNs provide storage for block-based protocols such as FC or iSCSI.

Table 38 lists the LUN details.

Table 38 LUN Configuration

AFF A300 Infra Ivollesxi_boot/infra_host_01 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/infra_host_02 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-1 True True | vmware False 10.00GB
AFF A300 Infra /vol/esxi_boot/VDI-2 True True | vmware False 10.00GB
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AFF A300 Infra Ivollesxi_boot/VDI-3 True True | vmware False 10.00GB
AFF A300 Infra /vol/esxi_boot/VDI-4 True True | vmware False 10.00GB
AFF A300 Infra Ivoll/esxi_boot/VDI-5 True True | vmware False 10.00GB
AFF A300 Infra /vol/esxi_boot/VDI-6 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-7 True True | vmware False 10.00GB
AFF A300 Infra Ivoll/esxi_boot/VDI-9 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-10 True True | vmware False 10.00GB
AFF A300 Infra /vol/esxi_boot/VDI-11 True True | vmware False 10.00GB
AFF A300 Infra /vol/esxi_boot/VDI-12 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-13 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-14 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-15 True True | vmware False 10.00GB
AFF A300 Infra /vol/esxi_boot/VDI-17 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-18 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-19 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-20 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-21 True True | vmware False 10.00GB
AFF A300 Infra /vol/esxi_boot/VDI-22 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-23 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-24 True True | vmware False 10.00GB
AFF A300 Infra Ivollesxi_boot/VDI-25 True True | vmware False 10.00GB
AFF A300 Infra /vol/infra_ds01/infra_ds0O1 True True | vmware False 5.00TB
AFF A300 Infra /vol/rdsh_1/RDSH_ds01 True True | vmware False 5.00TB
AFF A300 Infra Ivolivdi_ds01/vdi_ds01 True True | vmware False 5.00TB
AFF A300 Infra llvollvdi_fc_dsOl/vdi_fc_dsO True True | vmware False 10.00TB
AFF A300 Infra /2vollvdi_fc_dsOZ/vdi_fc_dsO True True | vmware False 10.00TB
AFF A300 Infra gvollvdi_fc_dsOS/vdi_fc_dsO True True | vmware False 10.00TB
AFF A300 Infra 2/0|/Vdi_fC_dSO4/Vdi_fC_dSO True True | vmware False 10.00TB
AFF A300 Infra /5voI/vdi_fc_dsOS/vdi_fc_dsO True True | vmware False 10.00TB
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Ivol/vdi_fc_ds06/vdi_fc_dsO
6

AFF A300 Infra True True | vmware False 10.00TB

Initiator Groups
Initiator groups (igroups) are tables of FC protocol host WWPNSs or iSCSI host node names. You can define
igroups and map them to LUNs to control which initiators have access to LUNs.

Typically, you want all of the host’s initiator ports or software initiators to have access to a LUN. If you are
using multipathing software or have clustered hosts, each initiator port or software initiator of each clustered
host needs redundant paths to the same LUN.

You can create igroups that specify which initiators have access to the LUNs either before or after you create
LUNSs, but you must create igroups before you can map a LUN to an igroup.

Initiator groups can have multiple initiators, and multiple igroups can have the same initiator. However, you
cannot map a LUN to multiple igroups that have the same initiator. An initiator cannot be a member of
igroups of differing OS types.

Table 39 lists the igroups that have been created.
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Table 39 Initiator Groups

AFF A300 Infra Infra_cluster fcp vmware True full
AFF A300 Infra SP_Infral fcp vmware True full
AFF A300 Infra SP_Infra2 fcp vmware True | full
AFF A300 Infra VDI_cluster fcp vmware True full
AFF A300 Infra VDI-1 fcp vmware True full
AFF A300 Infra VDI-2 fcp vmware True full
AFF A300 Infra VDI-3 fcp vmware True | full
AFF A300 Infra VDI-4 fcp vmware True full
AFF A300 Infra VDI-5 fcp vmware True full
AFF A300 Infra VDI-6 fcp vmware True full
AFF A300 Infra VDI-7 fcp vmware True full
AFF A300 Infra VDI-9 fcp vmware True full
AFF A300 Infra VDI-10 fcp vmware True full
AFF A300 Infra VDI-11 fcp vmware True full
AFF A300 Infra VDI-12 fcp vmware True full
AFF A300 Infra VDI-13 fcp vmware True full
AFF A300 Infra VDI-14 fcp vmware True full
AFF A300 Infra VDI-15 fcp vmware True full
AFF A300 Infra VDI-17 fcp vmware True full
AFF A300 Infra VDI-18 fcp vmware True full
AFF A300 Infra VDI-19 fcp vmware True full
AFF A300 Infra VDI-20 fcp vmware True full
AFF A300 Infra VDI-21 fcp vmware True full
AFF A300 Infra VDI-22 fcp vmware True full
AFF A300 Infra VDI-23 fcp vmware True full
AFF A300 Infra VDI-24 fcp vmware True full
AFF A300 Infra VDI-25 fcp vmware True full
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FCP Logical Interface Settings
Table 40 lists the FCP LIF settings.

Table 40 FCP LIF Settings

AFF A300 | Infra fcp_0la uplup ig:Ol:OO:aO:QS:af:bd: AFF-A300-01 | Og True
AFF A300 | Infra fcp_01b uplup 23:02:00:a0:98:af:bd: AFF-A300-01 | Oh True
AFF A300 Infra fcp_02a up/up 23:03:00:a0:98:af:bd: AFF-A300-02 Og True
AFF A300 | Infra fep_02b up/up 23104:0030:98:““: AFF-A300-02 | oh True

FCP / FCoE

FCP Service Configuration

FCP is a licensed service on the storage system that enables you to export LUNs and transfer block data to
hosts using the SCSI protocol over an FC fabric.

Table 41 lists the FCP service configuration details.

Table 41 FCP Service Configuration

AFF A300 Infra 20:00:00:a0:98:af:bd:e8 True

FCP Adapter Configuration

You can use storage controller onboard FC ports as both initiators and targets. You can also add storage
controller FC ports on expansion adapters and use them as initiators or targets, depending on the type of
expansion adapter installed.

Table 42 lists the details of the storage controller target ports and the WWPN address of each.

Table 42 FCP Adapter Configuration

offlined by A Om.OM.A A
AFF-A300-01 | Oe user/systom 0| ptp auto 50:0a:09:82:80:13:41:27
AFF-A300-01 | Of offlined by 0| ptp auto 50:0a:09:81:80:13:41:27
user/system T
AFF-A300-01 Og online 8 | ptp auto 50:0a:09:84:80:13:41:27
AFF-A300-01 Oh online 8 | ptp auto 50:0a:09:83:80:13:41:27
AFF-A300-02 | Oe offlined by 0| ptp auto 50:0a:09:82:80:d3:67:d3
user/system
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offlined by oo dn. m.
AFF-A300-02 of user/system 0 | ptp auto 50:0a:09:81:80:d3:67:d3
AFF-A300-02 Og online 8 | ptp auto 50:0a:09:84:80:d3:67:d3
AFF-A300-02 Oh online 8 | ptp auto 50:0a:09:83:80:d3:67:d3

Storage Efficiency and Space Management

ONTAP offers a wide range of storage-efficiency technologies in addition to Snapshot. Key technologies
include thin provisioning, deduplication, compression, and FlexClone volumes, files, and LUNSs. Like
Snapshot, all are built on ONTAP WAFL.

Volume Efficiency

You can run deduplication, data compression, and data compaction together or independently on a FlexVol
volume or an infinite volume to achieve optimal space savings. Deduplication eliminates duplicate data
blocks and data compression compresses the data blocks to reduce the amount of physical storage that is
required. Data compaction stores more data in less space to increase storage efficiency.

# Beginning with ONTAP 9.2, all inline storage-efficiency features, such as inline deduplication and inline
compression, are enabled by default on AFF volumes.

Table 43 lists the volume efficiency settings.

Table 43  Volume Efficiency Settings

AFF A300 | Infra esxi_boot none True sun-sat@1 True True
AFF A300 | Infra home none True inline-only True True
AFF A300 | Infra infra_ds01 none True inline-only True True
AFF A300 | Infra rdsh_1 none True inline-only True True
AFF A300 | Infra svm_root volume -

AFF A300 | Infra vdi_ds01 none True inline-only True True
AFF A300 | Infra vdi_fc_ds01 none True inline-only True True
AFF A300 | Infra vdi_fc_ds02 none True inline-only True True
AFF A300 | Infra vdi_fc_ds03 none True inline-only True True
AFF A300 | Infra vdi_fc_ds04 none True inline-only True True
AFF A300 | Infra vdi_fc_ds05 none True inline-only True True
AFF A300 | Infra vdi_fc_ds06 none True inline-only True True

149



Solution Hardware and Software

LUN Efficiency

Thin provisioning enables storage administrators to provision more storage on a LUN than is physically
present on the volume. By overprovisioning the volume, storage administrators can increase the capacity
utilization of that volume. As the blocks are written to the LUN, ONTAP adds more space to the LUN from
available space on the volume.

With thin provisioning, you can present more storage space to the hosts connecting to the SVM than what is
actually available on the SVM. Storage provisioning with thinly provisioned LUNs enables storage
administrators to provide actual storage that the LUN needs. As ONTAP writes blocks to the LUN, the LUN
increases in size automatically.

Table 44 lists the LUN efficiency settings.

Table 44 LUN Efficiency Settings

AFF A300 Infra Ivol/esxi_boot/infra_host_01 False False
AFF A300 Infra /vol/esxi_boot/infra_host 02 False False
AFF A300 Infra Ivol/esxi_boot/VDI-1 False False
AFF A300 Infra Ivol/esxi_boot/VDI-2 False False
AFF A300 Infra Ivol/esxi_boot/VDI-3 False False
AFF A300 Infra Ivol/esxi_boot/VDI-4 False False
AFF A300 Infra Ivollesxi_boot/VDI-5 False False
AFF A300 Infra Ivol/esxi_boot/VDI-6 False False
AFF A300 Infra Ivol/esxi_boot/VDI-7 False False
AFF A300 Infra Ivol/esxi_boot/VDI-9 False False
AFF A300 Infra Ivollesxi_boot/VDI-10 False False
AFF A300 Infra Ivollesxi_boot/VDI-11 False False
AFF A300 Infra /vollesxi_boot/VDI-12 False False
AFF A300 Infra /vol/esxi_boot/VDI-13 False False
AFF A300 Infra Ivol/esxi_boot/VDI-14 False False
AFF A300 Infra Ivol/esxi_boot/VDI-15 False False
AFF A300 Infra Ivol/esxi_boot/VDI-17 False False
AFF A300 Infra Ivol/esxi_boot/VDI-18 False False
AFF A300 Infra Ivol/esxi_boot/VDI-19 False False
AFF A300 Infra Ivol/esxi_boot/VDI-20 False False
AFF A300 Infra Ivollesxi_boot/VDI-21 False False
AFF A300 Infra Ivol/esxi_boot/VDI-22 False False
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AFF A300 Infra Ivollesxi_boot/VDI-23 False False
AFF A300 Infra Ivol/esxi_boot/VDI-24 False False
AFF A300 Infra Ivol/esxi_boot/VDI-25 False False
AFF A300 Infra Ivol/infra_dsO01/infra_ds01 True False
AFF A300 Infra Ivol/rdsh_1/rdsh_1 False False
AFF A300 Infra /vol/vdi_ds01/vdi_ds01 False False
AFF A300 Infra Ivolivdi_fc_ds01/vdi_fc_ds01 False False
AFF A300 Infra Ivolivdi_fc_ds02/vdi_fc_ds02 False False
AFF A300 Infra Ivolivdi_fc_ds03/vdi_fc_ds03 False False
AFF A300 Infra Ivolivdi_fc_ds04/vdi_fc_ds04 False False
AFF A300 Infra Ivol/vdi_fc_ds05/vdi_fc_ds05 False False
AFF A300 Infra Ivol/vdi_fc_ds06/vdi_fc_ds06 False False

Configure MDS 9100 Series

To configure the MDS 9100 series, complete the following steps:

L In this solution, we utilized the Cisco MDS 9148S Switches for Fiber Channel Switching. For racking,
cable and initial setup of the MDS switches, please refer to the Quick Start Guide:
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/mds9000/hw/9148/quick/quide/MDS 9148

SG.pdf

1. When the MDS switch is racked and can be logged into, it can now be configured to communicate with
the Cisco UCS Fabric Interconnects.

2. In this study, we used two separate fabrics each with their own unique VSAN. Fabric A is configured for
VSAN400 while Fabric B for VSAN4O01. In our initial Cisco UCS configuration, you will see where we con-
figured fiber cables on ports 1 and 4 and configured a FC port-channel. FI-A’s FC port channel is con-
figured for VSAN400 and FI-B’s FC port-channel for VSAN401.
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Figure 29 VSAN 400 Configured for Fabric A

SAN [ SAN Cloud / Fabric A [ Uplink FG Interfaces |/ FG Interface 1/1

General Faults Events

Actions Properties
o] 1 Slot ID 1

Disable Interface Fabric ID A

ser Label
Port Type Physical Network Type : San
Transport Type Fe Role : Network
Locale External Port witch-A/slot- 1/switch-fe/port-1
VSAN Fabric Ajvsan VSAN-4C ¥ Fill Pattern Idle (#) Arbff
Megotiated Speed © 16gbps
Figure 30 VSAN 401 Configured for Fabric B
SAN / SAN Cloud / Fabric B |/ Uplink FC Interfaces | FC Interface 1/1

General Faults Events

Actions Properties
D 1 Slot ID 1

Disable Interface Fabric ID B
User Label
Part Type Physical Network Type © San
Transport Type  : Fe Raole : Network
Lacale - External Part : sys/switch-B/slot-1/switch-fe/port-
VSAN : | Fabric Bfwsan VSAN-4C ¥ Fill Pattern Idle () Arbff

Negotiated Speed :

16gbps

L Physically, the Fabric Interconnects extended ports 1 and 2 run to the MDS switch ports 1 and 2.

Figure 31 MDS Switch VSAN Configuration Connectivity
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# We used a total of 8 16Gb FC links, four connections from each storage controller to each the MDS 9148S
SAN Switch for high availability and maximum throughput.

After the ports and port channels are configured, the next steps are to configure the zones and Active
Zoneset Database in the MDS switches. The commands listed below detail how to add a single host on both
9148S A and B. You will need to configure all hosts that will access the NetApp array in these commands.
The entire MDS 9148S FC switch configuration is included in Appendix A .

MDS-A

Zoneset name AFF-A300 VDI wvsan 400

Member {ESXi hostname-fcO0}

Exit

Zoneset activate name AFF-A300 VDI vsan 400
Zone commit vsan 400

Exit

Copy running-config startup-config

MDS-B

Zoneset name AFF-A300 VDI vsan 401

Member {ESXi hostname-fcl}

Exit

Zoneset activate name AFF-A300 VDI vsan 401
Zone commit vsan 401

Exit

Copy running-config startup-config

Installing and Configuring VMware ESXi 6.5

This section provides detailed instructions for installing VMware ESXi 6.5 Updatel in an environment. After
the procedures are completed, two booted ESXi hosts will be provisioned.

Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to use
the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map
remote installation media to individual servers and connect to their boot logical unit numbers (LUNS).

Download Cisco Custom Image for ESXi 6.5 Update 1
To download the Cisco Custom Image for ESXi 6.5 Update 1, complete the following steps:

1. Click the following link vmware login page.
2. Type your email or customer number and the password and then click Log in.
3. Click on the following link:

https://my.vmware.com/web/vmware/details?productld=614&downloadGroup=ESXI65U1

4. Click Download Now.
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5. Save it to your destination folder.

# This ESXi 6.5 Cisco custom image includes updates for the fNIC and neNIC drivers. The versions that
are part of this image are: neNIC: 1.0.6.0-1; fNIC: 1.6.0.34

KVM Access to Hosts
To log in to the Cisco UCS environment, complete the following steps:

1. Log in to Cisco UCS Manager.

2. The IP KVM enables the administrator to begin the installation of the operating system (OS) through re-
mote media. It is necessary to log in to the Cisco UCS environment to run the IP KVM.

3. Open a Web browser and enter the IP address for the Cisco UCS cluster address. This step launches the
Cisco UCS Manager application.

4. Log in to Cisco UCS Manager by using the admin user name and password.
5. From the main menu, click the Servers tab.

6. Select Servers > Service Profiles > root > VM-Host-01.

7. Right-click VM-Host-01 and select KVM Console.

8. Repeat steps for 4-6 for all host servers.

Set Up VMware ESXi Installation
To prepare the server for the OS installation, complete the following steps on each ESXi host:

1. In the KVM window, click the Virtual Media tab.
2. Click Add Image.

3. Browse to the ESXi installer ISO image file and click Open.

»

Select the Mapped checkbox to map the newly added image.
5. Click the KVM tab to monitor the server boot.
6. Boot the server by selecting Boot Server and click OK, then click OK again.

Install ESXi
To install VMware ESXi to the SAN-bootable LUN of the hosts, complete the following steps on each host:

1. Onreboot, the machine detects the presence of the ESXi installation media. Select the ESXi installer
from the menu that is displayed.

2. After the installer is finished loading, press Enter to continue with the installation.
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3. Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.
4. Select the AFF A300 boot LUN.

VMuare ESXi 6.5.0 Installer

Select a Disk to Install or Upgrade

= Contains a YMFS partition
# Claimed by YMuare wSAN

Storage Device Capacity

= |LS] UCSB-MRAID12G (naa .600000000000S0001aeds . . . ) 135.97 GiB
Remnote:

5. (NetApp LUN C-Mode(naa.600a098038304331395d4) 10 GB that was previously set up as the installa-

tion disk for ESXi and press Enter to continue with the installation.
6. Select the appropriate keyboard layout and press Enter.

7. Enter and confirm the root password and press Enter.

8. The installer issues a warning that existing partitions will be removed from the volume. Press F11 to con-

tinue with the installation.

9. After the installation is complete, clear the Mapped checkbox (located in the Virtual Media tab of the

KVM console) to unmap the ESXi installation image.

‘& The ESXi installation image must be unmapped to make sure that the server reboots into ESXi and not

into the installer.

10. The Virtual Media window might issue a warning stating that it is preferable to eject the media from the
guest. Because the media cannot be ejected and it is read-only, click Yes to unmap the image.

11. From the KVM tab, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts
Adding a management network for each VMware host is necessary for managing the host.

To configure the ESXi host with access to the management network, complete the following steps:
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1. After the server has finished rebooting, press F2 to customize the system.

2. Log in as root and enter the corresponding password.

3. Select the Configure the Management Network option and press Enter.

4. Select the VLAN (Optional) option and press Enter.

5. Enter the VLAN in-band management ID and press Enter.

6. From the Configure Management Network menu, select IP Configuration and press Enter.
7. Select the Set Static IP Address and Network Configuration option by using the space bar.
8. Enter the IP address for managing the first ESXi host.

9. Enter the subnet mask for the first ESXi host.

10. Enter the default gateway for the first ESXi host.

11. Press Enter to accept the changes to the IP configuration.

12. Select the IPv6 Configuration option and press Enter.

13. Using the spacebar, unselect Enable IPv6 (restart required) and press Enter.

14. Select the DNS Configuration option and press Enter.

# Since the IP address is assigned manually, the DNS information must also be entered manually.

15. Enter the IP address of the primary DNS server.

16. Optional: Enter the IP address of the secondary DNS server.

17. Enter the fully qualified domain name (FQDN) for the first ESXi host.
18. Press Enter to accept the changes to the DNS configuration.

19. Press Esc to exit the Configure Management Network submenu.

20. Press Y to confirm the changes and return to the main menu.

21. The ESXi host reboots. After reboot, press F2 and log back in as root.

22. Select Test Management Network to verify that the management network is set up correctly and press
Enter.

23. Press Enter to run the test.
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24. Press Enter to exit the window.

25. Press Esc to log out of the VMware console.
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Download VMware vSphere Client
To download the VMware vSphere Client, complete the following steps:
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1. Open a web browser on the management workstation and navigate to the VM-Host-01 management IP
address.

2. Download and install the vSphere Client.

# This application is downloaded from the VMware website and Internet access is required on the man-
agement workstation.

Download VMware vSphere CLI 6.5
To download VMware vSphere CLI 6.5, complete the following steps:

1. Click the following link:
https://my.vmware.com/en/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6

S
2. Select your OS and click Download.
3. Save it to your destination folder.
4. Run the VMware-vSphere-CLl.exe
5. Click Next.
6. Accept the terms for the license and click Next.
7. Click Next on the Destination Folder screen.

8. Click Install.

9. Click Finish.

# Install VMware vSphere CLI 6.5 on the management workstation.

10. Log in to VMware ESXi Hosts by Using VMware vSphere Client.

Log in to VMware ESXi Hosts by using VMware vSphere Client
To log in to the VvM-Host-01 ESXi host by using the VMware vSphere Client, complete the following steps:

1. Open the recently downloaded VMware vSphere Client and enter the IP address of vM-Host-01 as the
host you are trying to connect to: <<var vm _host 01 ip>>.

2. Enter root for the user name.
3. Enter the root password.

4. Click Login to connect.
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Download Updated Cisco VIC eNIC Drivers
To download the Cisco virtual interface card (VIC) eNIC and fNIC drivers, complete the following steps:

# The neNIC version is 1.0.6.0-1 and the fNIC version is 1.6.0.34 were used in this configuration.

1. Open a Web browser on the management workstation and navigate to:

https://my.vmware.com/web/vmware/details?downloadGroup=ESXI65U1&productld=614&rPId=18152

https://my.vmware.com/web/vmware/details?productld=614&downloadGroup=DT-ESXI65-CISCO-NENIC-
1060

https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI65-CISCO-NENIC-
1020&productid=614

https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI60-CISCO-FNIC-
16034&productld=491

2. Download the Cisco eNIC and fNIC driver bundle.

3. Open the neNIC driver bundle. This bundle includes the VMware driver bundle which will be uploaded to
ESXi hosts.

4. Open the fNIC driver bundle. This bundle includes the VMware driver bundle which will be uploaded to
ESXi hosts.

5. Save the location of these driver bundles for uploading to ESXi in the next section.

& If the link above has changed, go to www.cisco.com for the latest ISO image of Cisco UCS-related
drivers. This ISO will either have the drivers included or may have an HTML file with the location of the
latest network drivers.

Load Updated Cisco VIC neNIC and fNIC Drivers
To install VMware VIC Drivers on the ESXi host servers, complete the following steps:

1. From each vSphere Client, select the host in the inventory.

2. Click the Summary tab to view the environment summary.

3. From Resources > Storage, right-click datastorel and select Browse Datastore.
4. Click the fourth button and select Upload File.

5. Navigate to the saved location for each downloaded VIC driver and select:

a. VMware ESXi 6.5 NIC nenic 1.0.6.0 Driver for Cisco nenic
b. VMware ESXi 6.0 fnic 1.6.0.34 FC Driver for Cisco

6. Click Open on each and click Yes to upload the file to datastorel.
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7. Click the fourth button and select Upload File.
8. Make sure the files have been uploaded to both ESXi hosts.
9. From the management workstation, open the VMware vSphere Remote CLI that was previously installed.

10. At the command prompt, run the following commands to account for each host:

# To get the host thumbprint, type the command without the —thumbprint option, then copy and paste
the thumbprint into the command.

esxcli —-s <<var_vm _host ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d /vmfs/volumes/datastorel/ESXi6.5 nenic-
1.0.6.0-offline bundle-5894048.zip

esxcli -s <<var vm host ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d /vmfs/volumes/datastorel/
fnic driver 1.6.0.34-offline bundle-5367434.zip

11. Back in the vSphere Client for each host, right click the host and select Reboot.
12. Click Yes and OK to reboot the host.

13. Log back into each host with vSphere Client.

# Verify the neNIC driver version installed by entering vimkload mod -s nenic and vmkload mod -
s fNIC at the command prompt.

9.2 Built on: Feh 21 2017

memory pool size for the driver.

uffer mwemory pool size.

for the driwver.

ated for the driwver.

ch LU
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(default: DRIVER | UPLINEKE | QUEUE |

Install and Configure VMware vCenter Appliance
Log in to the VM-Host-01 ESXi host by using the VMware vSphere Client and complete the following steps:

1. Open the recently downloaded VMware vSphere Client and enter the IP address of VM-Host-01 as the
host you are trying to connect to.

2. Enter root for the user name.
3. Enter the root password.
4. Click Login to connect.

To build the VMWare vCenter VM, complete the following steps:

1. From the vSphere 6 download page on the VMware Web site, download the vCenter ISO file for the
vCenter Server appliance onto your system.

2. Mount the vSphere ISO file via Windows Explorer and navigate to the folder vcsa-ui-installer/win32 and

click installer file to start the VCSA Appliance from Installer.

(-I L | b This PC » DWD Drive (E:) COROM » wcsa-ui-installer » win32 »
4% Favorites Marme “ Date rodified Type Size
B Desktop locales FIET 250 PR File folder
4 Downloads resaurces FEERMT 250 P File falder
=il Recentplaces | blink_image_resources_200 percent.pak S26/2017 5:48 P P&k File 25KB
|| content_resources_200_percent.pak 5/26/2017 548 PR PAKFile 1KE
A M This PC || content_shell.pak 5/26/2017 048 PM PAKFile 0882 KB
[+ 5@ C on RGUDURL-WS03 (%) didcampiler_47.dll 5/26/2017 548 PR Application extens.., 3,386 KB
I+ | pm Desktop &) firmpeg.dil S/26/2017 548 PM Application extens.., 1,845 KB
I 2| Documents || icudtl.dat 5/26/2017 548 PR DAT File 9,804 KB
[ | Downloads installer 5/26/2017 5:48 PR Application 55,542 KB
b Music (| libEGL.dII 5/26/2017 548 PR Application extens.., o4 KB
I+ | =] Pictures (%) libGLESVZ Il S/26/2017 548 PM Application extens.., 1,893 KB
I H Videos || LICEMSE 5/26/2017 248 PM File 2KR
I*  Local Disk - O5(C3) | =] LICEMSES. chramium 5/26/2017 248 FM HTML File 1,702 KB
I ¢ Local Disk - Data (D) || natives_blob.bin 5/26/2017 2:48 Pk BIM File I35 KE
[ DD Drive (E:) COROR (%) node.dll SS26/ 2017 548 PR Application extens.., 14,693 KB
|| snapshot_blob.bin 5/26/2017 2:48 Pk BIM File TA5 KB
- € Metwork L ui_resources_200 percent.pak 5/26/2017 5:48 P PAK File 85 kB
|| wersion 5/26/2017 548 PR File 1KE
|| views_resources_200_percent.pak 5/26/2017 548 PR PAKFile S9KE
(| xinput1_3.dll 5/26/2017 548 PR Application extens.., a0 kKB

A browser will open with an option to Install.
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3. Click Install.

Install - Stage 1: Deploy vCenter Server with Embedded Platform Services Controller opens.

Installer

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Introduction
This installer allows you ta install a vCenter Server Appliance B.5 or a Platform Services Controller Appliance 6.5

1 Intraduction
2 End uger license agreement

E Stage 1
3 Gelect deployment type
4 Appliance deploymenttarget
& Setup appliance Yh
6 Select deplayment size
7 Gelect datastore
& Configure netwark settings

Deploy appliance

9 Ready to complete stage 1

Installing the appliance is a two stage process. The first stage involves deploying a new appliance to the target vCenter
Server or ESXi host The second stage completes the setup of the deployed appliance. Click Nest, 1o proceed with stage 1

4. Follow the onscreen prompts. Accept EULA.

Installer

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

End user license agreement

1 Introduction
v Read and accept the following license agreement,

2 End user license agreement
VMWWARE END USER LICENSE AGREEMENT

Sl ERICEHLAREN PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR USE OF THE
SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE SOFTWARE.
4 Appliance deployment target

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE, YU (THE
& Set up anpliznce Vi INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE

AGREEMENT (EULA"). IF YOU DO NOT AGREE TO THE TERMS OF THIS ELLA, YO MUST NOT DOWNLOAD,
INSTALL, OR USE THE SOFTWARE, AMD YOU MUST DELETE OR RETURN THE UNUSED SOFTWARE TO THE
WENDOR FROM WHIGH YOU ACQUIRED ITWITHIN THIRTY (30) DAYS AMD REQUEST A REFIND OF THE
LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE

6 Select deployment size

7 Select datastore

EVALUATION LICENSE. If You are licensing the Sofware for evaluation purposes, Your use of the Software is anly
permitted in & non-production environment and for the period limited by the License Key. Notwithstanding any other
provision in this ELILA, an Evaluation License of the Software is provided "AS-15" without indemnification, support or
warranty of any kind, expressed orimplied.

& Configure network settings

9 Readyto complete stage 1
1. DEFINITIONS.

(@) | acceptthe terms ofthe license agreement.

5. Deploy the appliances. Select Embedded Platform Services Controller.
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Installer

Install - Stage 1: Deploy appliance

Select deployment type

1 Introducti
<7 U U EEE: Selectthe deployment type you wantto configure on the appliance.

2 End user license agreement
L o For more information on deployment types, refer to the vSphere 8.5 documentation,

3 Select deployment type

Embedded Platform Services Controller Appliznce

4 Appliance deployment target ® wCenter Sarverwith an Embedded
Platform Services Controller
5 Setup appliance Vi

6 Select deployiment size

7 Select datastore

External Platform Services Controller Appliznce
2 Configure network settings

© Platform Senvices Controller

9 Ready to complete stage 1 -
) wCenter Server (Requires External
Flatform Services Controller)

Applizncs Applisnce

Cancel

6. Enter the IP of the ESXi host the vCenter Appliance will reside. Click Next. Provide Host IP or FQDN and
User Name, Password Credentials of the Host to Connect.

Installer

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target
Specify the appliance deployment target settings. The target is the ESXI host orwCenter Server instance an which the
appliance will be deploved.

+ 1 Introduction
+ 2 Enduserlicense agreement
+ 3 Select deployment type E3xihost orvCGenter Server name 101060108

4 Appliance deployment target HTTPS port 443

5 Setup appliance Wi
User name

6 Select deplayment size

Pasgwiard
7 Select datastore

8 Configure network settings

9 Readyto complete stage 1

Cancel

7. Click Yes to accept Certificate Warning.
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Installer

Certificate Warning

Ifan untrusted SSL certificate is installed on 10.10.60.108, secure
communication cannot be guaranteed. Depending on your
security policy, this issue might not represent a security concern

The 8HAT thumbprint of the certificate is
BY.07T40:5E:B02B:EEDD B9 F 020 9ATEBRIBCADI54.54:89.50

Toaccept and continue, click Yes

8. Provide a name for the vCenter appliance, then click Next to continue.

Installer

g

v

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

4 Setup appliance WM

6 Select deployment size

7 Select datastare

& Configure network settings

49 Readyto complete stage 1

Setup appliance Whi
Specify the WM settings for the appliance to be deployved.

W name WCENTERES

Root password

Confirm raot password

Cancel
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Installer

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select deployment size

1 Introduct
v T lntraduction Selectthe deployment size far this vCenter Server with an Embedded Platform Services Contraller.

2 End user license agreement
E For mare infarmation on deployment sizes, refer to the vSphere 6.5 docurnentation

3 Select deployment tipe Deployment size
4 Appliance deployment target Storage size Default ™

4 Setup appliance VM Resources required for different deplovment sizes

6 Select deployment size Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (upto) VMs (up to)
Tiny 2 10 250 10 100

7 Select datastore
Small 4 16 240 100

8 Configure network settings Medium 24 425 400

9 Ready to complete stage 1 Large 32 640

H-Large 48 980

Cancel

Installer

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Ready to complete stage 1

1 Introduction
Review your seftings before starting the appliance deployment.

2 End uzer license agreament
Deployment Details
3 Gelect deployment trpe Target ESXi host 100080102
4 Appliance deplovment target W name WOENTERES
Deployment type vCenter Server with an Emhedded Platform Services Controller
5 Set up appliance Yht
P app Deployment size Large
B Select deployment size Datastore Details
Datastare, Disk maode Infra-DS, thin
7 Select datastore
Network Details
8 Configure network settings Matwork W Metwork

9 Readyto complete stage 1 IF sedtings [Fwd static
IP address 101060.8
Systern name veenterggvdipod.local
Subnet mask or prefix lenoth 2546.255.295.0
Default gateway 1010601
DMS servers 10.1081.30,10.1061.31

Back Finish Cancel

9. Select Install vCenter Server with and Embedded Platform Services Controller (unless your environment
already has a PSC).
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10. Create a new SSO domain (unless your environment already has and SSO domain. Multiple SSO domains
can co-exist).

11. Provide Single Sign On Password and Site Name Credentials.
12. Select the proper appliance size for your deployment. In our study, Large was selected.

13. Select the Data store.

L In our study we used the embedded PostgreSQL database.

14. Select Use an embedded database (PostgreSQL).

15. Enter Network Settings for appliance.

e vCenter Server Appliance Installer bli-

Installer

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Q You have successfully deployed the vCenter Server with an Embedded

b Platform Services Controller.

[ | 100e

Deployment complete

To proceed with stage 2 of the deplovment process, appliance setup, click Continue.

Ifyou exit, you can continue with the appliance setup at any time by logging in to the vCenter Server Appliance
Management Interface https fveenterbs vdipod local:54807

Continue

L It is important to note at this step that you should create a DNS A record for your appliance prior to
running the install. The services will fail to startup and your install will fail if it cannot resolve properly.

16. Provide the Necessary Network Gateways and DNS Server Information. Review the install settings and
click Finish.

17. When your install completes successfully, you can now login to your Web Client and begin adding hosts
and configuring clusters.

18. Configure the Embedded Server Appliance.

166



Solution Hardware and Software

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC opens.

Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

Intraduction
wCenter Server Appliance installation cverview

1 Intraduction

2 Appliance configuration
oe 4 Stage 2

3 550 configuration

4 Configure CEIP Q

5 Readyto complete

~ia

()
Lo
[—

Set upvCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been completed. Click Mext, to proceed
with Stage 2, setting up the wCenter Server Appliance

Cancel

19. Sync the time for appliance.

Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

< 4 el Appliance configuration

Time synchronization mode Synchronize time with NTP servers v

2 Appliance configuration

MNTP servers (comma-separated list)
3 850 configuration

4 Configure CEIP

5 Ready to complete S5H access Disabled v

o FarvCenter Server High Availability (HA), enable 88H access

Cancel
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Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

+ 1 Intraduction 550 configuration

v 7 Appliance configuration Single Sign-On domain narme

Single Sign-0n user name
3 550 configuration

Single Sign-0On password
4 Configure CEIP

Confirm password

5 Readyto complete
Site name

waphare local

administratar

[vd\pnd local

InwCenter 6.5, joining a vCenter with embedded PSC to an external PSC is not supported. For more information on
recommended vCenter and PSC topologies, referto the vCenter Server documentation

Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

W 1 Infroduction Ready to complete

Review your settings befare finishing the wizard.

« 2 Appliance configuration
Network Details

+ 3 550 configuration Metwork configuration
+ 4 Configure GEIF Puersion
Hostname

+ 5 Readyto complete IP Address

Subnet mask

Gateway

DS servers
Appliance Details

Time synchranization mode
MNTF Servers

S5H access
S50 Details

Daomain narme

Site name

User name

Assign static IP address
IPwd

weenterds vdipod.local
10.10.60.8
255.255255.0
100106801

101008130 10108131

Synchronize time with NTF servers
10.1060.2,1010.60.3
Enahled

vephere.local
wdipod

administrator

Finizh Cancel
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2 wvCenter Server Appliance Installer

Installer

Appliance setup is in progress

Setupis in progress. Services on this appliance are starting

Starting WMware Authentication Framework.

2 wCenter Server Appliance Installer

Installer

Complete

Q You have successfully setup this Appliance

Complete

wCenter Server Appliance setup has been completed successfully. Click on the link below to get started. Press close to
it

Appliance Getting Started Page hitpsiifvcenteris vdipod.ocal443

20. Login in to vCenter Appliances Web GUI.
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21. Login using IP Address of the Appliance and Download vSphere

User name: VMware” vCenter™” Single Sign-On

22. Log into the vSphere Web Client.

23. Click the link labeled Log in to vSphere Web Client.
24. If prompted, run the VMWare Remote Console Plug-in.
25. Log in using the root user name and password.

26. Click the vCenter link on the left panel.

27. Login vSphere Web GUI.

(4 ) @ P R hitpsi/10.10.60.20/wsphere-client/Tespiextensionld3Dvsphere.core, contralcenter. shartcuts\ien

vmware* vSphere Web Client A=

| Mavigator ].” {2} Home
| 4 Back ” | Home |

[P Hosts and Clusters -
x e
WMs and Termplates ! ! I @ = =
H storage Hosts and e and Storage Metworking Content Global Virtual Storage
g Metworking Clusters Templates Libraries Inventary Lists Console

Content Libraries

Operations and Policies
(54 Global Inventory Lists

& or i 3 ] @ &

[z Polities and Profiles
(&, Update Manager

Task Console  Event Console M Storage Custamization Update Hast Profiles
I virtual Storage Console Policies Specification Manager
Manager

V|V VWV VY VY Y VY VYV

&2, administration

istration

Tasks

[T Events 8\' ﬂ '2 iﬂi&

7 Tags & Custom Attributes

Roles Systemn Licensing Customer vRealize
&, Mew Search > Configuration Experience Qperalions
Improvement ... Manager

[ saved searches >
Plug-ins for Installation

@ (o)
Hybrid Cloud wRealize
Manager Qrchestrator

28. Click the Datacenters link on the left panel.
29. To create a Datacenter, click the icon in the center pane which has the green plus symbol above it.

The screenshot below shows an example of a VDI-DC Data Center.
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New Datacenter 2} m
Datacenter name:  [WDFDC |
Lacation: () weentergs wdilab.local

[ OK ][ Cancel ]

30. Type VDI-DC as the Datacenter name.
31. Click the vCenter server available in the list. Click OK to continue.

32. Create a Cluster.

4 New Cluster 2
Marne |vo1 |
Location WDI-DC

» DRS ] Turn G

» wSphere HA [] Turn GM

b EVD [ Disable [~ ]
WSAN ] Turn G

33. Right-click Datacenters > VDI-DC in the list in the center pane, then click New Cluster.
34. Name the cluster VDI-CL.
35. Select DRS. Retain the default values.

36. Select vSphere HA. Retain the default values. Configure Cluster Specific Setting.
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4J Mew Cluster 2l b
Marme [Infra-GL
Location WDI-DATACERTER
~ DRS [f] Turn Qrd
Automation Lewvel | Fully automated | - |
Migration Threshald Canservative Agaressive
~ wSphere HA [f] Turn Qrd
Host Monitaring [] Enable host monitaring
~ Admission Control
Admission Control Status Admission contral will prevent powering on Vs that violate availability constraints

[] Enable admission contral

Folicy Specify the type of the policy that admission control should enforce.

(=) Host failures cluster tolerates: |1 $|

() Percentage of cluster resources reserved as failover spare capacity:

= i Manitaring

Wil hlonitoring Status
g [ Disabled [+ ]

Crwerrides far individual Whis can be set from the Wk Overrides page from Manage

Settings area.

Monitoring Sensitivity Loy ———" High
» EVC [Disable [~ ]
» Wirtual Sak [ Turn ard

oK | [ Gancel |

‘ﬁ If mixing Cisco UCS B 200 M5 servers within a vCenter cluster, it is necessary to enable VMware En-
hanced vMotion Compatibility (EVC) mode. For more information about setting up EVC mode, refer to

Enhanced vMotion Compatibility (EVC) Processor Support.

37. Click OK to create the new cluster.
38. Click VDI-DC in the left pane.

39. Add a ESXi Host.

[avDLDC I CenterSeneraliowswoutomanage A

“E] Add Host

1 Name and location Enter the name or IP address of the host to add to vCenter Server.

Host name or IP address: |

Lacation: \VDIDC

Type: (i ]

40. Right-click Infra in the center pane and click Add Host.

41. Type the host IP address and click Next.
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42. Type root as the user name and root password as the password. Click Next to Continue.

Security Alert

Unable to verify the authenticity of the host

The SHA1T thumbprint of the certificate Is
SB-0E:2D:DCT:C4:65:4DAF 2D 65:08:A5:11.79:31:B0.E
3:14:.F5:94

e Connect anyway?

Click “Yes~ if you trust the host The above information
will be retained until the host is removed from the
inventory

Click "No™ to cancesl connecting to the host

43. Click Yes to accept the certificate.

44. Review the host details and click Next to continue.

45, Assign a license and click Next to continue.

46. Click Next to continue.

47. Click Next to continue.

48. Review the configuration parameters then click Finish to add the host.
49. Repeat this for the other hosts and clusters.

50. When completed, the vCenter cluster configuration is comprised of the following clusters, including a
cluster to manage the workload launcher hosts:

vmware* vSphere Web Client #=

Navigator X [ vcenter6S.vdilab.local B f@ e | 8jActions ¥
4 Back J Summarny | Monitor  Configure  Permissions  Datacenters

veenter65.vdilab.local
— Yirtual Machines: 1946

- [l vDI-DC . : Hoste: 27

p B Infra -

¢ [J ROSH

» [J vorcLsTR

» [ voI-cLSTRY

Building the Virtual Machines and Environment for Workload Testing

Software Infrastructure Configuration

This section details how to configure the software infrastructure components that comprise this solution.

Install and configure the infrastructure virtual machines by following the process provided in the table below:
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Table 45 Software Infrastructure Configuration

Configuration Operating Virtual Memory Disk Network
System Size
CPU
vCenter Server Appliance VCSA- SUSE Linux 16 32 640 MGMT-VLAN
Active Directory Domain Con-| Microsoft Windows 4 12 60 Infra-VLAN
trollers/DHCP/DNS (2) 2016
VMware Horizon Connection Microsoft Windows 4 12 60 Infra-VLAN
Server 2016
VMware Horizon Composer Microsoft Windows 4 12 40 Infra-VLAN
Server-1 2016
VMware Horizon Replica Microsoft Windows 4 8 40 Infra-VLAN
2016
Server (2)
Microsoft SQL Server 2016 Microsoft Windows 4 12 60 Infra-VLAN
2016
KMS License Server Microsoft Windows 4 8 40 Infra-VLAN
2016

Preparing the Master Image

This section provides guidance around creating the golden (or master) images for the environment. VMs for
the master targets must first be installed with the software components needed to build the golden images.
For this CVD, the images contain the basics needed to run the Login VSI workload.

The master target for RDSH server roles was configured server 2016 and target master image configured for
VDI VMs with Windows 10 64 bit OS as listed in the table below:

Table 46 Master Image Configuration

Configuration Operating System | Virtual | Memory Disk | Network Additional Software
CPU Size
RDSH Virtual Microsoft Windows 6 24 GB 40 VMXNET3 Microsoft Office 2016.
Machine Server 2016 VDI-VLAN Login VSI 4.1.25.6
(Knowledge Worker
workload)
VDI Virtual Microsoft Windows 10 2 2 GB 32 VMXNET3 Microsoft Office 2016.
Machine (Instant | 64-Bit LTSB Version 1607 (Reserved) VDI-DVS Login VSI 4.1.25.6
Clone Pool) (vDS) (Knowledge Worker
workload)
VDI Virtual Microsoft Windows 10 2 2GB 32 VMXNET3 Microsoft Office 2016.
Machine(Full 64-Bit LTSB Version 1607 (Reserved) VDI-DVS Login VSI 4.1.25.6
Clone Pool) (vDS) (Knowledge Worker
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Configuration Operating System | Virtual | Memory Disk | Network Additional Software
CPU Size

workload)

Installing and Configuring VMware Horizon Environment

This section details the installation of the VMware core components of the Horizon Connection Server and
Replica Servers. This CVD installs 1 VMware Horizon Connection server and 2 VMware Horizon Replica
Servers to support both remote desktop server hosted sessions (RDSH), non-persistent virtual desktops
(VDI) based on the best practices from VMware. For information about sizing limits, see VMware Horizon
View 6 sizing limits and recommendations.

The prerequisites for installing the Horizon Connection server or Composer server is to have Windows
2008/12 to 2016 servers ready. In this study, we have used Windows 2016 server for Horizon Connection
Server, Replica Servers, and Composer Server.

VMware Horizon Connection Server Configuration
To configure the VMware Horizon Connection Server, complete the following steps:
1. Download the Horizon Connection server installer from VMware and click Install on the Connection Serv-

er Windows Server Image. In this study, we used version Connection Server 7.3.1 build.6760913. For
the download, see Download VMware Horizon 7.3.1 Standard.

VMware Horizon™7

! Connection Server

2. Click the Connection Server installer.
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Welcome to the Installation Wizard for
VMware Horizon 7 Connection Server

The installation wizard will upgrade VMware Horizon 7
Connection Server on your computer. To continue, dick Mext.

Copyright {c) 1998-2017 VMware, Inc. All rights reserved. This

VMware Horlzon™7 product is protected by U.5. and international copyright and
- intellectual property laws. VMware products are covered by

Connection one or more patents listed at

Server http: ffwww. vmware.comfgo/patents.

Product version: 7.3. 1-6760913 x64 < Back cancel

3. Click Next.

ﬂ VMware Horizon 7 Connection Server >

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT =

PLEASE MOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE

SOFTWARE. -
{1 accept the terms in the license agreement
{®) I do not accept the terms in the license agreement
< Back Mext = Cancel
4. Accept the terms in the License Agreement.
ﬁ Vihware Harizon 7 Connection Server >

Destination Folder
Click Mext to install to this folder, or dick Change to install to a different folder.

G Install VMware Horizon 7 Connection Server to:

C:\Program Files\WMware\WMware View\Server) Change

<oack Cance

5. Click Next.
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ﬁ VMware Horizon 7 Connection Server =

Installation Options

Select the type of Horizon 7 Connection Server instance yvou want to install.
Select the type of Horizon 7 Connection Server instance you want to install.

Install HTML Access

Horizon 7 Enroliment Server

Perform a standard full install. This is used to install a standalone instance of Horizon 7
Connection Server or the first instance of a group of servers.

Spedfy what IP protocol version shall be used to configure this Horizon 7 Connection Server
instance:

This server will be configured to choose the IPv4
IPVGE protocol for establishing all connections.

<oack Cance

6. Select the Standard Server.

# To install additional VMware Horizon Replica servers, during the installation, select Horizon 7 Connec-
tion Server Option to sync the Replica Servers with the existing Standard server by providing Horizon
Connection Server’'s FQDN or IP address.

ﬁ VMhware Horizon 7 Connection Server >

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

In order for Horizon 7 Connection Server to operate on a network, specdific incoming TCF
ports must be allowed through the local Windows Firewall service. The incoming TCP ports
for the Replica Server are 8009 (AJF13), 80 (HTTF), 443 (HTTPS), 4001 (IMS), 4002
{IMS-55L), 4100 {IMSIR), 4101 {IMSIR-S5L), 4172 (PColP), 8472 (Inter-pod API), and
8443 (HTML Access). UDP packets on port 4172 (PColIP) are allowed through as well.

(®) Configure Windows Firewall automatically

() Do not configure Windows Firewall

= ==

7. Configure the Windows firewall automatically.

ﬁ Vhware Horizon 7 Connection Server >

Ready to Install the Program
The wizard is ready to begin installation.

WMware Horizon 7 Connection Server will be installed in:
C:\Program Files\wMware\WMware View\Server),

Click Install to begin the installation or Cancel to exit the wizard.

< Back Install Cancel
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8. Click Install.

ﬁ YMware Horizen 7 Connection Server =

Installer Completed

The installer has successfully installed YMware Horizon 7
Connection Server. Click Finish to exit the wizard.

Next Steps:

[] Show the release notes

VMware Horizon™7 WARNING: Due to limited memory available on this system, the
Horizon 7 components have been configured to use reduced
Connection resources, Please refer to the Horizon 7 View administration

guides to determine how to correctly size this system.

Server

Product version: 7.3.1-6760913 x64 < Back Finish Cancel

9. Click Finish to complete the Horizon Connection Server installation.

Horizon VMware Replica Server Creation

To install Horizon Replica Server and additional Replica servers, complete the following steps:

1. Follow the steps shown in section VMware Horizon Connection Server Configuration. During the Horizon
Replica Server installation, select the Replica Server option in order to configure this server as a Replica
Server (shown below) and complete all other steps shown above.

il VMware Horizon 7 Connection Server -

Installation Options
Select the type of Horizon 7 Connection Server instance you want to install.

Select the type of Horizon 7 Connection Server instance you want to install.
Haorizon 7 Standard Server
Install HTML Access

Horizon 7 Security Server
Horizon 7 Enroliment Server

Perform a replica instance install joining an existing server instance. This is used to install a
second or subsequent server in a group of servers that all automatically share the same
directory configuration.

Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server

instance:
This server will be configured to choose the IPv4
IPvE protocaol for establishing all connections.
| < Back ” Mext = | | Cancel |

2. Click Next and follow the steps (shown for Horizon Standard server) to complete installing additional
Horizon Replica Servers.
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Install VMware Horizon Composer Server

To install the VMware Horizon Composer Server, complete the following steps:

1. Download the Composer installer from VMware and click Install on the Composer Windows server Im-
age. In this study, we used Composer 7.3.1 build.6744335.

VMware Horizon™7

Composer

WwWelcome to the Installation Wizard for
VMware Horizon 7 Composer

The installation wizard will install vMware Horizon 7 Compaser
on your computer. To continue, dick Mext.,

VYMware Horizon™7

Copyright © 1998-2017 ¥Mware, Inc. All rights reserved. This

Composer product is protected by U.5. and international copyright and
P intellectual property laws. VMware products are covered by

one or more patents listed at

http: ffwwewe vmware . comfgo /patents.

2. Click the Install Horizon Composer installer and click Next.

#59 VMware Horizen 7 Composer

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT =

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(®) I accept the terms in the license agreement

() I do not accept the terms in the license agreement

InstallShield

<oack Conce

3. Accept the License Agreement and click Next.
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ﬁ VhAware Horizon 7 Composer >
Destination Folder
Click Mext to install to this folder, or dick Change to install to a different folder.
@ Install VMware Horizon 7 Composer to:
C:\Program Files (x8&) \WMware\WMware View Composer), Change
InstallShield
<Back Conce
4. Click Install.
ﬁ VM ware Horizen 7 Composer s

Database Information

Enter additional database configuration information.

Enter the Data Source Mame (DSMN) for the WMware Horizon 7 Composer database. To set up
the DSM dick the ODBC Setup button.

I ODBC DSM Setup...

Enter the username that you entered in the ODBC Data Source Administrator.

Enter the password for this database connection.

InstallShield

<oack Cance

5. Provide ODBC database connection details and click Next.

The VMware Horizon 7 Composer is being installed.

ﬁ' Viviware Horizon 7 Composer |;Ii-

Installing VMware Horizon 7 Composer

The program features you selected are being installed.

Please wait while the installer installs VMware Horizon 7 Composer. This may
take several minutes.

Status:

InstallShield
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i VMware Horizon 7 Composer -

Installer Completed

The installer has successfully installed vMware Horizon 7
Composer. Click Finish to exit the wizard.

VMware Horizon™7

Composer

6. Click Finish.

Create the Golden Image for VMware Horizon RDS Deployment

You need to create the Golden Image as a prerequisite to install and configure server 2016. To create the
Golden Image, complete the following steps:

L We used Microsoft 2016 Standard Edition to configure the RDS Server Roles for RDSH VMs to be de-
ployed from the Master image.

1. Login to Windows 2016 RDS Server base VM (Master Image) and click Server Properties and then click
Add Roles and Features.

Server Manager

Tools View

Server Manager * Dashboard Manage

Add Roles and Features
{88 Dashboard WELCOME TO SERVER MANAGER

B Local Server

Remove Roles and Features

Add Servers

Create Server Group

@ All Servers Server Manager Properties

a Configure this local server

W§ File and Storage Services b
® Remote Desktop Services > QUICK START

2 Add roles and features

Add other servers to manage

WHAT'S NEW .
Create a server group

IS

Connect this server to cloud services

Hide

LEARN MORE

2. Select Role based or feature-based installation.
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DESTINATION SERVER

Select installation type RDSH-SRV-MI0104.VDIPOD.LOCAL

Select the installation type. You can install roles and features on a running physical computer or virtual
machine, or on an offline virtual hard disk (VHD).

Before You Begin

® Role-based or feature-based installation

Server Selection 2 % B
Configure a single server by adding roles, role services, and features.

O R Desktop Services i At
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment.

< Previous I | Next > | ‘ Install ‘ [ Cancel

3. Select Server Roles.
4. Remote Desktop Services > select Remote Desktop Session Host.

Select server roles

Select one or more roles to install on the selected server.

Before You Begin

Installation Type Roles Description
Server Selection || Active Directory Rights Management Services ~ Remote Deskto
[] Device Health Attestation users to access
[] DHCP Server session-based ¢
Features ] DNS Server RemotefApp pro
Remote Desktop Services [ Fax Server Remote Deskto)
) 1> [m] File and Storage Services (1 of 12 installed) to canfigure a ™
Role Services [ ] Host Guardian Service based or a Sess
[] Hyper-V deployment.
[ mMultiPoint Services
[] Metweork Controller
[] Metwark Policy and Access Services
[] Print and Document Services
[] Remote fccess

Remaote Desl Se
[ Volume Activation Services

[ Web Server {1IS)

[] Windows Deployment Services

[] Windows Server Essentials Experience
[] Windows Server Update Services
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elect server roles

Before You Begin Select one or more roles to install on the selected server.

Instaliation Type Roles

Server Selection T uiH;per—Il T
Server Roles [[J Network Policy and Access Services

Features [1 Print and Document Services

[] Remote Access

q [CJRemote Desktop Services (1 of 6 installed

[] Remote Desktop Connection Broker

[] Remote Desktop Gateway =
[[] Remote Desktop Licensing
#EJ Remote Desktop Session Host (installed)
[] Remote Desktop Virtualization Host
[1 Remote Desktop Web Access =

[[] Volume Activation Services
[] Web Server (1IS)
] Windows Deployment Services

[] Windows Server Essentials Experience
— ae- . - s man e S ~ |

Before You Begin Select one or more features to install on the selected server.

Instzllation Type Features

Server selection || Remote Assistance -
Server Roles [] Remote Differential Compression

4 [W] Remote Server Administration Tools (2 of 42 instal

I [[] Feature Administration Tools

Femote Deskicp Services 4 (W] Role Administration Tools (2 of 27 installed)
I AD DS and AD LDS Tools (2 of 4 installed)
Hyper-V Management Tools
Remote Desktop Services Tools
[ Remote Desktop Gateway Tools
[C] Remote Desktop Licensing Diagnaser T

Remote Desktop Licensing Tools
Windows Server Update Services Tools
Active Directory Certificate Services Tools
Active Directory Rights Management Servic
DHCP Server Tools
DMNS Server Tools
Fax Server Tools
File Services Tools
[ Metwork Controller Management Tools v

Rale Services

I
-

K

0000000

Select role services

Before You Begin Select the role services to install for Remote Desktop Services

Installaticn Type Role services

server selection [] Remote Desktop Connection Broker

Server Roles [] Remote Desktop Gateway
Fastures [] Remote Desktop Licensing
o Jesktop Session Hos

Remote Deskiop Services [] Remote Desktop Virtualization Host
[] Remote Desktop Web Access

Confirmation

5. Click Next and complete the RDS server roles for RDSH Server Sessions enablement.

Create the Golden Image for Horizon Linked Clone Desktops

To create the Golden Image, complete the following steps:
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1. Select ESXi host in Infrastructure cluster and create a virtual machine to use as the Golden Image with
windows 10 OS. We used windows 10, 64 bit OS for our testing.

For the virtual machine, the following parameters were used:

Memory : 2048MB
Processor : 2vCPU
Hard Disk :32GB

Network Adapter :1 VMXNET3 type attached to VDI-DVS port-group on VMware Distributed Virtual

2. Attach the already downloaded Windows 10 LTSB Version Build 1607 to the virtual machine to complete
the Windows 10 Master image installation.

i Windows Setup

==_Windows'

3. Click Next.

“ Windows Setup

= Windows

4. Click Install now.
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o Windows Setup
Applicable notices and license terms

Your use of this software is subject to the terms and conditions of the license

agreement by which you acquired this software. If you are a volume license

customer, use of this software is subject to your volume license agreement
may not use this software if you have not validly acquired a license for the
software from Microsoft or its licensed distributors

You

EULAID:RSC_R1_1_ED_E_V_en-us

I fipccept the license term:

alling Windows

5. Accept the license terms.

&> ol Windows Setup

Which type of installation do you want?

Upgrade: Install Windows and keep files

settings, and applicatior
ttings, and applicati ed to Wind vith this option. T
n a supported ve already running on the computer

Custom: Install Windows only (advanced)
The files, settings, and applications aren’t moved to Win ith this option. |
omputer using the installation

ns and drives, start the

make changes to partitic
recommend backing up your files re

ollecting information 2 Installing Windows

6. Click Install windows.

ol Windows Setup

Installing Windows

Status

pying Wind file
Gettin,

files ready for installation (0%)
In

F

1 Collecting information 2 Installing Windows
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Windows is installing.

Getting devices rea

The Windows installation is complete.

Get going fast

Change these at any time (scroll to see more). Select Use Express settings to:

Personalize your speech, typing, and inking input by sending your input data to Microsoft. Let
Microsoft use that info to improve the suggestion and recognition platforms.

Let Windows and apps request your location, including location history, turn on Find My Device, and
use your advertising ID to personalize your experienc =nd Microsoft location data to improve
location servi

Help protect you from malicious web content and use page prediction to improve reading, speed up
browsing, and make your overall experience better in Windows browsers. Your browsing data will be
sent to Microsoft.

Automatically connect to sugg open hotspots. Not all networ re secure.

Get updates from and send updates to PCs on the Internet. Send full diagnostic and usage data to
Microsoft.

Connect with friends. Let Skype use your contacts and verify your phone number. SMS charges may

Use Express settings

7. Customize the windows setup or use Express Settings.

Create an account for this PC

If you want to use a password, ch 3 rething that will be e or you to remember but hard for
others to gue

Who's going to use this PC?

8. Provide the User credentials for the windows VM created.
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Getting things ready, please don’t turn off

yiaur P

9. Reboot the Windows VM and install additional software as applicable.

VMware Horizon Agent Installation

To install the VMware Horizon Agent, complete the following steps:

1. Download VMware-viewagent-x86 64-7.3.1-6761332 version.

https://my.vmware.com/web/vmware/downloads

https://my.vmware.com/group/vmware/details?downloadGroup=VIEW-732-
STD&productld=681&download=true&fileld=977d331ce20874ba55052514e85bbab4&secureParam=dbc885
4351a3eal1f0d6214f4fd9c0d59&uuld=2560f9b4-f3d3-4a9c-ae79-4ef35994ed2b&downloadType=

VMware Horizon™

Agent

2. Click the VMware Horizon Agent installer.
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ﬁ Whtoeare Horizon Agent

wWelcome to the Installation Wizard for
Yhlware Horizon Agent

The installation wizard will install ¥Mware Horizon Agent on
YMware Horizon ™ wour compuker, To conkinue, click Mexk,

Agent

Zopyright 1995-2017 ¥Mware, Inc. All rights reserved. This
product is protected by U5, and inkernational capyright and
intellectual property laws, YrMware producks are covered by
one or more patents lisked at

htkp: fivavns, wrveare . comfgo/patents,

Praduct version: 7.3.1-6761322 x6 = Back Cancel

3. Click Next.

ﬁ VMware Horizon Agent

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT 2

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE

SOFTWARE. .
() I accept the terms in the license agreement
(@) I do not accept the terms in the license agreement
< Back Mext = Cancel
4. Accept the license agreement and click Next.
45 VMware Horizon Agent >

Network protocol configuration

Select the communication protocol

Specify the protocol to be used to configure this Horizon Agent instance:

IPv<4 This agent will be configured to choose the IPv4 protocol for establishing
all connections.

= Cancel

5. Select the default IPV4 and click Next.
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ﬁ VMware Horizon Agent

Custom Setup
Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

Feature Description

Lore " VM Hari: View C A g
USB Redirection ware Horizon View Composer Agen
VMware Virtualization Pack for ! RDSH installs: This machine can be used as

WMware Horizon Vi 5e the parent image for provisioning
Real-Time Audio-Video Automated Farms

WMware Horizon Instant Clone
Client Drive Redirection

Virtual Printing w This feature requires 1715KE on your hard
L4 > drive.

Change...

Help Space < Badk Cancel

6. Select the features to install.

i, Whdware Horizon Agent

Ready to Install the Program

The wizard is ready ko begin installation.

Whveare Horizon Agent will be installed in:
CHiProgram FilesiWiMwarei¥iMware ViewiAgent)

Click. Install ko begin the installation or Cancel to exit the wizard.

< Back || Inskall | | Cancel

7. Click Install.

35 VMware Horizon Agent >

Installer Completed

The wizard was interrupted before VMware Horizon Agent
VMware Horizon ™ could be completely installed.

Agent Your system has not been modified. To install this program at a
later time, please run the installation again.

Click Finish to exit the wizard.
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8. Click Finish to complete the Horizon Agent installation on the Master image.

& The same agent installation steps are applicable for the RDSH Server 2016 base Image you intend to
use for RDS VMs.

Prerequisites

To set the Scope Options on the DHCP server hosting the Horizon target machines (for example, RDSH and
VDI virtual machines), complete the following steps:

1. From the DHCP server, navigate to the Scope folder.
2. Setyour options.

% DHce
File  Action View Help

o=z T 6= HE &

?3. [EHCP # || Option Mame Vendor Value
v o ad-dclwdilab.local

= o |iz] 003 Router Standard 10.2.0.1
v® ,"S 1010.68.0] Launcher. 06801723 || =) 008 DNS Servers Standard 10.10.61.30, 10.10.61.21
v [ 5cope[10.10.68.0] Launcher-10.68.0.1/ 5] 015 DNS Domain Name ~ Standard vdilab.local

£} Address Pool

@ Address Leases

=] Reservations

., Scope Options

2 Palicies

~ [ ] Scope[10.2.0.0] VDI-SCOPE-10.2.0.1/1%

£} Address Pool

@ Address Leases

w| Reservations

., Scope Options

4| Policies

Provision Virtual Desktop Machines
To create VDI and RDS machines, complete the following steps:

1. Select the Master Target Device VM from the vSphere Client.

2. Right-click the VM and select Clone.

3. Name the cloned VM Desktop-Template.

4. Select the cluster and datastore where the first phase of provisioning will occur.

5. In case of RDSH VM, clone the RDS Master Image.
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are phere =le = &1 Actions - RDSHSRY-2016-MI
- Fower »
Navigator Guest 05 , L By 5 | {8k Actions -
—
4 Back Snapshots ¥ | Permissions  Shapshots  Datas
r 1 = [ Open Console
J e | 5] 8 51 = ROSHSRY-2016-MI
~ [ veenters.vdilab local (5 Migrate... uest 05 Microsoft Windows Server
I - [l ¥DI-DC # Clane » @3 Clone to Yirual Machine.. !
Infra
9 F 101060108 femelae f .7 Clone to Template...
Fault Talerance » Clone to Template in Library...
101060118 2 P o
(. AD-DC Whi Folicies » IP Addresses:
Host: 10.10.60.116
5 AD-DC2 Compalibility y 1
51 HorizanlUJER :}
Fh KMSERVER Export Systerm Logs.. | 1
5 Launchertdl-0818 Hj Edit Resource Settings... L ] L |
i MSSALSER G Edit Settings... 53, 0 MHz used —
hMSSOLSER2 Move T | ) i
55 MAbox-2.3 . _6 MB, 0 MB memory active AttribL
51 PROFILESHARE Ej_:zmte“' B
I oes . I
&g Py
; sconnected)
51 RDSH-MI-0921-1C Tags & Custom Attributes » - .
1ected -
(51 RDSH-8RY Add Perrmission... i b hd
slarms » lected ’C- i )

6. For Windows 10, follow the steps for cloning the Master Image for further deployment.

L sl g

POOLE-YM-25
POOLZ-YM-97
POOLZ-YM-293

i}
i}
]
Cfi POOLZ-YM-23
i}
]
i

Dpen Console

Migrate

BEES

replica-bSccf7Fb-e045-4a1e-8e15-2badd Clone to Mew b

replica-ecz275cfZ-6359-4c8e-b7E

Wl 0-LTSE-122

m FPouwver |
Guest [ 2
Shnapshot 3
= Open Console 1
3 ticket o reqgister H @ Edit Settings...
a ticket to register H E@ Migrate...
3 ticket ko register H
5 ticket ko regisker | &' Clone...

7. Change the memory to “Reserve all guest memory” (All locked).

1 WIN10-FC-0909 - Edit Settings — (2] e

[ wirtual Hardware | wh Options | SDRS Rules | wapp Options |

» | CRPU |: 2 |v] i
- W e oy | 2048 |'| | mMB |'|
Reservation z048 |v M -
#@ Reserve all guest memory (All locked)
Limit | Unlimited | v] [ mMBe | -]
Shares [ Mormal [=] [=zo480 |-

hermory Hot Plug [ Enable

v o Hard disk 1 3z = [ﬁ]

» % SCESl cantraller 0 Whitwware Faravirtual

IS Metwork adapter 1 |: st} | 'I [+ connect..
» (@) COIDYD drive 1 |' Client Device | -‘| CGonnect
e - |:n Ao —aoa o _aai o 1 :I

8. Convert the VM to a Template for additional steps.

9. When the template is ready, convert to VM and take a snapshot of the VM to deploy the VDI virtual ma-
chines from Horizon Administrator Console.
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10. Right-click the Master Image and take a snhapshot.

B ootz o i i [ T= T
Ops pooLzwrool G Take ¥irtual Machine Snapsh..l = | 2
2 POOLE-¥-9
T3 POOLE-YM-3 =
3 PooLE-YM-9 |Wind0wsID-MasterImage-Snapsth
5 POOLZ-¥M-9
£ POOLZ-¥M-9 —
& replica-bSecF Description

replica-ecz27g
% WTD—LTSB—I’ windows10-MasterImage-snapshot|For wDI Wirtual

9 Machirws Deployment
m

B Alarms —
29 15459 I

11. Provide a Name for the Master Image shapshot and click OK.

VMware Horizon Desktop Pool Creation

To create the VMware Horizon Desktop Pool, complete the following steps;

1. Login to Horizon 7 Administrator via a web browser. Address or FQDN>/admin.

VVMware Horizon™7
User name: [Ellllgll=s¢=|dalg Administrator

Password:

Domain: VD ILAR

i Remember user name

Log In

2. Login to VMware Horizon Connection Server Administrator to create the RDSH farm and RDSH pool or
VDI Desktops Pools.

Create VDI Desktop Pool
1. Select Type of Desktop pool to be created.

L We created an Automated Desktop Pool.

2. Click Next.
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Desktop Pool Definition Tres

(© Automated Desktop Paol utomated Deskiop Pool
An automated desktop pool uses
vCenter Server a vCenter Server tamplata or
settin - virtual machine snapshot to
Destton Pool denticotion | QY O Manul Desktop poct generat e maine, The
- machines can be created when
LR the pool is created or generated

U ignment

Provisioning Settings ! © ROS Desktap Pool on demand basad on pool usage.

Storage Optimization

vCenter Settings
Advancad Storaga Options
Guest Customization
Ready to Complete

Supported Features
+ vCenter virtual machines
Physical computars
Microgoft RDS Hosts
View Composer
PColP
VMware Blast

Persona management

3. Select the pool type by clicking the Add button (for example, automated pool or RDS pool).

A Reskion Pocl 2|

Desktop Pool Definition User assignment =
Type () Dedicatad Floating assignment
_ = Users will receive machines
vCenter Server V] Enzble automatic assignment | picked randomly from the desktc
Setting pool each time they log in.

Desktop Pool Identification
Desktop Pool Settings

[ (2 FIDAHNGD — |

o ) Supported Features
PersmnlngIS?ttln.gs RV ——
Storage Optimization

vCenter Settings v PColP
Advanced Storage Options + UMware Blast

Guest Customization

v Persona management |

I < Back ]I Mext = ]I Cancel ].::

4. Select User Assignment for desktop pool. (We created Floating assigned.) Click Next.
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Add Desktop Pool

Desktop Pool Definition vCenter Server

Type = Instant ¥Yirtual Machine
¥e (=) Instant clones
User Assignment P . Instant clones share the same
vCenter Server () Wiew Composer linked clones base image and use less storage
i . . space than full virtual machines.
Selling () Full virtual machines &

L

Instant clones are created using

WECREEF SISFEr vmFork technology.

Instant clones always stay
powered on and get recreated
from the current published image
after logoff.

veenteras.vdilab.local{administrator@vsphere.local)

Supported Features

v Wiware Blast

+ PColP

+ Storage savings
Recompose and refresh

+ Push Image

CDlickPrep guest
customization

SysPrep guest customization

+ ClonePrep guest

Description:  |FP
s customization

Fersona management

| =Back || Mext= || Cancel |

5. Select vCenter Server and the type of Desktop deployment. (We created Horizon Instant Clones).

Add Desktop Pool - wDI-ICPOOL

Desktop Pool Definition Desktop Pool Identification

Type ) j{=h WDI-ICPOOL D
User Assignment Disnl ) The desktop pool ID is the unique
vCenter Server Isplay name: WDI-ICPOOL name used to identify this
Setting Access group: [+ | = elesiEp EEel
Desktop Pool Identification Display Mame
Description: WDI-Instant Clone Pool Deployment

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used,

Access Group

ACCESS Qroups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within Yiew Administrataor.

| = Back || Mext = | | cancel |

6. Provide the Pool ID and virtual display name.
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Add Desktop Pool - WDI-ICPOOL

Desktop Pool Definition
Type
User Assignment
wiZenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings

Add Desktop Pool - VDI-ICPOOL

Desktop Pool Settings

General
State: Enahbled
Cannection Server MNone
restrictions:
Category Folder: Mone

Remote Settings

Automatically logoff after Mewver
disconnect:

Allow users to Mo -
resetfrestart their

machines:

Allow user to initiate Mo v

separate sessions from
different client devices:

Remote Display Protocol

Default display protocal:

Allow users to choose Yes | w
protocol:

3D Renderer: Disabled
HTML Access: [] Enabled

Requires installation of HTML Access.

Adobe Flash Settings for Sessions
Adobe Flash quality:

Adobe Flash throttling: Disabled

WMware Blast

Do not control

Browse...

Browse...

-

-

L4

=< Back MNext = Cancel

Desktop Pool Definition
Type
User Assignment
yiCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings

7. Provide the number of desktops to be provisioned (shown above POOL1-VDI, total of 1680 desktops).

Provisioning Settings

Basic

¥ Enable provisioning

|¥| Stop provisioning on errar
¥irtual Machine Naming
UUse a naming pattern

Maming Pattern:

Desktop Pool Sizing

Max number of machines:

Number of spare (powered on) machines:

Provisioning Timing

() Provision machines on demand

(#) Provision all machines up-front

VDI-ICPOOL
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Naming Pattern

virtual machings will be
named according to the
specified naming pattern.
By default, View Manager
appends a unique number
to the specified pattern to
provide a unique name for
gach virtual machine,

To place this unigue
nurnber elsewhere in the
pattern, use '{nl'. (For
example: vm-{nt-sales.),

The unigue number can
also be made a fixed
length. (For example: vm-
{nifixed=3}-sales),

See the help for more
naming pattern syntax
options.
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&dd Desktop Pool - POOL1-DI

Desktop Pool Definition View Composer Disks

Type
User assighment

Disposable File Redirection (7

Redirect disposable files to a non-persistent disk

Disposable
File
Redirection

wCenter Server ~
Setting Disk size: 2072 | MB {minirmum S12 MB) Use this
Desktop Pool Identification ng!anclza
. : redire
Desktop Pool Settings Drive latter: Auta | w | 12 disposable
Provisioning Settings . ] ) ! files to 3
View Composer Disks () Do not redirect disposable files -
persistent
disk that
| =Back || Mext> || Cancel

8. Select the option Redirect disposable files to non-persistent disk.

Add Desktop Pool - HXPool-1018

Desktop Pool Definition SiiEiE DoniirEElii

Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization

Storage Policy Management

Virtual SAN is not availabl
Virtual SAN datastores are

cause no

nfigured

[] select separate datastores for replica and 0OS disks
FiiN OL) and fast NFS dones

if the replica

sks and OS disks are stored on

separate datastores

9. Select the required option for Storage Policy Management.
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Storage Optimization

Storage can be optimized by
storing different kinds of data
separately.

Replica disks

This option enables control
over the placement of the
replica that linked clones use
as their base image.

It is recommended that a high
performance datastore be
chosen for these images.
Depending on your hardware
configuration, storing replicas
on a separate datastore
might create a single point of
failure.

<Back || Next> || Cancel |
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R ——

Select the instant clone datastores to use for this desktop poal. Only datastores that can be used by the selected
host or cluster can be selected.

HD Local datastore B Shared datastore o

10. Provide the parent VM, snapshot and host/cluster info, data store information for the virtual machines to

create.

[] Show all datastores {including local datastores) (20

Data Type

Datastore Capacity (GB) Free (GB) FS Type Drive Typ
[0 & infra-Ds 5,119.75 1,8532.21 | WMFSE Mon-S50
(| E RDSH-DS01 5,119.75 4,8326.71 WMFSE Mon-550
] B wDI-Ds01 5,119.75 5,117.86 WMFSHE Mon-550
|l B vDI-DsozZ 5,119.75 S.,044.91 VMFSE Mon-SsD
(| B vDI-FC-DS01 10,239.75 1,391.40 WMFSE Mon-550
O B wDI-FC-DS02 10,239.75 1,371.26 WMFSE Mon-SsD

Selacted Fres Space (GB) Min Recermrmendsd (GB)

Storage Overcormmit

Unbounded
Unbounded

S0% wtilization (€ Max Recornrmended [

acd Farm - Rosr-FaRi

Type
vCenter Server
Identification and Settings
Provisioning Settings
Storage Optimization
wCenter Settings

Guest Customization
Ready to Complete

11. In Advanced Storage Options, select the View Storage Accelerator and reclaim disk space parameters
as required.

Advanced Storage Options

Based on your resource selection, the following features are recommended. Options
that are not supported by the selected hardware are disabled,

Ay view Storage Accelerstor is disabled in voenter settings.

[¥] Starage Options
(O Use native NFS snapshots (Wasl) @
(=) Reclaim wmM disk space

Initiate reclamation when unused space 1 GB
on VM exceeds:

Blackout Times

WM disk space reclamation do nat oeour during blackout times. [

[[add.. ][ edir. | [ Rremave |

Day Tirne

Transparent Page Sharing Scope:

Wirtual Machine

Native NFS Snapshots
(VAAIL)

wWaasl (vStorage SPI for Array
Integration) is a hardware
feature of certain storage
arrays. It uses native
snapshotting technology to
provide linked clone
functionality. Choose this
aption only if you have
appropriate hardware
devices.

Disk Space Reclamation

with vSphere S.x, virtual
machines can be configured
to use 2 space efficient disk
farmat that supports
reclamation of unused disk
space (such as deleted files).
This option reclaims unused
disk space on each virtual
machine. The operation is
initiated when an estimate of
used disk space exceeds the
specified threshold.

[ <eak | [ wexes | [ concel |

197



Solution Hardware and Software

Add Desktop Pool - POOL1-YDI 2
Desktop Pool Definition Guest Customization -
Type &
User Assignment Domain: WDILAE . local{administrator)  «
wCenter Server
Setting AD container: Browsea..,
Desktop Poaol Identification
Desktop Pool Settings [] @llow reuse of pre-existing computar accounts

Provisioning Setti
ro\rlsmnlng. ? |n.gs Use Clonebrep
Storage Optimization

wCenter Settings Power-off script name:

Guest Customization .
Power-off script Example: pl p2 p3
parameters:

Post-synchronization script
narme:

Post-synchronization script Example: pl p2 p3
parameters:

=< Back Mext = Cancel

12. Select AD container for desktops to place in a Domain Controller computer location.

Add Desktop Pool - WDI-ICPOOL ke
Desktop Pool Definition Ready tn Complate

THES ) [] Entitle users after this wizard finishes

User Assignment

vCenter Server Type: Autornated
Setting User assignment: Floating assignment

Desktop Pool Identification vCenter Server: veenteres . vdilab.local{administrator@ysphere local)

Desktop Pool Settings Use YWiew Composer: Mo

Provisioning Settings Unigue 10: WDI-ICPOOL

SErRED OpEmEEdER Display name: VDI-ICPOOL

viCenter Settings fccess Group: L

EuesE CUSIEHEEEER Desktop pool state: Enabled

Rzeny i CemplE= Automatic logoff after MNever

disconnect:

Connection Server restrictions: Mone
Category Folder: Mone

Allow users to resetfrestart Mo
their machine:

Allow user to initiate separate Mo
sessions from different client

devices:

Default display protocol: WMware Blast
Allow users to choose Yes
protocol:

30 Renderer: Disabled
WRAM Size: 28 MB
Max number of monitors: 2

Max resolution of any one Unknown
monitar:

HTML Access: Disabled
Adobe Flash quality: Disabled
Enable provisioning: Yes

< Back Finish Cancel

13. Review all the deployment specifications and click Finish to complete the deployment.
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14. Select Entitle users after this wizard finishes, to enable desktop user group/ users to access this pool.

Add new users and groups who can use the selected pool{s).

Find User or Group
Type: [] Users [¥] Groups [] Unauthenticated users
Dormain: Entire Directory | =
Mame/User name: | Contains |- LogirmssI
Description: | Contains 4
| Find |

Mame User Name Ermail Description In Folder

LoginwsI LoginWSIADILAR. o WDILAR localfLogint

i o || camcel |

15. Add users group/ users to the pool:

— The computer container “LoginVSI“ created on the domain controller.

— <Domain Controller> Active Directory Users and Computers > vdilab.local > LoginVSI > Computers
> VDI-ICPOOL1,VDI-ICPOO L2...VDI-ICPOOL1680

] Active Directory Users and Computers [AD| Name Type Description
> % :ra[;;i:gﬂlueriles 1Kl yDI-ICPOOLIGS Computer Account created for V...
A B .l;:.oca LEJVDI—ICPOOLQT Computer Account created for VM.
= C':Immuters n,EWDI—ICPOOLQ?'D Computer Account created for VM.
. P_ EEJVDI-ICPOOLQTI Computer Account created for VM.
2 Domain Controllers )
. . . - LEIVDI—ICPOOLQ?E Computer Account created for VM.
» || ForeignSecurityPrincipals )
v &1 LoginVsl 1Kl VDI-ICPOOLATE Computer Account created for VM.
v [Z] Computers L',‘JVDI—ICPOOLQT-’J Computer Account created for V...
= n,,'i = omputer ccount created for
@] Launcher K YDI-ICPOOLYTS C A d for Vi
Z ﬂ,,j - omputer ccount created for
2] Target | YDI-ICPOOLYTE Comp A d for VM
v [5] Users ﬂ,EWDI—ICPOOLQ?? Computer Account created for VM.,
2] Launcher ﬂ,‘;'J'VDI-ICPOOLg?fi Computer Account created for V...
(2] Target ﬂ,EWDI—ICPOOLQ?‘J Computer Account created for VM.,
» || Managed Service Accounts & VDI-ICPOOLSS Computer Account created for VM.,
~ [2] RDSHVSI LEJVDI—ICPOOLQBG Computer Account created for VM.
v (4] Computers E,EWDI—ICPOOLQS1 Computer Account created for VM.
i‘ Launcher i&lyDI-IcPOOLSE2 Computer Account created for VM...
) 5] Target 1ElyDI-ICPOOL933 Computer Account created for VM.,
v & U_sers 1&VDI-ICPOOLSE4 Computer Account created for VM...
i‘ Launcher LEJVDI—ICPOOLQBS Computer Account created for V...
= u & Target 1Kl VDI-ICPOOLAZE Computer Account created for V...
sers LEJVDI—ICPOOLQBT Computer Account created for VM.

RDSH Servers created in the RDSHVSI Computer target
16. Login to the newly provisioned VDI-ICPOOL1 desktop machine.
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F=>] POOL1-V¥M-1 on 10.10.60.111
File Wiewws  WRA
uw > & (= G O3 | e > @B

Recyecle Bin

P n}ia der

Create RDSH Farm and Pool

It is recommended to create a RDSH Farm first with specifications set for RDS Server VMs and deploying a
number of RDS servers required for users. To create the RDSH Farm and Pool, complete the following steps:

1. Select the FARM when creating the RDS Pool.

# You can entitle the user access at the RDS Pool level for RDS users/groups who can access the RDS
VMs.

VMware Horizon 7 Administrator Help Desk | aho

Updated 9/28/2017 2:57 PM g

Sessions
Problem vCenter WMs
Problerm RDS Hosts
Events

o A
Systern Health [ @ &
a

[ Add... ] [ Edit... ] [Delete... ] [ ~ More Commands ] I ¥ Access Group ]

Filter - | | Firnd Clear | Access Group: | Al |-
Add Farm h
Inventory

£ Dashboard Trpe

Automated Farm
&5 Users and Groups (=) &utomated Farm
w Catalog — Anautomated RDS farm uses

[ Desktop Fools virtual machines. The machines

) ) can be created when the farm is

[ application Pools () Manual Farm created or resized.

#A® Thinapps =
¥ Resources
g% Farms
1 Machines

LA Persistent Disks
» Monitoring

Tvpe

> Policies
» ¥iew Configuration Supported Features

+ Instant Clone {License)
~ wiCenter wirtual machines
Physical computers
Microsoft RDS Hosts
Wiew Composer

Wkware Blast

IR

PColP

Mext = Cancel

2. Click Add type of pool. We used automated pool in the study.
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Add Farm

Type wCenter Server

vCenter Server O Instant clones h View Composer
) View Composer linked clones
(=) “iew Composer linked clones share the same base image and

use less storage space than full

wCenter Server Wiew Composer virtual machines.

veentereS . vdilab.local{administr | viewcom.vdilab.local
ator@vsphere.local)

Supported Features
¥ WMware Blast
« PColP
+ Storage savings
+ Recompose
Schedule Maintenance
¥ SysPrep guest customization

Description:
ClonePrep guest

customization

< Back Cancel
3. Click Next.
Add Farm - RDSH-FARM
Type Identification and Settings
vCenter Server General
Identification and Settings
ji=H RO SH-FARM
Description: RDSH-FARM Deployrment for RDSH Users
Access group: £ -

Farm Settings

Default display protocol: Microsoft RDP -

Allow users to choose

protocal: PCOIP

Pre-launch session timeout Whw are Blast Minutes

{applications only):

Empty session timeout Aftar.. | = 1 Minutes
{applications only):

When timeout occurs: Disconnect |«

Log off disconnected sessions: Mever -

Allow HTML Access to desktops [ Enabled
and applications an this farm:
Requires installation of HTML Access.

Max sessions per RDS Host: Unlimited -

< Back Mext = Cancel

4. Provide ID and Description for RDS FARM. Select the Display Protocol which is required for users to con-
nect to the RDS Sessions.

# For RDS Pool, we used Microsoft RDP protocol.

5. Click Next.
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Aadd Farm - RDSH-FARM

Tvpe Prowisianing Settings

vCenter Server Basic Naming Pattern

IdEI"I.tIf.ICa.t\DI"I anq Settings [ Enable pravisioning wWirtual machines will be

Provisioning Settings named according to the
[ stop provisioning on error specified naming pattern.

By default, view Manager

Virtual Machine Naming appends 3 unigue number

Maming Pattern: RDSH-FaRM to the specified pattern to
provide a unique name for
Farm Sizing each virtual machine.
Max number of machines B To place this unigue

number elsewhere in the
Minimum number of ready(provisioned) pattern, use '{n}'. {(For
machines during Yiew Composer example: vi-{n}-sales.).
maintenance operations:

The unique number can

also be made a fiked

length. (For example: vm-

{n:fired=3}-sales).

See the help for more
naming pattern syntax
options.

| =Back || Mext= || cancel |

6. Provide the naming pattern for the RDS Desktops /VMs you want to create and the number of RDS VMs
you want to create on the RDS host or RDS cluster. For example, 72 RDS server virtual machines created
in this study.

7. Click Next.

Add Farm - ELSH-EAREM

Type Storage Optimization

vCenter Server Storage can be optimized by

Storage Policy Management

Identification and Settings storing different kinds of data
Provisiohing Settings separately.
Storage Optimization Replica disks

This option enables control
over the placement of the
replica that linked clones use

&\, Wirtual AN is not available because no
virtual SAM datastores are configured,

[ ] select separate datastaores for replica and OS5 disks as their base image.

L\, wirtual WolumesiavoL) and fast NFS clones It is recommended that a high
wasll will be unavailable if the replica performance datastore be
disks and 05 disks are stored on separate chosen for these images.
datastores. Depending an your hardware

configuration, storing replicas
on a separate datastore
might create a single point of
failure.

8. Complete the storage Optimization settings as required.
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e

Select the linked clone datastores to use for this Automated Farm. Only datastores that can be used by the
selected host or cluster can be selected.

Datastore

[ EZ datastorel (3)

[ B Infra-DS
[¥] EE rRDSH-DSO1

9. Provide all the information about vCenter settings with parent RDS master image, snapshot, Host
/Cluster information, and Datastores for VMs to be stored.

Type

wCenter Server
Identification and Settings
Provisioning Settings
Storage Optimization
vCenter Settings

Guest Customization
Ready to Complete

Bi Local datastore Bl Shared datastore o

Storage Owercommit (7]

Capacity (GR) Free (GB) FS Type Drive Typ
2.50 0.93 WMFSG Man-550
5,119.75 2,544.86 | WMFS6 MNon-550
5,119.75 5,112.40 | WMFSE Man-550

Advanced Storage Options

Based on vour resource selection, the following
features are recomrmended. Options that are not
supported by the selected hardware are disabled.

[¥] Storage Options

() Use native NFS snapshots (Wasl) @
(=) Reclaim vM disk space
Initiate reclamation when 1 SR

unused space on WM
exceeds:

Blackout Times

M disk space reclamation do not ocour during black |||

times.

[ add... ][ Edit... ][ Remove |

DCay Tirme

10. Select the required advanced storage options.
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Unbounded | |

Mative NFS Snapshots
(YAAL)

wAaAl (wStorage API for Array
Integration) is a hardware
feature of caertain storage
arrays. It uses native
snapshotting technology to
provide linked clone
functionality. Choose this
option only if yvou have
appropriate hardware
devices.

Disk Space Reclamation

wWith vwSphere S.., virtual
machines can be configured
to use a space efficient disk
format that supports
reclamation of unused disk
space (such as deleted files).
This option reclaims unused
disk space on each wirtual
rmachine. The operation is
initiated when an estimmate of
used disk space exceeds the
specified threshaold.

Back ]I Mext = ]I Cancel ]
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Add Farm - RDSH-FARM

Type

wCenter Server
Identification and Settings
Provisioning Settings
Storage Optimization
viCenter Settings
Advanced Storage Options
Suest Customization

Guest Customization

Domain:

wdilab.local(Aadrministrator) -

S0 container:

OuU=Target,0U=Computers,OU=RDSHWSI

Browse...

Sllowe reuse of pre-existing computer accounts

Using a customization specification (SysPrep)

11. Select Active Directory Domain controller container (VMs to be stored on the separate Computer VM
(RDSHVSI) container in the Domain Controller) intended for storing RDS VMs and select the sysprep cus-

Marme
ROSHSRW-MI
WAIN1O0-Specs-0512
WHINZO016-CSpec-0211

Suest OS5 Descriptiaon
Wlindow s
Wlindow s

Window s

< Back Mext = Cancel

tomization specs for creating VMware Composer provisioned RDS VMs.

Sdd Farm - RDSH-FARM

Type

vCenter Server
Idemntification and Settings
Provisioning Settings
Starage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

12. Review the RDS Farm automatic deployment specifications and click Finish to complete the RDS pool.

Ready to Complete

vCenter Server:

Use Wiew Composer:
0

Descriptian:

SAccess Group:

Default display protocol:
Allow users to choose
protocal:

Pre-launch session
tirmeout (applications
onlyl:

Empty session timeout
{applications only:
When timeout ocours:
Log off disconnected
sessions:

Slloww HTHML &sccess ta
desktops and

applications on this farm:

Enable provisioning:

Stop provisioning on
error:

“irtual Machine Naming:
WM FRaring pattern:
Default image:

wirtual Machine Folder:
Host or cluster:
Resource pool:

Use whMware wirtual Sak:

Datastore:

Domain:

Al container:

Guest Customization:
Custormization
specification:

Use native MNFS

wocentersS. vdilab. local{administrator@vsphere.lacal)
res

RDSH-FaRM

RDSH-FaRM Deployment for RDSH Users

&

Microsoft RDP

res

10 minutes

1 minute

Disconnect
HNever

Disabled

res
res

Use a8 naming pattern

ROSH-FARM

ROSHSRW-2016-MI - ROSHSRW-MI-0919

SDI-DCvm

SADI-DChost/ROSH-55

SeDI-DC/host/RDEH-SS/Resources

Mo

SDI-DCfhost/ROSH-SS/RDEH-DS0O1
Storage overcommit: Unbounded

wvdilab . localladministrator)

OU=Target,OlU=Computers,OlU=RDSHWSI

Use a custormization specification (SysPrep)

ROSHSRW I

Mo

Finish

< Back Cancel
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VMware Horizon 7 Adminsirafor ok | bep | Lop [adnnsten
Fams
Sessians b
PblemyCenterWs 0 T
P ! . it ‘ » Wore Commands | vAmessGmupl
Bes o
Sttt @ 0 | e fd | Cew | | dmessbop A v b2
i
] Type ROS Hosts Deskiop Paol Application Pools Ha numbe of connectons Enebled
L ROGFFA butomeed i RIS [ szt v
{3 Dasthoart

The RDS Farm is created in the Horizon admin console.

When the RDS FARM is created, you need to create a RDS pool to absorb the RDS VMS FARM into the Pool
for further managing the RDS pool.

A Snapshot of the RDS VMs created in the AD container are selected in the deployment process.

e <Domain Controller> Active Directory Users and Computers > vdilab.local > RDSHVSI > Computers >
RD1, RD2...RD-72

] Active Directory Users and Computers [AD-|| pame Type Description
» J Saved Queries & it737192330 Computer Internal Termplate accou...
~ # ‘{DI LAl.El.I-ocaI 1&IRD1 Computer Account created for VM.
j Ei‘::uter; 1‘;4 RD10 Computer SAccount created for V...
=7 Dornain Controllers l,‘g‘ RD11 Computer Account created for VM...
» [ ForeignSecurityPrincipals -‘L‘,‘,J. RD12 Computer Account created for V...
+ [F Loginvsl KlRD13 Computer Mccount created for VL.
v [£] Computers l,‘g‘ RD14 Computer Account created for V...
7 Launcher i&IRD1S Computer Account created for VM.
|57 Target & RD16 Computer Account created for VL.
~ (2] Users &IRD17 Computer Account created for VM.
27 Launcher LEJ RD12 Computer Account created for VM.
2] Target l,‘,i RD19 Computer Account created for V...
> [] Managed Service Accounts 1&IRD2 Computer Account created for VM.
~ (2] RDSHWSI % RD20 Computer Account created for VML,
w [Z] Computers 1% RrD21 Computer Account created for VM.
Q: Launcher %l RD22 Computer Account created for VM.
) (=] Target &l RD23 Computer Account created for VML,
~ = Lilsers ERD24 Computer Account created for V...
% Launcher &I RD25 Computer Account created for VM.
. 57 Target & RD26 Computer Account created for VL.
8 Users & RD27 Computer Account created for VM.

Create RDS Pool

1. Click Add type of pool section on the Horizon Administrator Console and the default choice is RDS Desk-
top Pool.
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Add Desktop Pool - POOL1-/D1

Desktop Pool Defi
Type
Setting

RDS Farm

Type
(2 Manual Desktop Pool

() Automated Desktop Pool

) RDS Deskiop POol <—

RDS Desktop Pool

& Microsoft RDS desktop pool
provides RDS sessions as
rnachines to Wiew users,
Connection Server manages RDS
sessions in the same way as
normal machines. Microsoft RDS
hosts are supported on vCenter
wirtual machines and physical
computers.

Supported Features

'  wCenter virtual machines
" Physical computers
'  Microsoft RDS Hosts
Wiew Cormposer
+ PColIP
w  WMlware Blast
Persona management
| Mext= || cancel |
2. Provide ID and Display Name for the Pool. Click Next.
Add Desktop Pool - POOL-RDSH 7}
Desktop Pool Definition Desktop Pool Identification
Tvpe 10 FOOL-RDSH Ho)
Setting iepl X The desktop pool ID is the unique
Desktop Pool Identification Display name: POOL-RDSH name used to identify this
Access group: | ra |- desktop pool.

RDS Farm

Description: ROSH PSOL

Display Name

The display name is the name
that users will see when they
conmect o Wiew Client, If the
display name is left blank, the ID
will be used.

Access Group

Access groups can organize the
desktop pools in your
arganization. They can also he
used for delegated
adrministration.

Description

This description is only shown on
the Settings tab for a desktop
poal within Wiew Administrator.

| =Back || Mext= || cancel |
3. Leave default settings for the Desktop Pool Settings. Click Next.
Add Desktop Pool - POOL-RDSH
Desktop Pool Definition Desktop Pool Settings
Type General
Settin
o A State: Enabled | =
Desktop Pool Identification e
Desktop Pool Settings Connection Server Mone | Browse.. |
RDS Farm restrictions: R
Adobe Flash Settings for Sessions
Adobe Flash quality: Do not control = - 2
Adobe Flash throttling: Dizabled - 3
| =Back || Mesxt= || Cancel |
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4. Select the RDS Farm. You have the option to create a farm or select the farm which is already created.
We chose the option of selecting an RDS farm (FA-RDS) for this desktop pool. Click Next.

Add Desktop Poaol - POCOL-RDSH ?
Desktop Pool Definition Select an RDS farm

TS () Create a new RDS farm e
Setting

Desktop Pool Identification

Desktop Pool Settings (=) Select an RDS farm for this desktop DDDI_
RDS Farm

Select an RDS farm . -

Filter « Find Clear ol
Farm ID Description RDS Hosts Max number ... Status
F&-ROS F&-RDS 2 Unlimited One ar mare ser
= Back Mext = Cancel

5. Click Ready to Complete and select Entitle users after this wizard finishes to provide users/user group
permission to access this RDS pool. Click Next.

Add Farm - RDSH-POOL 2
Desktop Pool Definition Ready to Complete
S::gsg s [V] Enititle users after this wizard finishes
Desktop Pool Identification Type: RDS Desktop Pool
Desktop Pool Settings Unique ID: POOL-RDSH
RDS Farm Display name: POCL-ROSH
Select an RDS farm Desktop pool state: Enabled
Ready to Complete Connection Server None
restrictions:

Allow user to initiate separate Mo
sessions from different client

devices:

Adobe Flash quality: Do not control
Adobe Flash throttling: Disabled
Description: RDSH POOL
RODS Farm: FA-RDS
Mumber of RDS hosts in the 2

farm:

< Back Finish Cancel

6. Select the users who can access this pool.
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Find User or Group

Type: [] users [+] Groups
Domain: Entire Directory  «
Mame/fUser name: | Contains - ROSHWS] wil—
Cescription: Contains -
Find
Mame User Mame Ernail Description In Folder
RDSHWSI RDSHWSIADIPOD L il— WDIPOD LOCAL/RD:

Cancel

The RDS Pool is created on the Horizon Administrator console.

Deskop Pools

b, | ¥ Eriitlemerts.. H v Stats H ¥ Anggss Group H » More Commands \

(=]

Fiter » Find || Clear ‘AccessGmup: Al v F.

] Display Hame Type Source User fssi.,  vCenter Server  Entitled  Enabled Sessions

POOL-RDSH POOL-RDSH ROS Desktop Poal Remote Deskiop Services  Flosting | VCSAvdiodlocal 0 v 0

Configuring User Profile Management

Profile management provides an easy, reliable, and high-performance way to manage user personalization
settings in virtualized or physical Windows environments. It requires minimal infrastructure and
administration, and provides users with fast logons and logoffs. A Windows user profile is a collection of
folders, files, registry settings, and configuration settings that define the environment for a user who logs on
with a particular user account. These settings may be customizable by the user, depending on the
administrative configuration. Examples of settings that can be customized are:

e Desktop settings such as wallpaper and screen saver
e Shortcuts and Start menu setting

e Internet Explorer Favorites and Home Page

e Microsoft Outlook signature

e Printers

Some user settings and data can be redirected by means of folder redirection. However, if folder redirection
is not used these settings are stored within the user profile.

The first stage in planning a profile management deployment is to decide on a set of policy settings that
together form a suitable configuration for your environment and users. The automatic configuration feature
simplifies some of this decision-making for VMware Horizon desktop deployments. Screenshots of the User
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Profile Management interfaces that establish policies for this CVD’s RDS and VDI users (for testing purposes)
are shown below. Basic profile management policy settings are documented here:

Single Server Testing

Figure 32 Cisco UCS B200 M5 Blade Server for Single Server Scalability VMware Horizon 7 Remote
Desktop Server Hosted Sessions (RDSH) with Windows Server 2016

/RDS Single Server Testing 285 Users )

C1-Blade8 (Infra) C2-Blade8 (Infra)
m m
o o = = o % g =
=z = = =
23| |3 38 £ o Z- - |28 |3
©5 @2 =5 58 @2 Bg gg |
=3 a3 5o = a3 =2l 22| |8
£2 [S75) gc‘;:[l ] Qw ] ZE i
“.}é g E é E % }8 =
= =
f C1-Blade1 (RDSH) \

[ Control Layer
VMware RDSH 12 SERVER VMs
Hosting 285 Users [ Physical Layer

\ 285 Users (Rec Max Load) /
\, 4
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Figure 33 Cisco UCS B200 M5 Blade Server for Single Server Scalability VMware Horizon 7 VDI (Non-
Persistent) Instant Clones with Windows 10 64bit OS

| VDI Single Server Instant Clones 210 Users Test

C1-Blade8 (Infra) C2-Blade8 (Infra)
=2l |23 g2 |5% sz 33| |22 |3
25 @2 =5 22 @2 22 5= =
= @ =) % = @ % [} g @ g = o o
== o % = = o z = = 2
S = = = =< S O
= =
4 C2-Blade1 (VDI) I
[ Control Layer
VMware Horizon Instant Clones ’
210 VDI VMs [ Physical Layer

\ 210 Users (Rec Max Load) /
\", 74

Figure 34 Cisco UCS B200 M5 Blade Server for Single Server Scalability VMware Horizon 7 VDI (Persis-
tent) Full Clones with Windows 10 64bit OS

VDI Single Server Persistent Full Glones 210 Users Test

C1-Blade8 (Infra) C2-Blade8 (Infra)
3 2 2 -
= = = = S = = &
25| (2« 2ol |24 2| -] 22| |3
25| |Ss 95 53 3 2 szl |zz| |z
5% @5 2= =E o5 =5 S 3 =
£ Qo g2 2o Q@ e [2E[ |2
= =
4 C3-Blade1 (VDI) )

[] control Layer

VMware Horizon Persistent Full /
Clones 210 VDI VMs [ Phwsical Layer

\ 210 Users (Rec Max Load) /
\7; 74
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Hardware components:
e Cisco UCS 5108 Blade Server Chassis
e 2 Cisco UCS 6332-16UP Fabric Interconnects

e 2 (Infrastructure Hosts) Cisco UCS B200 M4 Blade Servers (2 Intel Xeon processor E5-2660 v3 CPUs
at 2.60 GHz, with 128GB of memory per blade server [16 GB x 8 DIMMs at 2400 MHz]) for
infrastructure host blades

e Total number of VMware Horizon RDS server configured 12 and session 285

e 1 (one) Cisco UCS B200 M5 Blade Server (2 Intel Xeon processor 6140 Gold CPUs at 2.3 GHz, with
768GB of memory per blade server [12 x 64 GB DIMMs at 2666 MHz] for workload host blade

And

e Total number of VMware Horizon VDI Virtual Machines 210 (Non Persistent Instant Clones and
Persistent Full Clones Single Server Testing)

e 1 (one) Cisco UCS B200 M5 Blade Server (2 Intel Xeon processor 6140 Gold CPUs at 2.3 GHz, with
768GB of memory per blade server [12 x 64GB DIMMs at 2666 MHz] for workload host blade

e Cisco VIC 1340 CNA (1 per blade)
e 2 Cisco Nexus 9372PX Access Switches

e 2 Cisco MDS 9148S Fibre Channel Switches

1 NetApp AFF A300Storage with (24x 3.8TB) providing 65 TB Usable disk capacity
Software components:
e Cisco UCS firmware 3.2(1d)
e NetApp ONTAP 9.1
e VMware ESXi 6.5 Update 1 for host blades
e VMware Horizon RDS Hosted Shared Desktops or VMware Horizon 7 VDI Hosted Virtual Desktops
e VMware Horizon Instant Clones 7
e VMware Horizon Composer Persistent Clones 7
e Microsoft SQL Server 2016
e Microsoft Windows Server 2016, 6vCPU, 24GB RAM, 40 GB base disk for each RDS Server VM
¢ Microsoft Windows 10 64 bit, 2vCPU, 2 GB RAM, 32 GB disk Instant Clones Testing
¢ Microsoft Windows 10 64 bit, 2vCPU, 2 GB RAM, 32 GB disk for Persistent Clones Testing
e Microsoft Office 2016

e Login VSI 4.1.25.6 Knowledge Worker Workload
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Cisco UCS Configuration for Cluster Testing

This test case validates two workload clusters using VMware Horizon 7 with 1680 RDS Hosted Server
Sessions and 3320 VDI Instant Clone non- persistent and full clone persistent virtual machines. Server N+1
fault tolerance is factored into this test scenario for each workload and infrastructure cluster.

Figure 35 RDS Cluster Test Configuration with Seven Blades

C1-Blade1

VMware Horizon
10x RDS VMs
233 Users

C1-Blade3

VMware Horizon
11x RDS VMs
257 Users

S

Chassis 1

C1-Blade2 '/ C1Blade5 C1-Bladef \
VMware Horizon VMware Horizon VMware Horizon
10x RDS VMs 10x RDS VMs 10x RDS VMs
233 Users 233 Users 233 Users
C1-Blade4 e LD
VMware Horizon VMware Horizon
10x RDS VMs 11x RDS VMs
233 Users 2 UEER
C1-Blade8 C2-Blade8

Infrastructure Vs

Horizon Servers /

Replica Servers /
DNS/DHCP! VCSA efc.)

7z

Infrastructure VMs (Horizon

Servers / Composer Server

/ DNS/DHCP/ SQL Servers
etc.)

Chassis 1/2

N

J

Figure 36 VDI Cluster Test with VDI Instant Clone Non-Persistent Cluster Test Configuration with Nine

Blades
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VMware Horizon
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VDI non-persistent Instant Clone Virtual Machines 1660 Users
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Infrastructure VMs (Horizon
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DNS/DHCP/ SQL Servers etc.)

C3-Blade3

VMware Horizon
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Figure 37 VDI Cluster Test with VDI Full Clone Persistent Cluster Test Configuration with Nine Blades
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Hardware components:

e Cisco UCS 5108 Blade Server Chassis
e 2 Cisco UCS 6332-16UP Fabric Interconnects

e 2 (Infrastructure Hosts) Cisco UCS B200 M4 Blade Servers (2 Intel Xeon processor E5-2660 v3 CPUs
at 2.60 GHz, with 128GB of memory per blade server [16 GB x 8 DIMMs at 2400 MHz]) for
infrastructure host blades

e Seven (7) Cisco UCS B200 M5 Blade Server (2 Intel Xeon 6140 Gold processor CPUs at 2.3 GHz, with
768GB of memory per blade server [12 x 64GB DIMMs at 2666 MHz]) for workload host blades

e Total of 72 VMware Horizon RDS Server VMs configured on 7 Hosts RDSH Cluster
e Total number of RDS Hosted Server Sessions 1680
or

e Nine (9) Cisco UCS B200 M5 Blade Server (2 Intel Xeon 6140 Gold processor CPUs at 2.3 GHz, with
768GB of memory per blade server [12 x 64GB DIMMs at 2666 MHz]) for workload host blades

e Total no of VDI Virtual Machines Configured 1660 on 1 VMware Horizon Instant Clone pool
e Cisco VIC 1340 CNA (1 per blade)

e 2 Cisco Nexus 9372PX Access Switches

e 2 Cisco MDS 9148S Fibre Channel Switches

e 1 NetApp AFF A300Storage with (24x 3.8TB) 65 TB Usable disk capacity
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And

Nine (9) Cisco UCS B200 M5 Blade Server (2 Intel Xeon 6140 Gold processor CPUs at 2.3 GHz, with
768GB of memory per blade server [12 X 64 GB DIMMs at 2666 MHZz] for workload host blades

Total no of VDI Virtual Machines Configured 1660 on 1 VMware Horizon Persistent Clone pool
Cisco VIC 1340 CNA (1 per blade)

2 Cisco Nexus 9372PX Access Switches

2 Cisco MDS 9148S Fibre Channel Switches

1 NetApp AFF A300Storage with (24x3.8TB) 65 TB Usable disk capacity

Software components:

Cisco UCS firmware 3.2(1d)

NetApp ONTAP 9.1

VMware ESXi 6.5 Update 1 for host blades

VMware Horizon RDS Hosted Shared Desktops or VMware Horizon 7 VDI Hosted Virtual Desktops
VMware Horizon Composer Server 7

Microsoft SQL Server 2016

Microsoft Windows Server 2012 R2, 6vCPU, 24GB RAM, 40 GB disk

Microsoft Windows 10 64 bit, 2vCPU, 2 GB RAM, 32 GB disk (32GB Instant cones/ 32GB full clones)
Microsoft Office 2016

Login VSI 4.1.25.6 Knowledge Worker Workload

Cisco UCS Configuration for Full Scale Testing

This test case validates thirty blades mixed workloads using VMware Horizon 7 with 1680 RDS Hosted
sessions and 3320 VDI non-persistent virtual desktops for a total sum of 5,000 users. Server N+1 fault
tolerance is factored into this solution for each workload and infrastructure cluster.
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Figure 38 Full Scale Test Configuration with Thirty Blades
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Hardware components:

Cisco UCS 5108 Blade Server Chassis

2 Cisco UCS 6332-16UP Fabric Interconnects

2 (Infrastructure Hosts) Cisco UCS B200 M4 Blade Servers (2 Intel Xeon processor E5-2660 v3 CPUs
at 2.60 GHz, with 128GB of memory per blade server [16 GB x 8 DIMMs at 2400 MHz] for
infrastructure host blades

Seven (7) Cisco UCS B200 M5 Blade Server (2 Intel Xeon 6140 Gold processor CPUs at 2.3 GHz, with
768GB of memory per blade server [12 X 64 GB DIMMs at 2666 MHz] for workload host blades

Total of 72 VMware Horizon RDS Server VMs configured on 7 ESXi Hosts on the RDSH Cluster

Total number of RDS Hosted Server Sessions 1680

And

Nine (9) Cisco UCS B200 M5 Blade Server (2 Intel Xeon 6140 Gold processor CPUs at 2.3 GHz, with
768GB of memory per blade server [12 x 64 GB DIMMs at 2666 MHz] for workload host blades

Total number of VDI Virtual Machines Configured 1660 VMware Horizon Instant Clone pool

Cisco VIC 1340 CNA (1 per blade)

2 Cisco Nexus 9372PX Access Switches

2 Cisco MDS 9148S Fibre Channel Switches
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e 1 NetApp AFF A300Storage with (24x 3.8) 65 TB Usable disk capacity
And

e Nine (9) Cisco UCS B200 M5 Blade Server (2 Intel Xeon 6140 Gold processor CPUs at 2.3 GHz, with
768GB of memory per blade server [64 GB x 12 DIMMs at 2666 MHz]) for workload host blades

e Total number of VDI Virtual Machines Configured 1660 VMWare Horizon Full Clone pool
e Cisco VIC 1340 CNA (1 per blade)
e 2 Cisco Nexus 9372PX Access Switches

e 2 Cisco MDS 9148S Fibre Channel Switches

1 NetApp AFF A300Storage with (24x 3.8TB) 65 Usable disk capacity
Software components:
e Cisco UCS firmware 3.2(1d)
e NetApp ONTAP 9.1
e VMware ESXi 6.5 Update 1 for host blades
e VMware Horizon RDS Hosted Shared Desktops or VMware Horizon 7 VDI Hosted Virtual Desktops
e VMware Horizon Composer Server 7
e Microsoft SQL Server 2016
e Microsoft Windows Server 2012 R2, 6vCPU, 24GB RAM, 40 GB disk
e Microsoft Windows 10 64 bit, 2vCPU, 2 GB RAM, 32/32 GB disk
e Microsoft Office 2016

e Login VSI 4.1.25.6 Knowledge Worker Workload
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Testing Methodology and Success Criteria
I —————————

All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during
the desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload
execution (also referred to as steady state), and user logoff for the RDSH Servers Session under test.

Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the
overall success of an individual test cycle. Each test cycle was not considered passing unless all of the
planned test users completed the ramp-up and steady state phases (described below) and unless all metrics
were within the permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results were
found to be relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com

Testing Procedure

The following protocol was used for each test cycle in this study to insure consistent results.

Pre-Test Setup for Single and Multi-Blade Testing

All machines were shut down utilizing the VMware Horizon 7 Administrator Console.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the
required number of launchers was running with the Login VSI Agent at a “waiting for test to start” state.

Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as
Ramp Up, to complete in 48 minutes. Additionally, we require all sessions started, whether 60 single server
users or 900 full scale test users, to become active within two minutes after the last session is launched.

In addition, Cisco requires that the Login VSI Benchmark method is used for all single server and scale
testing. This assures that our tests represent real-world scenarios. For each of the three consecutive runs on
single server tests, the same process was followed. Complete the following steps:

1. Time 0:00:00 Start PerfMon Logging on the following systems:

— Infrastructure and VDI Host Blade servers used in test run

— All Infrastructure VMs used in test run (AD, SQL, Horizon Connection brokers, Horizon Composetr,
etc.)

2. Time 0:00:10 Start Storage Partner Performance Logging on Storage System.
3. Time 0:05: Boot RDS Machines using VMware Horizon 7 Administrator Console.

4. Time 0:06 First machines boot.
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5. Time 0:35 Single Server or Scale target number of RDS Servers registered on XD.

# No more than 60 Minutes of rest time is allowed after the last desktop is registered and available on
VMware Horizon 7 Administrator Console dashboard. Typically a 20-30 minute rest period for Win-
dows 10 desktops and 10 minutes for RDS VMs is sufficient.

6. Time 1:35 Start Login VSI 4.1.25.6 Office Worker Benchmark Mode Test, setting auto-logoff time at 900
seconds, with Single Server or Scale target number of desktop VMs utilizing sufficient number of
Launchers (at 20-25 sessions/Launcher).

7. Time 2:23 Single Server or Scale target number of desktop VMs desktops launched (48 minute bench-
mark launch rate).

8. Time 2:25 All launched sessions must become active.

# All sessions launched must become active for a valid test run within this window.

9. Time 2:40 Login VSI Test Ends (based on Auto Logoff 900 Second period designated above).

10. Time 2:55 All active sessions logged off.

# All sessions launched and active must be logged off for a valid test run. The VMware Horizon 7 Admin-
istrator Dashboard must show that all desktops have been returned to the registered/available state as
evidence of this condition being met.

11. Time 2:57 All logging terminated; Test complete.

12. Time 3:15 Copy all log files off to archive; set virtual desktops to maintenance mode through broker;
shutdown all Windows 10 machines.

13. Time 3:30 Reboot all hypervisors.

14. Time 3:45 Ready for new test sequence.

Success Criteria

Our “pass” criteria for this testing follows:

Cisco will run tests at a session count level that effectively utilizes the blade capacity measured by CPU
utilization, memory utilization, storage utilization, and network utilization. We will use Login VSI to launch
version 4.1.5 Knowledge Worker workloads. The number of launched sessions must equal active sessions
within two minutes of the last session launched in a test as observed on the VSI Management console.

The VMware Horizon Administrator Console or Horizon Connection Server Console must be monitored
throughout the steady state to make sure of the following:

¢ All running sessions report In Use throughout the steady state

¢ No sessions move to unregistered, unavailable or available state at any time during steady state
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Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically and
the Login VSI Agent must have shut down.

Cisco requires three consecutive runs with results within +/-1% variability to pass the Cisco Validated Design
performance criteria. For white papers written by partners, two consecutive runs within +/-1% variability are
accepted. (All test data from partner run testing must be supplied along with proposed white paper.)

We will publish Cisco Validated Designs with our recommended workload following the process above and
will note that we did not reach a VSImax dynamic in our testing FlexPod with Cisco UCS B200 M4 and
VMware Horizon 7 on VMware ESXi 6.5 Update 1 Test Results.

The purpose of this testing is to provide the data needed to validate VMware Horizon Remote Desktop
Session Hosted (RDSH) server sessions and VMware Horizon Virtual Desktop (VDI) models with VMware
Horizon Composer 7 using ESXi, vCenter to virtualize Microsoft Windows 10 desktops and Microsoft
Windows Server 2016 sessions on Cisco UCS B200 M5 Blade Servers using a NetApp AFF A300 storage
system.

The information contained in this section provides data points that a customer may reference in designing
their own implementations. These validation results are an example of what is possible under the specific
environment conditions outlined here, and do not represent the full characterization of VMware Horizon
products with VMware vSphere.

Three test sequences, each containing three consecutive test runs generating the same result, were
performed to establish single blade performance and multi-blade, linear scalability.

VSImax 4.1.x Description

The philosophy behind Login VSI is different to conventional benchmarks. In general, most system
benchmarks are steady state benchmarks. These benchmarks execute one or multiple processes, and the
measured execution time is the outcome of the test. Simply put: the faster the execution time or the bigger
the throughput, the faster the system is according to the benchmark.

Login VSl is different in approach. Login VSI is not primarily designed to be a steady state benchmark
(however, if needed, Login VSI can act like one). Login VSI was designed to perform benchmarks for SBC or
VDI workloads through system saturation. Login VSI loads the system with simulated user workloads using
well known desktop applications like Microsoft Office, Internet Explorer and Adobe PDF reader. By gradually
increasing the amount of simulated users, the system will eventually be saturated. When the system is
saturated, the response time of the applications will increase significantly. This latency in application
response times show a clear indication whether the system is (close to being) overloaded. As a result, by
nearly overloading a system it is possible to find out what its true maximum user capacity is.

After a test is performed, the response times can be analyzed to calculate the maximum active
session/desktop capacity. Within Login VSI this is calculated as VSImax. When the system is coming closer
to its saturation point, response times will rise. When reviewing the average response time it will be clear the
response times escalate at saturation point.

This VSImax is the “Virtual Session Index (VSI).” With Virtual Desktop Infrastructure (VDI) and Terminal
Services (RDS) workloads this is valid and useful information. This index simplifies comparisons and makes it
possible to understand the true impact of configuration changes on hypervisor host or guest level.
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Server-Side Response Time Measurements

It is important to understand why specific Login VSI design choices have been made. An important design
choice is to execute the workload directly on the target system within the session instead of using remote
sessions. The scripts simulating the workloads are performed by an engine that executes workload scripts
on every target system, and are initiated at logon within the simulated user’s desktop session context.

An alternative to the Login VSI method would be to generate user actions client side through the remoting
protocol. These methods are always specific to a product and vendor dependent. More importantly, some
protocols simply do not have a method to script user actions client side.

For Login VSI the choice has been made to execute the scripts completely server side. This is the only
practical and platform independent solution, for a benchmark like Login VSI.

Calculating VSImax v4.1.x

The simulated desktop workload is scripted in a 48 minute loop when a simulated Login VSI user is logged
on, performing generic Office worker activities. After the loop is finished it will restart automatically. Within
each loop the response times of sixteen specific operations are measured in a regular interval: sixteen times
in within each loop. The response times of these five operations are used to determine VSImax.

The five operations from which the response times are measured are:
e Notepad File Open (NFO)

Loading and initiating VSINotepad.exe and opening the openfile dialog. This operation is handled
by the OS and by the VSINotepad.exe itself through execution. This operation seems almost
instant from an end-user’s point of view.

e Notepad Start Load (NSLD)

Loading and initiating VSINotepad.exe and opening a file. This operation is also handled by the
OS and by the VSINotepad.exe itself through execution. This operation seems almost instant
from an end-user’s point of view.

e Zip High Compression (ZHC)

This action copy's a random file and compresses it (with 7zip) with high compression enabled.
The compression will very briefly spike CPU and disk 10.

e Zip Low Compression (ZLC)

This action copy’s a random file and compresses it (with 7zip) with low compression enabled.
The compression will very briefly disk 10 and creates some load on the CPU.

e CPU
Calculates a large array of random data and spikes the CPU for a short period of time.

These measured operations within Login VSI do hit considerably different subsystems such as CPU (user and
kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations are
specifically short by nature. When such operations become consistently long: the system is saturated
because of excessive queuing on any kind of resource. As a result, the average response times will then
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escalate. This effect is clearly visible to end-users. If such operations consistently consume multiple seconds
the user will regard the system as slow and unresponsive.

Figure 39 Sample of a VSI Max Response Time Graph, Representing a Normal Test

When the test is finished, VSImax can be calculated. When the system is not saturated, and it could
complete the full test without exceeding the average response time latency threshold, VSIimax is not reached
and the amount of sessions ran successfully.

The response times are very different per measurement type, for instance Zip with compression can be
around 2800 ms, while the Zip action without compression can only take 75ms. These response time of
these actions are weighted before they are added to the total. This ensures that each activity has an equal
impact on the total response time.

In comparison to previous VSImax models, this weighting much better represent system performance. All
actions have very similar weight in the VSImax total. The following weighting of the response times are
applied.

The following actions are part of the VSImax v4.1 calculation and are weighted as follows (US notation):
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¢ Notepad File Open (NFO): 0.75
e Notepad Start Load (NSLD): 0.2
e Zip High Compression (ZHC): 0.125
e Zip Low Compression (ZLC): 0.2
e CPU:0.75
This weighting is applied on the baseline and normal Login VSI response times.

With the introduction of Login VSI 4.1 we also created a new method to calculate the base phase of an
environment. With the new workloads (Taskworker, Powerworker, etc.) enabling ‘basephase' for a more
reliable baseline has become obsolete. The calculation is explained below. In total 15 lowest VSI response
time samples are taken from the entire test, the lowest 2 samples are removed and the 13 remaining
samples are averaged. The result is the Baseline. In short:

e Take the lowest 15 samples of the complete test
e From those 15 samples remove the lowest 2
e Average the 13 results that are left is the baseline

The VSImax average response time in Login VS| 4.1.x is calculated on the amount of active users that are
logged on the system.

Always a 5 Login VSI response time samples are averaged + 40 percent of the amount of “active” sessions.
For example, if the active sessions is 60, then latest 5 + 24 (=40 percent of 60) = 31 response time
measurement are used for the average calculation.

To remove noise (accidental spikes) from the calculation, the top 5 percent and bottom 5 percent of the VSI
response time samples are removed from the average calculation, with a minimum of 1 top and 1 bottom
sample. As a result, with 60 active users, the last 31 VSI response time sample are taken. From those 31
samples the top 2 samples are removed and lowest 2 results are removed (5 percent of 31 = 1.55, rounded
to 2). At 60 users the average is then calculated over the 27 remaining results.

VSImax v4.1.x is reached when the VSIlbase + a 1000 ms latency threshold is not reached by the average
VSI response time result. Depending on the tested system, VSImax response time can grow 2 - 3x the
baseline average. In end-user computing, a 3x increase in response time in comparison to the baseline is
typically regarded as the maximum performance degradation to be considered acceptable.

In VSImax v4.1.x this latency threshold is fixed to 1000ms, this allows better and fairer comparisons between
two different systems, especially when they have different baseline results. Ultimately, in VSImax v4.1.x, the
performance of the system is not decided by the total average response time, but by the latency is has
under load. For all systems, this is now 1000ms (weighted).

The threshold for the total response time is: average weighted baseline response time + 1000ms.

When the system has a weighted baseline response time average of 1500ms, the maximum average
response time may not be greater than 2500ms (1500+1000). If the average baseline is 3000 the maximum
average response time may not be greater than 4000ms (3000+1000).
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When the threshold is not exceeded by the average VSI response time during the test, VSImax is not hit and
the amount of sessions ran successfully. This approach is fundamentally different in comparison to previous
VSImax methods, as it was always required to saturate the system beyond VSImax threshold.

Lastly, VSImax v4.1.x is now always reported with the average baseline VSI response time result. For
example: “The VSImax v4.1 was 125 with a baseline of 1526ms”. This helps considerably in the comparison
of systems and gives a more complete understanding of the system. The baseline performance helps to
understand the best performance the system can give to an individual user. VSImax indicates what the total
user capacity is for the system. These two are not automatically connected and related.

When a server with a very fast dual core CPU, running at 3.6 GHZ, is compared to a 10 core CPU, running at
2,26 GHZ, the dual core machine will give and individual user better performance than the 10 core machine.
This is indicated by the baseline VSI response time. The lower this score is, the better performance an
individual user can expect.

However, the server with the slower 10 core CPU will easily have a larger capacity than the faster dual core
system. This is indicated by VSImax v4.1.x, and the higher VSImax is, the larger overall user capacity can be
expected.

With Login VSI 4.1.x a new VSImax method is introduced: VSImax v4.1. This methodology gives much better
insight in system performance and scales to extremely large systems.

Single-Server Recommended Maximum Workload Persistent Testing

For both the VMware Horizon 7 RDS Hosted Virtual Desktops and VDI virtual machines use cases, a
recommended maximum workload was determined that was based on both Login VSI Medium workload with
flash end user experience measures and blade server operating parameters.

This recommended maximum workload approach allows you to determine the server N+1 fault tolerance
load the blade can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VS| Average Response and VSI Index Average should not exceed the
Baseline plus 1680 milliseconds to insure that end user experience is outstanding. Additionally, during
steady state, the processor utilization should average no more than 90-95%. (Memory should never be
oversubscribed for Desktop Virtualization workloads.)

Callouts have been added throughout the data charts to indicate each phase of testing.

Boot Start all RDS and VDI virtual machines at the same time

Logon The Login VSI phase of test is where sessions are launched and
start executing the workload over a 48 minutes duration
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Steady The steady state phase is where all users are logged in and per-

state forming various workload tasks such as using Microsoft Office,
Web browsing, PDF printing, playing videos, and compressing
files (typically for 15 minute duration)

Logoff Sessions finish executing the Login VSI workload and logoff
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Test Results
|

Single-Server Recommended Maximum Workload Testing

This section provides the key performance metrics that were captured on the Cisco UCS host blades during
the single server testing to determine the Recommended Maximum Workload per host server. The single
server testing comprised of three tests: 285 RDS Hosted server sessions and 210 VDI non persistent and

210 VDI persistent desktops.

Single-Server Recommended Maximum Workload for RDS Persistent Hosted Server Sessions:
285 Users

Figure 41 Single Server Recommended Maximum Workload for RDS with 285 Users
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The recommended maximum workload for a B200 M5 blade server with dual 6140 Gold processors and
768GB of RAM is 285 Server 2016 Remote Desktop Server Hosted Session Desktops. Each dedicated blade
server ran 12 Server 2016 Virtual Machines. Each virtual server was configured with 6 vCPUs and 24GB
RAM.
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Figure 42 Single Server | VMware Horizon 7 RDS Hosted Sessions | VSI Score
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Performance data for the server running the workload is shown below:

Figure 43 Single Server | VMware Horizon 7 RDSH processor | Host CPU Utilization
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Figure 44 Single Server | VMware Horizon 7 RDSH | Host Memory Utilization
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Figure 45 Single Server | VMware Horizon 7 RDSH | Host Network Utilization
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Test Results

Single-Server Recommended Maximum Workload for VDI Persistent and Non-Persistent with 210
Users

Figure 48 Single Server Recommended Maximum Workload for VDI Non-Persistent with 210 Users
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The recommended maximum workload for a Cisco UCS B200 M5 blade server with dual 6140 processors
and 768GB of RAM is 210 Windows 10 64-bit virtual machines with 2 vCPU and 2GB RAM. The Login VSI
and blade performance data is shown below.

Figure 49 Single Server | VMware Horizon 7 VDI-Non Persistent | VSI Score
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Performance data for the server running the workload is shown below:
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Test Results

Figure 52 Single Server | VMware Horizon VDI non -persistent desktops | Host Network Utilization
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Figure 53 VDI- Single Server Recommended Maximum Workload for VDI Non-Persistent with 210 Users
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Test Results

Figure 54 Single Server | VMware Horizon 7 VDI-Persistent | VSI Score

NFO  NSLD AppStat LogonTimer ShellExecuteWat VSimaxv4 Data Raw Data
Summary Settings VSimaxvé  VSimax v4 Detaled VSimax v4 Detalled Weighted VSimax v4 Scatter UMEM 10 CPU ZC ZHC NFP

eworker v4,1 not reached VSimax v4
ran successidly

~— Average Response
= Maximum Response
= Minimum Response
w— /S| Index Average

:

£

8

g

<

5004
42 84 126 168 210
Active Sessions
Generate Repot (] Zoom | _ Scale [0 Seatter graph

Figure 55 Single Server | VMware Horizon VDI Non-Persistent Desktops | Host CPU Utilization
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Cluster Workload Testing with 1680 Persistent RDS Users

This section provides the key performance metrics that were captured on the Cisco UCS, NetApp AFFA300
and RDS workload VMs during the RDSH Sessions testing. The cluster testing with comprised of 1680 RDS
Hosted sessions using 7 Cisco UCS B200 M5 workload blades.
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Test Results

Figure 56 RDS Cluster Testing with 1680 Users
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The workload for the test is 1680 RDS users. To achieve the target, sessions were launched against the
single RDS cluster only. As per the Cisco Test Protocol for VDI solutions, all sessions were launched within
48 minutes (using the official Knowledge Worker Workload in VSI Benchmark Mode) and all launched
sessions became active within two minutes subsequent to the last logged in session.

The configured system efficiently and effectively delivered the following results:

Figure 57 RDSH Cluster | 1680 RDS Users | VMware Horizon RDSH VS| Score
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Figure 58 RDSH Cluster | 1680 RDS Users | Workload Host | Host CPU Utilization
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Test Results

Figure 60 RDSH Cluster | 1680 RDS Users | RDS Host | Host Network Utilization
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Figure 61 Cluster | 1680 RDS Users | RDS Host | Host Fibre Channel Network Utilization
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Test Results

Performance Data from One RDSH Server: 1680 Users RDSH Sessions Cluster Testing
Figure 62 RDSH Server Processor (Total%) Time
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Cluster Workload Testing with 1660 Persistent and Non-Persistent VDI Instant
Desktop Users

This section provides the key performance metrics that were captured on the Cisco UCS, NetApp AFF
A300storage, and Infrastructure VMs during the persistent desktop testing. The cluster testing with
comprised of 1660 VDI Non- Persistent desktop sessions using 9 workload blades.
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Test Results

Figure 64 VMware Horizon VDI Non-Persistent Cluster Testing with 1660 Users
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The workload for the test is 1660 non-persistent desktop users. To achieve the target, sessions were
launched against the single persistent cluster only. As per the Cisco Test Protocol for VDI solutions, all

sessions were launched within 48 minutes (using the official Knowledge Worker Workload in VSI Benchmark
Mode) and all launched sessions became active within two minutes subsequent to the last logged in session.

The configured system efficiently and effectively delivered the following results:

Figure 65 VDI Cluster | VMware Horizon 1660 VDI Non-Persistent Users | VSI Score
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Figure 66 VDI Cluster | VDI Cluster | 1660 VDI Non-Persistent Users | VDI Host | Host CPU Utilization
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Figure 67 VDI Cluster | VDI Cluster | 1660 VDI Non-Persistent Users | VDI Host | Host Memory Utilization
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Test Results

Figure 68 VDI Cluster | 1660 VDI Non-Persistent Users | VDI Host | Host Network Utilization
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Figure 69 VDI Cluster | 1660 VDI-Non Persistent Users | VDI Host | Host Fibre Channel Network Utiliza-

tion
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The workload for the test is 1660 persistent desktop users. To achieve the target, sessions were launched
against the single persistent cluster only. As per the Cisco Test Protocol for VDI solutions, all sessions were
launched within 48 minutes (using the official Knowledge Worker Workload in VSI Benchmark Mode) and all
launched sessions became active within two minutes subsequent to the last logged in session.

The configured system efficiently and effectively delivered the following results:
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Figure 70 VMware Horizon VDI Persistent Cluster Testing with 1660 Users
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Figure 71 VDI Cluster | VMware Horizon 1660 VDI Persistent Users | VSI Score
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Figure 72 VDI Cluster | VDI Cluster | 1660 VDI Persistent Users | VDI Host | Host CPU Utilization

Wd TOEFC
Wd 9T 0% T
Wd Zeled
Wd LFFET
Wd Z0:2ed
Wd 9T'6E°C
Wd 0g:8E:C
Wd TETC
Wd 6f#0zT
Wd 55 LTC
Wd E0°5TT
WA OT:2T-C
Wd 9T'60°C
nd TZ:80:C
Wd 8T E0T
Wd FE00°T
Wd 6E L5 T
Wd LFEST
Wd 55 TS T
Wd FO6FT
Wd FT:O%T
Wd STEFT
Wd 920%T
WA BiLiE T
Wd 00°5E°T
Wd ZT:2eT
Wd 56T
Wd 6g:8TT
Wd ZSETT
Wd 90 TET
Wd TZETT
Wd 9E5T'T
Wd 29 2T T

2
£
_I_
=
S
o ZE
£ o
=~
= e
..—“ ..|.|-|1.M|..W1_m
o | T |
[ -
ol =
O =
e
= =
= =
ek
P
-
- mwr
=]
o M
] E_ |
T =
2 3
o MW
- =
L =
P ﬂM
\ —
o =
) =
- ..M.
= N
=
wrw
= (o] = = = = (o] = [ ) [
m o o [ o u =t o (o] —

WA B00T'T

Figure 73 VDI Cluster | VDI Cluster | 1660 VDI Persistent Users | VDI Host | Host Memory Utilization

\\wdi-19\Memory\NonKernel MBytes

Sovedi=1 90 M e rnaee W Monke rriel

MByvtes

Wd TOEFC
Wd 9T 0% T
Wd ZELET
Wd LFRET
Wd Z0:2ed
Wd 9T:62:C
Wd 0g8ze
Wd TFET'T
Wd a0z
Wd 55 LTC
Wd E0°5TT
WA 0T ZT'T
Wd 9T:60:C
nd TZ:80:C
Wd 8T E0T
Wd FE00°T
Wd 6ELST
Wd LiPS T
Wd 55 TS T
Wd FO6FT
Wd FT'8FT
Wd SZEFT
Wd 920%T
WA BFLET
Wd 00°5E°T
Wd ZT:2eT
Wd 5262 T
Wd 628 T
Wd ZSETT
Wd 90 TET
Wd TZETT
Mg 92:5T'T
Wd ZSETT

450000

400000

350000

300000

250000

200000

150000

100000

50000

WA B00T'T

242



Test Results

Figure 74 VDI Cluster | 1660 VDI Persistent Users | VDI Host | Host Network Utilization
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Figure 75 VDI Cluster |

1660 VDI Persistent Users | VDI Host | Host Fibre Channel Network Utilization
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Full Scale Mixed Workload Testing with 5000 Users

This section provides the key performance metrics that were captured on the Cisco UCS, NetApp AFF
A300storage, RDSH VMs and VDI non -persistent and Persistent VDI virtual machines performance
monitoring during the full-scale testing. The full-scale testing with 5000 users comprised of: 1680 RDS

Hosted Server Sessions using 7 Cisco UCS B200 M5 blades, 1660 VDI Non-Persistent Instant clones using 9

Cisco UCS B200 M5 blades and remaining 1660 VDI Persistent Full clones using 9 Cisco UCS B200 M5

blades.
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Figure 76 Full Scale Mixed Test with 5000 Users
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The combined mixed workload for the solution is 5000 users. To achieve the target, sessions were launched
against all workload clusters concurrently. As per the Cisco Test Protocol for VDI solutions, all sessions were
launched within 48 minutes (using the official Knowledge Worker Workload in VSI Benchmark Mode) and all
launched sessions became active within two minutes subsequent to the last logged in session.

The configured system efficiently and effectively delivered the following results:
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Figure 77 Full Scale | 5000 Mixed Users | VSI Score
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Figure 78 Full Scale | 5000 Mixed Users RDSH Server Host | Host CPU Utilization
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Figure 79 Full Scale | 5000 Mixed Users RDSH Server Host | Host Memory Utilization
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Figure 80 Full Scale | 5000 Mixed Users RDSH Server Host | Host CPU Network Utilization
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Mixed Scale Testing
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Figure 83 RDSH Server User (Total%) Time
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Figure 84 Full Scale | 5000 Mixed Users | VDI Host | Host CPU Utilization
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Figure 85 Full Scale | 5000 Mixed Users | VDI Host | Host Memory Utilization
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Figure 86 Full Scale | 5000 Mix