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r Increasing Need for Cost Optimization is Creating a

[ ToE Entererise Challenﬁes |

| Reduce IT Budget I ‘ System Management I
[ Increasing Dat.a and Computing l [ Scalability l
‘ Infrastructure Resilience & Security I ‘ Low Utilization of Resources l

‘ Changing Business Dynamics - Drive Towards Managed Services l

| Do it yourself I | Do it for me l
| Business Silos I | Resource sharing l
| Capital Expenditure l | Operational expenditure I
| On Premise l | Hosted l

Reduce costs

Retess lo skills and expedise
Betier semvice
Hardto find /keep inhouse staff

Incres e refiabilty
Concentrate on core business
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Emircom Service Offering

Managed 360

Network 360°
Desktop 360°
System 360°
Application 360°
Secure360°

IT Infrastructure services

* Managed Network

* Managed Security

* Managed Data center
* Managed Desktop

* Managed Systems

* Managed Application.
* O&M - Operate &

Manage

Solution Integration

Virtualization & Cloud
Computing.

Data Center preparation.
Data Center & WAN
Optimization

Storage & Recovery.
Network & Security
Process Automation.

Data Center

OPDC - On premise Data Centers.

DCIM

UPS

Cooling

Fire Suppression
Environmental Monitoring.
Racks.

ELV - structure Cabling.
Physical Security.

Out-tasking Services

Professional Services

NOS — Network Optimization
Services.

Data Center, IT Infrastructure
& Security - Assessment,
Optimization.

Process consulting (ITIL &
ITSM)

Technical services



" Managed Desktop

Asset
Management
30%

“360 degree management of client desktop
environment to deliver a smooth operation achieved
by applying best of breed tools and industry best
practices while lowering operational cost to our client”

/_ Managed Datacenter

Storage
- Management
18%

Database
Management
5%

“Management of the client system, storage and
application  while assuring  High availability,
performance of infrastructure to support client
business critical applications while ensuring security,
compliance to industry standards and as well reduce
the Total Cost of Ownership to our clients”




4 Managed Security

. Anti Virus
" Protection/Auth

60%

“The proactive event monitoring and
systematic approach to mitigate threats
and address the security needs of client
infrastructure through a combination of
best of breed security tools and application
of best practices”

Service
monitoring &
support
74%

“Provisioning of right network tools and
infrastructure to proactively monitor network and
handle fault through early detection and Incident
resolution as well facilitate Configuration
functions. Thus assure increased network
Availability, Performance and Security”

\ Installation and
deployment

Monitoring and
support
10%
“Elimination of complexity involved in
managing voice, Video and converged
communication infrastructure through
centralized administration while ensuring
Quality of Service and as well result in

reduced Operational cost to our client”




24 X 7 IT Helpdesk
SINGLE POINT OF CONTACT to handle customer service requests.

24 X7 RIM
RIM Team is responsible for 24X7 proactive monitoring of




Enterprise Service
Desk

Customer

Customer Outreach

Acquisition

Software Problems

Hardware Problems

“How to” Resolution
Questions

Server
Services

Security

Network Issues

Real-Time Problem
Management

Software Issues

Management

Satisfaction Survey

Reporting

Asset
Management

\ 4

Level 2/
Level 3

el .
Q Deskside
i Asst.

Infrastructure
4 Support
—p

R Application

Engineer
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v'Incident Management

1 v'Change Management
] v'Remote & Onsite Troubleshooting

{

\

v'Remote & Onsite
v'Monthly SD call Reports

v'Quarterly Preventive Maintenance
v'Remote & Onsite

v'Monthly SD call Reports
v'Service Request Fulfillment
v'Remote & Onsite

\

z v'Monthly SD call Reports v'Preventive Maintenance Report

|
v’ 24 X 7 Available over phone & email.
v" ITIL V3 trained Helpdesk Professionals
v" ITIL V3 foundation and experts certified Helpdesk Leads.
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Monitoring Servi

Process Network Monitoring Server Monitoring




Standard

Incident Mgmt KPIs

Call type* Call description Target resolution Initial response Initial customer site contact
from ticket assignment

P1 System or component down, critical 2 Hours Within 15 minutes of monitoring 30 Minutes
business impact affecting multiple tool ticket assignment
clients

P2 System or component down, critical 4 hours Within 15 minutes of monitoring 30 Minutes
business impact affecting a single tool ticket assignment.
client

P3 System or component down, NBD Within 30 minutes of monitoring 60 Minutes
workaround is possible without tool ticket assignment
operational impact

P4 System or application degraded, 3 Business Days Within 60 minutes of monitoring 2 Hours
workaround is possible without tool ticket assignment.
operational impact

* As Per client Definition




Shifts & NOC Operational Process

3 SHIFTS

Shift Handover
Process

Monthly
Technical &
Process
Trainings

Tickets Review
by Team Lead

Daily Call
Reports

Quarterly
Awards
Program

Weekly NOC
Meeting




Method — 1 VPN - Over Internet

Method — 2 MPLS/Leased Line

Telelogix NOC

MPLS Cloud &




Customer
Logo

Scope

EMIRC O M

Inapires Transformation

User Name Password

Instant Message (Broadcast) (slow scroll)

| Log Complants |

Team R&R

“SLA Enablement

SOPs

Inventory Details

" Diagrams

Shift Hand-Over

~ Operational Checklist

¥
Escalation Tools
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Networks ©  Network Traffic

Network Overview

Networks

VoIP Monstors . WAN RTT Montors  Show By Bus:ness Service

...Search...

W Hewlett-Packard
| @ Others

#0192,168,111.41
& 192.168.112.10
192.168.112.32
0 192.168.112.7
W9 152.168.113.107
o 102.168.113.203

Event Summary

[ N X A=

Event Type
Printer Down
Printer Up
Syslog Alarm Down
Threshold Violated
Threshold Rearmed

- o

~“
[

Devices
0/1
11
12

0/15

(]
[

Count

O—FE&)N

>

‘Business View

Critical Applications { Total : 4)

-
CEEEN Ater)
+New Business View
‘Recent Alarms AN
Source Alarm Message

Floor10-Printerl

asco2081_test

cisco2081_test

jagadesh-
0457 .csez.zohocorpin.com

w
(X
Q9
& cisco2081_test
W
9

asc02081_test

Internal Problem - Load Tray 1: Plain, Letter

Availability threshold mit violated [ < 100%). 100 % of requests sent
from cisco2081_test failed to reach 203.199.211.77.

“lan 25 12:21:57.037: %PARSER-5-CFGLOG_LOGGEDCMD: User:advent
logged command:session-params defaultSessionParams™**This is
created to test syslog monitoning

Availability threshold kmit violated ( < 100%). 100 % of requests sent
from cisco2081_test failed to reach 203.199.211.77.

Device Down: No rasponse from device for last 5 polls

“Jan 18 11:33:32.595: %PARSER-5-CFGLOG_LOGGEDCMD: Usef:advmf
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Name :192 168,14 27
Status :Clear
Message Health is dear




Reports from NO

Process Reports Network Reports Systems Report




Sample Helpdesk Reports

SD Summary Report

SLA Summary Report

1200 8:24:00
s Carry to next month o of Calls Total Ticket verage Call
1000 . A - 7:12:00 ! .. Target Closed No of Calls . Closure
>3 Priority . . otal calls oy losure Time ; % of SLA Met
L 6.00:00 ' resolution time Within reached SLA (hhzmm) Time
800 555 i Total Tickets Closed SLA . (hh.mm)
4:48:00 5

600 | 3:36:00E] s Carry forward from previous month P1 48:19 0:15 21 %

00 Z F 2:24:00 N

200 | 18 \ mm— Total Tickets Logged 8 hrs ' 4 ' 4 ' 0 12:49 ' 3:12 ' 100 %

= \ - 1:12:00
o - —— : o000t 00000 | T 24 hrs ' 202 ' 148 ' 54 643:11 ' 3:23 ' 73 %
Incident Request Service request MAC Request Change Request  Problem Request
400 00:00 Priority 2
0
Weekly Monthly 202 ,
200 3_2300.00 m With In 8
Quarterly I i - : Hours
P1 P2 P3 4 Between 8 to
12 hours
Call Trend Report .
500 == Total Calls
450
m 1 . .
.. Priority 3

350
e | Priority 1 40
] m With In 2 M With In 24
150 - Hours
100 + - 116 Hours
sz N * ™ iy - - . 5 10, PRI i Between 2 to M Between 24

to 48 hours

Oct-12 Nov-12 Dec12 Jan-313 Feb-13  Mar-13 Apr-13 May-13  Jun-i3 Jul-13 Aug-13  Sep13 8hours

Incident Request =—Service Request MAC ———Change Request ———Columnl



Availability Report

Avallability Chart For Last Month

Weekly Monthly
Quarterly

m up

Max Avg %
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CPU Utilization Report

Data Transfer Report

Total Data Transfer (GB)

—-25 468,97 3.5 44356 45326 A56.22 457.11 45634
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Established in 1984, Emircom is one of the Leading System Integrator in the region.
Headquartered in Abu Dhabi with offices in Abu Dhabi, Dubai, Saudi Arabia.
Part of the Al Nowais Investment Group that has a group turnover of over USD 1.5 Billion

The Al Nowais Investment Group consist of companies who are one of the biggest in the
respective sectors — Arab Development, Danway, Federal Foods, & Pharmatrade.

Started Saudi Arabia Operation in - 2005

Presence in Saudi Arabia includes Riyadh , Jeddah , Dammam.



High credit ratings from international vendors and banks
A focused key accounts strategy
One of the best customer satisfaction and retention rate in the region

Early adopters of New and Complex Technologies (IP Next Generation Network, Unified
Computing System, TelePresence, IPICS, ISE, XR, Managed Services, Optical
Networking..)

One of the Largest Cisco Partner for the past 3 years in the region

ITIL Certified Managed Services offering inclusive of 24x7 NOC



ethodology Technology !

Services

Customer

Partners Solutions




We set trends to be the partner of choice by
committing to excellence.

Emircom inspires transformation



 We will constantly challenge the frontiers of technology and service to give you a
better and progressive solution

+ We will always be looking for newer and better ways of ensuring that your business
benefits from engaging with us

+ We will always be open to feedback and inputs from you — our customers — so that
we make ourselves more relevant to your changing business challenges

Result — An Exemplary Experience for you — Our Customers



Thank You! :

Mohammad Shakeer — Sales Manager

30t April 2014



