
      
      
      
      

      
      
         
         
         [image: cover_page.jpg]

         
         
         
         
      

      
      
     
   
    
     [bookmark: pgfId-129700]Cisco Nexus 7000 Series Network Analysis Module (NAM-NX1) Quick Start Guide
      
      
 
     
 
 
     
     [image: ] 
    
 
     [bookmark: pgfId-129710]Revised: May 12, 2014 OL-27548-01
 
     [bookmark: pgfId-138290]This document describes how to install the Cisco Nexus 7000 Series Network Analysis Module (NAM). It also covers the basic configuration steps to start using Prime NAM software to analyze your network traffic.
 
   
 
    
     [bookmark: pgfId-137640]Contents
 
     
     	 [bookmark: pgfId-74439]Introducing Cisco NAM-NX1
 
     	 [bookmark: pgfId-148947]Quick Start Summary
 
     	 [bookmark: pgfId-111255]Requirements and Restrictions
 
     	 [bookmark: pgfId-111427]Supported Devices
 
     	 [bookmark: pgfId-74443]Installing Prime NAM Software on the Module
 
     	 [bookmark: pgfId-103796]Configuring the NAM Software
 
     	 [bookmark: pgfId-74451]Upgrading and Recovering Your Software
 
     	 [bookmark: pgfId-201643]Troubleshooting and Reference
 
     	 [bookmark: pgfId-201647]Using the CLI Helper Utility for System Administrative Tasks
 
     	 [bookmark: pgfId-201651]Related Documentation
 
    
 
   
 
    
     [bookmark: pgfId-163406][bookmark: 87144]Introducing Cisco NAM-NX1
 
     [bookmark: pgfId-163246]The Cisco Nexus 7000 Series Network Analysis Module (NAM) provides Prime NAM functionality for Cisco Nexus 7000 series switches. The NAM enables the switch to view your network and application performance in order to meet your service delivery goals.
 
     [bookmark: pgfId-142940]NAM is installed into any one of the network module I/O slots on the Cisco 7000 series switch. 
 
     [bookmark: pgfId-194132]For information on the entire documentation set, see the  Cisco Prime Network Analysis Module Documentation Overview on Cisco.com.
 
     [bookmark: pgfId-194134]For a list of supported switches and software details, see the  NAM Compatibility Matrix on Cisco.com. 
 
   
 
    
     [bookmark: pgfId-162920][bookmark: 33368]Quick Start Summary
 
     [bookmark: pgfId-162921]This section summarizes the tasks involved in the installation and configuration of the Cisco NAM-NX1. For detailed steps, click the hyperlinked section to be taken to that reference.
 
     [bookmark: pgfId-148764]SUMMARY STEPS
 
     [bookmark: pgfId-148774] 1.[image: ] Review the requirements and preparations for NAM module installation. See Requirements and Restrictions.
 
     [bookmark: pgfId-148835] 2.[image: ] Install the module in a Nexus 7000 series switch. See Installing NAM Hardware in a Cisco Nexus 7000 Device. The module software boots up automatically. See Installing Prime NAM Software on the Module if necessary.
 
     [bookmark: pgfId-176015] 3.[image: ] Perform the prerequisite steps before configuring the NAM:
 
     [bookmark: pgfId-201408] a.[image: ] Assign access VLAN for connectivity to NAM management port. See VLAN Management Port Configuration.
 
     [bookmark: pgfId-176019] b.[image: ] Create SPAN sessions to monitor interfaces and/or VLANs. See SPAN Session from Nexus 7000 Series Switch.
 
     [bookmark: pgfId-148781] 4.[image: ] Configure the NAM by setting up the module management IP address, web server, and console access. See Getting the NAM Up and Running.
 
     [bookmark: pgfId-149148]

     
     
 
    
 
    
 
   
 
    
     [bookmark: pgfId-103239][bookmark: wp1035347][bookmark: TrifectaBetaInstallationDocumentation-Requirements]Requirements and Restrictions
 
     [bookmark: pgfId-104452]The following sections contain information about the Cisco NAM-NX1 requirements and restrictions:
 
     
     	 [bookmark: pgfId-104456]NAM Requirements
 
     	 [bookmark: pgfId-194143]Switch Requirements
 
     	 [bookmark: pgfId-194151]Client Requirements
 
     	 [bookmark: pgfId-212532]Required Tools
 
     	 [bookmark: pgfId-194159]Supported Devices
 
    
 
     
      [bookmark: pgfId-130020][bookmark: 24754]NAM Requirements
 
      
      	 [bookmark: pgfId-223533]Prime NAM application software release 6.0 or later
 
      	 [bookmark: pgfId-194164](Optional) Ethernet cable for 1588 
 
      	 [bookmark: pgfId-194165](Optional) Mini-SAS cable external storage links
 
     
 
      [bookmark: pgfId-194167]Specific hardware platform and version information can be found in the  NAM Compatibility Matrix  on Cisco.com. This matrix document contains updated support information that does not appear in this document. For hardware details, see the  NAM datasheet on Cisco.com.
 
    
 
     
      [bookmark: pgfId-194176][bookmark: 26334][bookmark: 66811]Switch Requirements
 
      
      	 [bookmark: pgfId-194177]Nexus 7000 series switch software version 6.2 or later
 
      	 [bookmark: pgfId-223568]One or more supervisor modules (SUP-1, SUP-2, or SUP-2E)
 
      	 [bookmark: pgfId-223569]Sufficient memory installed in the supervisor module to run NX-OS image version 6.2 or later
 
      	 [bookmark: pgfId-223573]An open slot in the chassis for the NAM service module 
 
      	 [bookmark: pgfId-223495]Prior to NAM installation, the management VLAN must be configured on the Cisco Nexus 7000 series switch. See your switch product documentation for instructions.
 
     
 
    
 
     
      [bookmark: pgfId-163664][bookmark: 73608]Client Requirements 
 
      [bookmark: pgfId-194189]Each client accessing the Cisco NAM-NX1 must meet the following minimum requirements: 
 
      
      	 [bookmark: pgfId-194190]IBM-compatible or Macintosh computer with 2 GHz or faster processor 
 
      	 [bookmark: pgfId-194191]At least 1-GB RAM 
 
     
 
      [bookmark: pgfId-194193]The client must run one of the following operating systems: 
 
      
      	 [bookmark: pgfId-194194]Windows 7 
 
      	 [bookmark: pgfId-194195]Windows Vista with Service Pack 1 
 
      	 [bookmark: pgfId-194196]Windows XP Professional with Service Pack 2 
 
      	 [bookmark: pgfId-194197]Red Hat Enterprise Linux 6.1 (base server) 
 
      	 [bookmark: pgfId-230482]Macintosh OSX 10.6+ 
 
     
 
      [bookmark: pgfId-163674]The client requires one of the following browsers: 
 
      
      	 [bookmark: pgfId-163675]Microsoft Internet Explorer 9.0 on Windows XP Professional with Service Pack 2, Windows Vista with Service Pack 1, or Windows 7 
 
      	 [bookmark: pgfId-163676]Mozilla Firefox 17.0.5 (ESR) or later on Windows XP Professional with Service Pack 2, Windows Vista with Service Pack 1, Windows 7, FireFox on OSX, or Red Hat Enterprise Linux
 
     
 
      [bookmark: pgfId-194203]For a list of the latest supported browsers, see the  Cisco Prime NAM Release Notes .
 
      [bookmark: pgfId-163679]All browsers require that you enable cookies, JavaScript/scripting 1.7 or later, and popup windows. If you reinstall or upgrade to a newer release, delete the cookies and clear the browser cache of each client. 
 
    
 
     
      [bookmark: pgfId-124166][bookmark: 57463]Required Tools
 
      
       
     
 
     
 
     [bookmark: pgfId-159001]Warning Only trained and qualified personnel should be allowed to install, replace, or service this equipment. This equipment contains an energy hazard. Disconnect the system before servicing. Statement 186

      
      
 
     

     
 
      [bookmark: pgfId-159005]These tools are required to install the module in the switch: 
 
      
      	 [bookmark: pgfId-159006]Phillips-head screwdriver with torque capability
 
      	 [bookmark: pgfId-130642]Wrist strap or other personal grounding device 
 
      	 [bookmark: pgfId-125847]Antistatic mat or antistatic foam 
 
     
 
      [bookmark: pgfId-125851]Whenever you handle the module, always use a wrist strap or other grounding device to prevent electrostatic discharge (ESD) which can damage the module. See the  Cisco Nexus 7000 Series Hardware Installation and Reference Guide. 
 
    
 
     
      [bookmark: pgfId-194223][bookmark: 10613]Supported Devices
 
      [bookmark: pgfId-194224]For a list of supported devices and compatibility information on platform hardware and software, managed devices, and other support details, see the  NAM Compatibility Matrix .
 
    
 
   
 
    
     [bookmark: pgfId-111467][bookmark: 93348]Installing NAM Hardware in a Cisco Nexus 7000 Device
 
     [bookmark: pgfId-194239]If you purchased the Cisco Nexus 7000 switch with a Cisco NAM-NX1 service module, the Prime NAM software comes preinstalled and ready to use. 
 
     [bookmark: pgfId-158507]If you purchased the NAM separately, see the  Cisco Nexus 7000 Series Hardware Installation and Reference Guide for instructions on how to install the hardware service module.
 
     [bookmark: pgfId-112048]This section includes these topics:
 
     
     	 [bookmark: pgfId-117182]NAM Module
 
     	 [bookmark: pgfId-117202]Hardware Interfaces
 
    
 
     
      [bookmark: pgfId-150014][bookmark: 47875]NAM Module
 
      [bookmark: pgfId-128851]The NAM service module plugs into a host Cisco switch running Cisco Nexus operating system (Nexus OS) software. 
 
      [bookmark: pgfId-128844]Cisco NAM-NX1 is a standalone module with its own startup and run-time configurations that is independent of the Cisco NX-OS configuration on the switch. The module does not have an external console port. Instead, you can launch and configure the module through the NAM management interface/port on the backplane or through the switch, with a configuration session on the module. 
 
      [bookmark: pgfId-196258]The NAM requires minimal configuration from the supervisor card in the switch. For detailed steps, see Configuring the NAM Software.
 
      [bookmark: pgfId-185575]For instructions on how to install the service module hardware, see your  Cisco Nexus 7000 Series Hardware Installation and Reference Guide  .  For details on configuring the NAM, see Configuring the NAM Software.
 
    
 
     
      [bookmark: pgfId-111715][bookmark: 76893]Hardware Interfaces
 
      [bookmark: pgfId-194255]The host switch and Cisco NAM-NX1 service module use several interfaces for internal and external communication (see your  Cisco Nexus 7000 Series Hardware Installation and Reference Guide ). These interfaces are configurable from the switch using the Cisco NX-OS or the NAM CLI.
 
      [bookmark: pgfId-161021]Figure 1 depicts the Cisco NAM-NX1 front panel. For a description of the front panel and LED operation, see Reading the NAM LEDs. [bookmark: 44418]
 
      [bookmark: pgfId-196277]
 
      [bookmark: pgfId-196795]Figure 1 [bookmark: 58984]NAM Front Panel 
 
      
      [image: ] 
     
 
      [bookmark: pgfId-215043]
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         	 [bookmark: pgfId-215014]STATUS LED
  
         	
           
           [bookmark: pgfId-215016]5
          
  
         	 [bookmark: pgfId-215018]SAS Link Status LED
  
        
 
         
         	
           
           [bookmark: pgfId-215020]2
          
  
         	 [bookmark: pgfId-215022]ID (Beacon)
  
         	
           
           [bookmark: pgfId-215024]6
          
  
         	 [bookmark: pgfId-215026]Mini-SAS
  
        
 
         
         	
           
           [bookmark: pgfId-215028]3
          
  
         	 [bookmark: pgfId-215030]SYNC Link Status LED
  
         	
           
           [bookmark: pgfId-215032]7
          
  
         	 [bookmark: pgfId-215034]USB (not currently used)
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         	 [bookmark: pgfId-215038]SYNC port 
  
         	 
         	 
        
 
       
      
 
     
 
      [bookmark: pgfId-215051]To connect your hardware module and configure the interface using the switch, see your  Cisco Nexus 7000 Series Hardware Installation and Reference Guide . 
 
    
 
   
 
    
     [bookmark: pgfId-201014][bookmark: 75062]Installing Prime NAM Software on the Module
 
     [bookmark: pgfId-201018]This section covers installation scenarios of Prime NAM software on a Cisco Nexus 7000 Series Network Analysis Module. 
 
     [bookmark: pgfId-201025]NAM ships with Prime NAM software preinstalled. Review the two scenarios that cover installation options and determine which option best fits your needs:
 
     [bookmark: pgfId-201029] 1.[image: ] No installation required—You received a new NAM module, successfully installed it, and booted to verify the NAM is in the active state. Continue to Configuring the NAM Software.
 
     [bookmark: pgfId-202269] 2.[image: ] Installation or upgrade required—Your module cannot reboot from the software, perform a new installation, or upgrade to a newer software version. To install your NAM software from the network, see Upgrading the Software.
 
     [bookmark: pgfId-202273]After your initial installation, if you may want to upgrade to a later version of software if available. See Upgrading the Software for instructions.
 
   
 
    
     [bookmark: pgfId-201042][bookmark: TrifectaBetaInstallationDocumentation-Configuration]Configuring the NAM Software
 
     [bookmark: pgfId-92933]You must configure the switch to communicate with the NAM and then set the configuration settings on the NAM. Perform the following tasks in the order given:
 
     [bookmark: pgfId-159205] 1.[image: ] To place NAM in service, configure NAM using the supervisor module. This task includes configuring the VLAN management port and creating a SPAN session from the switch to the NAM. See Switch Configuration Examples for Placing the NAM in Service.
 
     [bookmark: pgfId-150985] 2.[image: ] Set up the NAM network configuration. See Getting the NAM Up and Running.
 
     
      [bookmark: pgfId-160616][bookmark: 24172]Switch Configuration Examples for Placing the NAM in Service
 
      [bookmark: pgfId-167960]This section includes the following example configurations required on the Cisco switch:
 
      
      	 [bookmark: pgfId-167964]VLAN Management Port Configuration
 
      	 [bookmark: pgfId-167968]SPAN Session from Nexus 7000 Series Switch
 
     
 
    
 
     
      [bookmark: pgfId-160627][bookmark: 70787]VLAN Management Port Configuration
 
      [bookmark: pgfId-172889]This section describes the steps to follow in order to assign the NAM to a virtual device context (VDC) from the switch. The steps include:
 
      [bookmark: pgfId-172995] 1.[image: ] Assign the NAM Ethernet interfaces to a VDC.
 
      [bookmark: pgfId-223649] 2.[image: ] Create a VLAN if one does not exist.
 
      [bookmark: pgfId-223652] 3.[image: ] Assign access to the VLAN for the NAM management port.
 
      [bookmark: pgfId-173608]Once you complete these steps, continue to the next section to continue setting up a SPAN session to direct traffic to NAM. See SPAN Session from Nexus 7000 Series Switch.
 
      [bookmark: pgfId-160629]This example shows how to configure a VLAN for NAM management traffic and how to assign that VLAN to the NAM management port. All commands must be executed in the VDC to which NAM belongs.
 
      [bookmark: pgfId-188167]To assign the NAM to a virtual device context (VDC) from the switch:
 
     
 
      [bookmark: pgfId-160630] Step 1[image: ] Verify that NAM is active:
 
     
      [bookmark: pgfId-160631]switch# show service nam summary
     

     
      [bookmark: pgfId-160632]Service Service
     

     
      [bookmark: pgfId-160633]Name Type Interface Module State Version
     

     
      [bookmark: pgfId-160634]---------------- ----------- ------------- --------- --------- ----------------
     

     
      [bookmark: pgfId-160635]NAM7 NAM Po4096,Po4095 7 active 6.0
     

     
      [bookmark: pgfId-184213]
     

      [bookmark: pgfId-184214]Step 2[image: ] If you use the default VDC configuration, the NAM interfaces will be allocated to the default VDC automatically. 
 
      [bookmark: pgfId-184585] a.[image: ] To verify the configuration, use the command  show run vdc :
 
     
      [bookmark: pgfId-184026]N7K-8(config-monitor)# show run vdc
     

     
      [bookmark: pgfId-184028]!Command: show running-config vdc
     

     
      [bookmark: pgfId-184029]!Time: Wed May 29 18:47:17 2013
     

     
      [bookmark: pgfId-184030]
     

     
      [bookmark: pgfId-184031]version 6.2(2)
     

     
      [bookmark: pgfId-184032]no system admin-vdc
     

     
      [bookmark: pgfId-184033]vdc N7K-8 id 1
     

     
      [bookmark: pgfId-184034] limit-resource module-type m1 m1xl m2xl f2e 
     

      
       
     
 
     
 
     [bookmark: pgfId-184036]Note As long as the f2e keyword is present in the output, you can install the module in an empty slot and power it up. The interfaces will be allocated automatically. If the f2e keyword is missing (due to prior configuration), you need to add it as shown in step b. The f2e keyword must be present in the configuration before the module is powered up. 

      
      
 
     

     
 
      [bookmark: pgfId-184705] b.[image: ] [bookmark: 51196]If you are not using the default VDC configuration, manually allocate the NAM interfaces to the VDC:
 
     
      [bookmark: pgfId-202367]switch# config t
     

     
      [bookmark: pgfId-202368]Enter configuration commands, one per line. End with CNTL/Z.
     

     
      [bookmark: pgfId-184729]switch(config)# vdc N7K-8 id 1
     

     
      [bookmark: pgfId-184706]switch(config)# limit-resource module-type m1 m1xl m2xl f2e 
     

     
      [bookmark: pgfId-184707]switch(config)# allocate interface ethernet 2/1 - 4
     

     
      [bookmark: pgfId-184697]
     

      [bookmark: pgfId-184565]Step 3[image: ] (Optional) If you already have a VLAN created, skip this step. To create a VLAN to use for NAM management traffic:
 
     
      [bookmark: pgfId-160638]switch# config t
     

     
      [bookmark: pgfId-160640]switch(config)# vlan 200
     

     
      [bookmark: pgfId-160641]switch(config-vlan)# state active
     

     
      [bookmark: pgfId-160642]switch(config-vlan)# no shut
     

     
      [bookmark: pgfId-160643]switch(config-vlan)# exit
     

     
      [bookmark: pgfId-160644]switch(config)#
     

     
      [bookmark: pgfId-160645]
     

      [bookmark: pgfId-160646]Step 4[image: ] Add the VLAN to the external interface that is used to access the NAM:
 
      
       
     
 
     
 
     [bookmark: pgfId-160647]Note Your configuration is dependent on your network setup. The following is an example of one of the many ways to provide external connectivity.

      
      
 
     

     
 
     
      [bookmark: pgfId-160648]switch(config)# int e4/48
     

     
      [bookmark: pgfId-160649]switch(config-if)# switchport
     

     
      [bookmark: pgfId-160650]switch(config-if)# switchport mode access
     

     
      [bookmark: pgfId-160651]switch(config-if)# switchport access vlan 200
     

     
      [bookmark: pgfId-160652]switch(config-if)# no shut
     

     
      [bookmark: pgfId-160653]switch(config-if)# exit
     

     
      [bookmark: pgfId-160654]switch(config)#
     

     
      [bookmark: pgfId-160655]
     

      [bookmark: pgfId-160656]Step 5[image: ] Assign the VLAN to the NAM management port:
 
     
      [bookmark: pgfId-160657]switch(config)# analysis module 7 management-port 1 access-vlan 200
     

     
      [bookmark: pgfId-160658]switch(config)# end
     

     
      [bookmark: pgfId-160659]switch#
     

     
      [bookmark: pgfId-172612]
     

      [bookmark: pgfId-160660]

      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-160666][bookmark: 64078]SPAN Session from Nexus 7000 Series Switch
 
      [bookmark: pgfId-166407]To share traffic between your switch and the NAM, you must create a SPAN session that sets the NAM as the destination for the Cisco Nexus 7000 switch traffic. This section provides two example SPAN sessions commands that set the NAM as the destination for the Cisco Nexus 7000 switch traffic.
 
      
      	 [bookmark: pgfId-166425]destination analysis-module <module #> data-port <port #>
 
      	 [bookmark: pgfId-166436]destination interface port-channel <port-channel #>
 
     
 
    
 
     
      [bookmark: pgfId-166438][bookmark: 25323]destination analysis-module <module #> data-port <port #>
 
      [bookmark: pgfId-160667]The following example shows the creation of a SPAN session from the Cisco NX-OS CLI. This is the preferred method to create the SPAN session.
 
      [bookmark: pgfId-227966]In this example, a simple SPAN session is used to direct traffic received on interface 4/1 to data-port 1 on the NAM module. Use this example to create a similar SPAN session for your NAM.
 
     
      [bookmark: pgfId-160669]switch(config)# monitor session 1
     

     
      [bookmark: pgfId-160670]switch(config-monitor)# <source> int e4/1 rx
     

     
      [bookmark: pgfId-160671]switch(config-monitor)# <destination> analysis-module <1-10> Enter module number
     

     
      [bookmark: pgfId-160673]
     

     
      [bookmark: pgfId-160674]switch(config-monitor)# <destination> analysis-module 7 data-port <1-2> Enter port number
     

     
      [bookmark: pgfId-160676]
     

     
      [bookmark: pgfId-160677]switch(config-monitor)# <destination> analysis-module 7 data-port 1
     

     
      [bookmark: pgfId-160678]switch(config-monitor)# no rate-limit 
     

     
      [bookmark: pgfId-160679]switch(config-monitor)# no shut
     

     
      [bookmark: pgfId-160680]switch(config-monitor)# end
     

     
      [bookmark: pgfId-160681]switch# 
     

     
      [bookmark: pgfId-160682]
     

      
       
     
 
     
 
     [bookmark: pgfId-166274]Note Remember to replace the IP address, netmask, and gateway in the example with information appropriate to your switch setup.

      
      
 
     

     
 
    
 
     
      [bookmark: pgfId-166279][bookmark: 64484]destination interface port-channel <port-channel #> 
 
      [bookmark: pgfId-166476]In this example, a SPAN session sets up the module as the destination using the port channel interface. Use your Nexus 7000 Series supervisor CLI setting to create a similar SPAN session for your NAM.
 
     
      [bookmark: pgfId-166284]switch(config)# monitor session 1
     

     
      [bookmark: pgfId-166285]switch(config-monitor)# <source> int e4/1 rx
     

     
      [bookmark: pgfId-166286]switch(config-monitor)# <destination> interface port-channel <port-channel#>
     

     
      [bookmark: pgfId-166305]switch(config-monitor)# no rate-limit 
     

     
      [bookmark: pgfId-166306]switch(config-monitor)# no shut
     

     
      [bookmark: pgfId-166307]switch(config-monitor)# end
     

     
      [bookmark: pgfId-166308]switch# 
     

     
      [bookmark: pgfId-166303]
     

      
       
     
 
     
 
     [bookmark: pgfId-185713]Note Do not use the destination interface ethernet command as it will result in an error.

      
      
 
     

     
 
      [bookmark: pgfId-227338]For additional details on how to set up various traffic sources, see the  Cisco Prime Network Analysis Module Software User Guide .
 
    
 
     
      [bookmark: pgfId-171524][bookmark: 57306]Getting the NAM Up and Running
 
      [bookmark: pgfId-188628]After assigning the NAM to a VDC and setting up your SPAN network traffic, go to your VDC to set up the NAM IP configuration and enable the web server.
 
      [bookmark: pgfId-171525]This section describes how to set the NAM IP configuration and enable the NAM web server and browser-based access to the NAM graphical user interface (GUI). After you perform these tasks, the NAM is in service. Each task includes a basic example. Your configuration setup may require different input.
 
      
       
     
 
     
 
     [bookmark: pgfId-171526]Note You can enable the NAM to function as an HTTP server or an HTTPS secure server, but not as both simultaneously.

      
      
 
     

     
 
      [bookmark: pgfId-171527]To configure the module’s network configuration parameters:
 
     
 
      [bookmark: pgfId-171528] Step 1[image: ] Open a session on the switch CLI: 
 
     
      [bookmark: pgfId-188641]attach module <module #> processor 1
     

      
       
     
 
     
 
     [bookmark: pgfId-171529]Note Ensure that you are in the correct VDC. You can use the switchto vdc command to change VDCs.

      
      
 
     

     
 
     
      [bookmark: pgfId-171530]Cisco7000# attach module <mod #> processor 1
     

     
      [bookmark: pgfId-171531]Opening....
     

     
      [bookmark: pgfId-171532]nam.localdomain login: root
     

     
      [bookmark: pgfId-171533]Password: 
     

     
      [bookmark: pgfId-171534]
     

     
      [bookmark: pgfId-171538]Cisco Nexus 7000 Series Network Analysis Module (N7K-SM-NAM-K9) Console, 6.0
     

     
      [bookmark: pgfId-171539]Copyright (c) 1999-2013 by Cisco Systems, Inc.
     

     
      [bookmark: pgfId-171540]
     

     
      [bookmark: pgfId-171541]System Alert! Default password has not been changed!
     

     
      [bookmark: pgfId-171542]Please enter a new root user password.
     

     
      [bookmark: pgfId-171543]Enter new password:
     

     
      [bookmark: pgfId-171544]Confirm new password:
     

     
      [bookmark: pgfId-171545]Successfully changed password for user 'root'
     

     
      [bookmark: pgfId-171546]
     

      [bookmark: pgfId-172731]If you have not changed the root password, enter a new password to ensure security.
 
      
       
     
 
     
 
     [bookmark: pgfId-176285]Tip The default username and password for the NAM is root/root. As part of the installation, change the password first, although the NAM accepts anything including the default.

      
      
 
     

     
 
      [bookmark: pgfId-171547]Step 2[image: ] Enter your IP address, network mask, and default gateway.
 
     
      [bookmark: pgfId-171548]root@nam.localdomain# ip address 1.1.1.2 255.255.255.0
     

     
      [bookmark: pgfId-171549]root@nam.localdomain# ip gateway 1.1.1.1

     

      [bookmark: pgfId-171550]Step 3[image: ] Enable either an HTTP or HTTPS server.
 
      [bookmark: pgfId-171551] a.[image: ] To enable the NAM HTTP web server:
 
      [bookmark: pgfId-171552] ip http server enable 
 
      [bookmark: pgfId-171553] b.[image: ] To enable the NAM HTTPS secure web server:
 
      [bookmark: pgfId-171554] ip http secure server enable 
 
     
      [bookmark: pgfId-171555]root@nam.localdomain# ip http server enable

     

      [bookmark: pgfId-171556]or
 
     
      [bookmark: pgfId-172795]
root@nam.localdomain# ip http secure server enable
     

     
      [bookmark: pgfId-172764]
     

      [bookmark: pgfId-171557]The following displays:
 
     
      [bookmark: pgfId-171558]No web users are configured.
     

     
      [bookmark: pgfId-171559]Please enter a web administrator username [admin]: 
     

     
      [bookmark: pgfId-171560]
     

      [bookmark: pgfId-171561]Step 4[image: ] Enter the web admin username and password. 
 
      
       
     
 
     
 
     [bookmark: pgfId-171562]Note We recommend that you change the admin password. This document is available to the public by way of Cisco.com, so all default passwords should be changed as soon as possible. 

      
      
 
     

     
 
     
      [bookmark: pgfId-171563]User admin added.
     

     
      [bookmark: pgfId-171564]Starting httpd 
     

     
      [bookmark: pgfId-171565]root@nam.localdomain#
     

      [bookmark: pgfId-171566]
 
      [bookmark: pgfId-171567]Step 5[image: ] Optionally, enable Telnet or SSH if needed.
 
     
      [bookmark: pgfId-171568]root@nam.localdomain# exsession on
     

     
      [bookmark: pgfId-172810]
     

      [bookmark: pgfId-172811]or
 
     
      [bookmark: pgfId-171569]
root@nam.localdomain# exsession on ssh
     

     
      [bookmark: pgfId-171570]
     

      [bookmark: pgfId-171571]Step 6[image: ] To verify network connectivity to a known address, use the  ping command:
 
     
      [bookmark: pgfId-171572]root@nam.localdomain# ping 3.3.3.3
     

     
      [bookmark: pgfId-171573]PING 3.3.3.3 (3.3.3.3) 56(84) bytes of data.
     

     
      [bookmark: pgfId-171574]64 bytes from 3.3.3.3: icmp_seq=1 ttl=245 time=8.48 ms
     

     
      [bookmark: pgfId-171575]64 bytes from 3.3.3.3: icmp_seq=2 ttl=245 time=2.61 ms
     

     
      [bookmark: pgfId-171576]64 bytes from 3.3.3.3: icmp_seq=3 ttl=245 time=2.95 ms
     

     
      [bookmark: pgfId-171577]64 bytes from 3.3.3.3: icmp_seq=4 ttl=245 time=2.15 ms
     

     
      [bookmark: pgfId-171578]64 bytes from 3.3.3.3: icmp_seq=5 ttl=245 time=2.43 ms
     

     
      [bookmark: pgfId-171579]
     

     
      [bookmark: pgfId-171580]--- 3.3.3.3 ping statistics ---
     

     
      [bookmark: pgfId-171581]5 packets transmitted, 5 received, 0% packet loss, time 4005ms
     

     
      [bookmark: pgfId-171582]rtt min/avg/max/mdev = 2.153/3.728/8.483/2.391 ms
     

     
      [bookmark: pgfId-171583]root@nam.localdomain#
     

     
      [bookmark: pgfId-171584]
     

      [bookmark: pgfId-171585]The NAM is now on the network and is accessible using the management IP address. 
 
      [bookmark: pgfId-171589]Step 7[image: ] To access the NAM and confirm connectivity, use an approved Firefox or Internet Explorer browser.
 
      [bookmark: pgfId-173752]

      
      
 
     
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-201677]Note For a list of supported browsers, see the Cisco Prime NAM Release Notes.

      
      
 
     

     
 
      [bookmark: pgfId-171596]The only access to the NAM web server is the administrative user you configured when you enabled the web server. There is no secondary user option. To configure more users, see the  Prime NAM Command Reference Guide or the  Prime NAM User Guide  on  Cisco.com .
 
    
 
     
      [bookmark: pgfId-201683]Installing and Configuring External Storage
 
      [bookmark: pgfId-201684]The Cisco Nexus 7000 Series Network Analysis Module offers external storage connectivity for extended capture durations and higher capture bandwidths. 
 
      [bookmark: pgfId-201686]This connectivity is provided through the Mini Serial Attached SCSI (SAS, SFF-8088). The external SAS storage array is directly attached. 
 
      [bookmark: pgfId-201690]See Figure 2 for an overview of external data storage setup. 
 
      [bookmark: pgfId-201696]Figure 2 [bookmark: 83573]External Storage Setup
 
      
      [image: ] 
     
 
      [bookmark: pgfId-201700]See Preparing External SAS Storage.
 
    
 
     
      [bookmark: pgfId-201706][bookmark: 98545]Preparing External SAS Storage
 
    
 
     
      [bookmark: pgfId-201707][bookmark: 72182]Configure the Storage Array
 
      [bookmark: pgfId-201711]Reference your vendor user guide for proper configuration of the array. The NAM is independent of most array settings, but some are important for accessibility and performance.
 
      [bookmark: pgfId-201712]When configuring the Logical Unit Numbers (LUNs) on the array, there is often a Segment Size setting. Larger segment sizes can improve write speeds. Use a segment size as large as possible, up to 512 KB. Multiple LUNs can be configured on a single array. This module supports up to 32 LUNs.
 
      [bookmark: pgfId-201713]It is important to map the module SAS address to the LUNs. Most storage arrays require this mapping for security reasons, ensuring that only certain hosts (for example, a NAM) can access the LUNs. Each NAM has a unique SAS address, so this step must be performed for each NAM and for each LUN.
 
      [bookmark: pgfId-201714]The NAM SAS address can be found using the CLI command  remote-storage sas local-address . Many storage arrays automatically detect the SAS address once connected to the NAM.
 
     
      [bookmark: pgfId-201715]root@nam.domain# remote-storage sas local-address
     

     
      [bookmark: pgfId-201716]Local SAS Address: 5003223-0-0000-0000
     

     
      [bookmark: pgfId-201717]
     

      [bookmark: pgfId-201718]Some SAS storage arrays do not properly negotiate the SAS base address of the front panel port. The port is a wide port because it consists of four SAS lanes. Each lane has its own SAS address, and any one of the four addresses can be considered the base address for the wide port. Ensure you map all four SAS addresses in the storage array configuration.
 
      [bookmark: pgfId-201719]The previous remote storage CLI command returned a SAS address of 5003223000000000 for the first lane. The other three lanes have consecutive addresses: 5003223000000001, 5003223000000002, and 5003223000000003. All four of those addresses need to be mapped in the storage array configuration.
 
    
 
     
      [bookmark: pgfId-201720]Connect the Storage Array
 
      [bookmark: pgfId-201721]After the storage array is configured, connect it to the NAM using the SFF-8088 cable. The module supports SFF-8088 cables up to 6 M. Be sure to use the correct host-connect port on the array as indicated by the vendor user guide. The array can be connected while the NAM is running.
 
      [bookmark: pgfId-201722]Some arrays come with multiple storage controller modules, and the module ownership must often be mapped to each LUN. This mapping is a common security feature.
 
      [bookmark: pgfId-201738]The LUN number can help you identify one LUN from others of the same external storage array. This number is unique to each particular array, meaning two LUNs from different arrays can have the same number. If the new LUNs do not show up in the list, then the NAM cannot access them. This problem is likely due to a configuration error on the array.
 
      [bookmark: pgfId-201740]You can now use the SAS external storage from within the NAM. For more information, see the  Cisco Prime Network Analysis Module Software User Guide .
 
    
 
   
 
    
     [bookmark: pgfId-96945][bookmark: TrifectaBetaInstallationDocumentation-UpgradeProcedure]Upgrading and Recovering Your Software
 
     [bookmark: pgfId-104256]Cisco occasionally provides upgrades to Prime NAM software that you can download and install on your module. You may also need to restore your module software in the case of a catastrophic failure. 
 
     [bookmark: pgfId-104258]Before upgrading your NAM software, we recommend that you backup your configuration as explained in Backing Up Your Configuration.
 
     [bookmark: pgfId-224118]After upgrading or restoring your module software, you can restore that configuration and resume network monitoring if you previously backed up your configuration.
 
     [bookmark: pgfId-104259]This section includes: 
 
     
     	 [bookmark: pgfId-183845]Upgrading the Software
 
    
 
     [bookmark: pgfId-202155]To perform a new software installation or upgrade, download a version of the current Prime NAM software and use a single CLI command.
 
     
     	 [bookmark: pgfId-202159]Backing Up Your Configuration
 
    
 
     [bookmark: pgfId-186354]To upload your saved configuration to an archive server, use the command-line interface. 
 
     
     	 [bookmark: pgfId-201785]Performing a Recovery Installation
 
    
 
     [bookmark: pgfId-201786]To perform a recovery installation when your can no longer boot the NAM application, use the helper utility. 
 
     
     	 [bookmark: pgfId-207408]Restoring Your Configuration
 
    
 
     [bookmark: pgfId-207409]To restore your previous NAM configuration, use the command-line interface. (Optional)
 
     
      [bookmark: pgfId-186365][bookmark: 41406]Backing Up Your Configuration
 
      [bookmark: pgfId-186367]Before you begin the upgrade process, we recommend that you perform a complete [bookmark: marker-186366]backup of your current NAM configuration. This includes the unique changes you have made to the NAM using the GUI or CLI. Any local data is not saved.
 
      
       
     
 
     
 
     [bookmark: pgfId-186370]Note Ensure you have a backup configuration file. You can save time and frustration if you need to reformat or repartition due to a hard disk failure. 

      
      
 
     

     
 
      [bookmark: pgfId-186372]To back up your current configuration, use the NAM CLI  config upload command like the following:
 
      [bookmark: pgfId-186373]config upload ftp:// user:password@server//path/filename 
 
      [bookmark: pgfId-186374]For example: 
 
      [bookmark: pgfId-186375]config upload ftp:// admin:secret@10.10.10.10//archive/nam_config 
 
      [bookmark: pgfId-186376]The  config upload command sends a copy of the NAM running configuration to the destination you specify. The copy of your configuration is stored in a back-up configuration file with an ending suffix of  .config as in NAM _host-nam-nx1-6.0.config . The destination address must be a valid server name and directory path where you have read and write permissions. If a filename is not identified, NAM creates a default file name.
 
    
 
     
      [bookmark: pgfId-104022][bookmark: 64370]Upgrading the Software
 
      [bookmark: pgfId-201122]To install the software if the module is not booting properly or to upgrade to a newer software version:
 
      [bookmark: pgfId-104183]

      
      
 
     
 
     Step 1
     [image: ] To download the NAM application 
     [bookmark: marker-104178]software from Cisco.com enter the following URL:
     
 
      [bookmark: pgfId-219624] http://software.cisco.com/download/navigator.html 
 
      [bookmark: pgfId-219609]Step 2[image: ] Select  Cloud and System[image: ]s Management > Network Analysis Module (NAM) Products and download the file that begins with nam-nx1, as in  nam-nx1.x-x-x.bin.gz (where  x-x-x is the NAM software release number). The file is described as the NAM Application Image. 
 
      [bookmark: pgfId-104187]Step 3[image: ] Download the NAM application software to the same server where you archived your NAM configuration.
 
      [bookmark: pgfId-104191]Step 4[image: ] Use the commands as needed from the list of upgrade commands shown in  Table 1 . 
 
      [bookmark: pgfId-104222]
 
      
       
        
         [bookmark: pgfId-104198]Table 1 [bookmark: 66239]Common Upgrade Commands 
 
        
       
         
         	
           
           [bookmark: pgfId-104204]Configuration Mode
          
  
         	
           
           [bookmark: pgfId-104206]Command
          
  
         	
           
           [bookmark: pgfId-104208]Purpose
          
  
        
 
         
         	 
           
           [bookmark: pgfId-104210]host.domain#
          
  
         	 [bookmark: pgfId-104212] upgrade ftp://user:password@server//path/file name 
  
         	 [bookmark: pgfId-104214]Upgrade the running NAM. Use this option if you do not want to lose data and configuration files. This command is the same as option 1 in the helper utility.
  
        
 
         
         	 [bookmark: pgfId-104218] upgrade ftp://user:password@server//path/filename reformat 
  
         	 [bookmark: pgfId-131344]Perform a reformat install which removes all data and configuration files. This command is the same as option 2 in the helper utility.
  
        
 
       
      
 
     
 
      [bookmark: pgfId-104223]For example, use the NAM CLI command  upgrade to perform the software upgrade: 
 
     
      [bookmark: pgfId-104224]upgrade ftp://admin:secret@10.10.10.10//archive/nam_software/nam-nx1.6.x.x.bin.gz
     

     
      [bookmark: pgfId-176379]
     

      [bookmark: pgfId-223479]or
 
     
      [bookmark: pgfId-223476]upgrade http://admin:secret@10.10.10.10//archive/nam_software/nam-nx1.6.x.x.bin.gz
     

     
      [bookmark: pgfId-223474]
     

      [bookmark: pgfId-176375]

      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-208297][bookmark: 83126]Performing a Recovery Installation
 
      [bookmark: pgfId-208304]If your module suffers a catastrophic event, such as hard disk corruption, and you can no longer boot the NAM application, use the helper utility to reinstall Cisco Prime NAM application software. 
 
      [bookmark: pgfId-208305]To access the helper utility to install the NAM recovery and NAM software images, perform the following procedure on the switch CLI console:
 
      
       
     
 
     
 
     [bookmark: pgfId-208306]Note Log in with user or admin privileges to perform this task.

      
      
 
     

     
 
      [bookmark: pgfId-208307]

      
      
 
     
 
     Step 1
     [image: ] Download both the NAM recovery and software images from Cisco.com to a connected TFTP server.
     
 
      [bookmark: pgfId-208308]The recovery helper file contains the term  helper (for example,  nam-app-x86_64.6-0-1-lfbff-helper.SSA ).
 
      [bookmark: pgfId-208310]Step 2[image: ] Ensure that the NAM module is set up for the correct VLAN using the supervisor CLI. 
 
     
      [bookmark: pgfId-208311]analysis module X management-port 1 access-vlan YY 
     

     
      [bookmark: pgfId-208312]
     

      [bookmark: pgfId-208313]where  X is the slot where the NAM module is placed and  YY is the routable VLAN to use for NAM connectivity.
 
      [bookmark: pgfId-208314]Step 3[image: ] Reset the NAM module on the supervisor (SUP) CLI: 
 
     
      [bookmark: pgfId-208315]reload module X
     

     
      [bookmark: pgfId-208316]
     

      [bookmark: pgfId-208317]where  X is the slot where the NAM module is located.
 
      [bookmark: pgfId-208318]Step 4[image: ] Access the NAM console from the SUP CLI:
 
     
      [bookmark: pgfId-208319]attach console module X processor 1
     

     
      [bookmark: pgfId-208320]
     

      [bookmark: pgfId-208321]where  X is the slot number where the NAM module is located. 
 
      [bookmark: pgfId-208322]You see a boot up sequence on the session terminal, or a rommon prompt. You must get to the rommon prompt to start the recovery process.
 
      [bookmark: pgfId-208323]Look for this output during bootup:
 
      [bookmark: pgfId-208324] Break out with <ESC> 
 
      [bookmark: pgfId-208325]Step 5[image: ] Press  Esc within 10 seconds to see the rommon prompt. 
 
     
      [bookmark: pgfId-208326]t0-rommon 1 >
     

     
      [bookmark: pgfId-208327]
     

      [bookmark: pgfId-208328]Step 6[image: ] After the rommon prompt displays, set up networking by adding your parameters for the TFTP server and file path variables. 
 
      [bookmark: pgfId-208329]The following list describes the parameters that must be set:
 
      [bookmark: pgfId-208330]–[image: ] IP_ADDRESS—NAM IP address on the switch vlan as designated on the switch 
 
      [bookmark: pgfId-208331]–[image: ] DEFAULT_GATEWAY—Gateway for the vLAN as designated on the switch 
 
      [bookmark: pgfId-208332]–[image: ] IP_SUBNET_MASK—Subnet mask on the switch vlan as designated on the switch
 
      [bookmark: pgfId-208333]–[image: ] IMG_FILE—Path and name of NAM application image
 
      [bookmark: pgfId-208334]–[image: ] TFTP_SERVER—TFTP server to use for downloading the recovery image 
 
      [bookmark: pgfId-208335]–[image: ] IMAGE – Complete path to and including the recovery image on the TFTP server 
 
      [bookmark: pgfId-208336]For example, enter:
 
     
      [bookmark: pgfId-208337]t0-rommon 1 > TFTP_SERVER=10.1.2.3 
     

     
      [bookmark: pgfId-208338]t0-rommon 1 > IMG_FILE=/tftpboot/path/to/nam-app-x86_file_name_helper.SSA
     

     
      [bookmark: pgfId-208339]
     

      [bookmark: pgfId-208340]where  10.1.2.3 is a running TTP server reachable from the supervisor and IMG_FILE is set to your path and NAM filename.
 
      [bookmark: pgfId-208341]Step 7[image: ] Boot the recovery helper:
 
     
      [bookmark: pgfId-208342]t0-rommon 1 > tftpdnld
     

     
      [bookmark: pgfId-208343]
     

      [bookmark: pgfId-208344]Step 8[image: ] Look for the NAM helper menu. Something similar to the following displays on the console:
 
     
      [bookmark: pgfId-208345]Boot Image via Proxy-Server:
     

     
      [bookmark: pgfId-208346]TFTP_SERVER=172.20.98.174
     

     
      [bookmark: pgfId-208347] IMG_FILE=/tftpboot/nam/lfbff-helper.SSA
     

     
      [bookmark: pgfId-208348]
     

     
      [bookmark: pgfId-208349] Requesting supervisor to download image..
     

     
      [bookmark: pgfId-208350]
     

      [bookmark: pgfId-208351]At some point, the menu displays:
 
     
      [bookmark: pgfId-208352] ==============================================================================
     

     
      [bookmark: pgfId-208353] Cisco Systems, Inc. 
     

     
      [bookmark: pgfId-208354] Network Analysis Module (N7K-SM-NAM-9G-K9) helper utility
     

     
      [bookmark: pgfId-208355] Version 1.1(0.22)
     

     
      [bookmark: pgfId-208356]
     

     
      [bookmark: pgfId-208357] -----
     

     
      [bookmark: pgfId-208358] NAM-NX1 Boot Helper Menu
     

     
      [bookmark: pgfId-208359] 1 - Download application image and write to HDD
     

     
      [bookmark: pgfId-208360] 2 - Download application image and reformat HDD
     

     
      [bookmark: pgfId-208361] 3 - Display software versions
     

     
      [bookmark: pgfId-208362] 4 - Reset application image CLI passwords to default
     

     
      [bookmark: pgfId-208363] 5 - Change file transfer method (currently ftp/http)
     

     
      [bookmark: pgfId-208364] 6 - Send Ping
     

     
      [bookmark: pgfId-208365] 7 - Format boot flash
     

     
      [bookmark: pgfId-208366] n - Configure network
     

     
      [bookmark: pgfId-208367] s - Show upgrade log
     

     
      [bookmark: pgfId-208368] f - Check and fix local disk errors
     

     
      [bookmark: pgfId-208369] r - Exit and reset Services Engine
     

     
      [bookmark: pgfId-208370] h - Exit and shutdown Services Engine
     

     
      [bookmark: pgfId-208371]
     

     
      [bookmark: pgfId-208372] Selection [1234567nfsrh]: 
     

     
      [bookmark: pgfId-208373]
     

      [bookmark: pgfId-208374]Step 9[image: ] Set up the network parameters using the  n menu item.
 
      [bookmark: pgfId-208375]This menu displays:
 
     
      [bookmark: pgfId-208376] Selection [1234567nfsrh]: n
     

     
      [bookmark: pgfId-208377] -----
     

     
      [bookmark: pgfId-208378] Configure Network interface:
     

     
      [bookmark: pgfId-208379] 1 - Configure network manually
     

     
      [bookmark: pgfId-208380] 2 - Show config
     

     
      [bookmark: pgfId-208381] 3 - Write config to application image
     

     
      [bookmark: pgfId-208382] r - return to main menu
     

     
      [bookmark: pgfId-208383]
     

     
      [bookmark: pgfId-208384] Selection [123r]: 
     

     
      [bookmark: pgfId-208385]
     

      [bookmark: pgfId-208386]Step 10[image: ] Select  1 to configure the network manually and follow the prompts.
 
      [bookmark: pgfId-208387]Step 11[image: ] When you have finished, enter  r to return to the main menu.
 
      [bookmark: pgfId-208388]Step 12[image: ] Download and install the NAM image. For recovery, always select menu item  2 .
 
      [bookmark: pgfId-208389]This prompt displays:
 
     
      [bookmark: pgfId-208390]Download NAM application image via ftp/http and reformat & write to HDD URL of application image []:
     

     
      [bookmark: pgfId-208391]
     

      [bookmark: pgfId-208392]Step 13[image: ] Enter the full URL path to the NAM image that you used in Step 1. Press  Enter , and confirm the installation when prompted.
 
      [bookmark: pgfId-208393]Step 14[image: ] Boot into the NAM application.
 
      [bookmark: pgfId-208394]Once the installation is complete, the main menu displays. 
 
      [bookmark: pgfId-208395]Step 15[image: ] Press  r to reboot to the newly installed NAM application.
 
      [bookmark: pgfId-208396]If you are still on the console, you see the rommon bootup sequence as well as the NAM bootup sequence. Wait for the NAM login prompt. No user interaction is needed until that point is reached. 
 
      [bookmark: pgfId-208397]Step 16[image: ] Log in as the  root user using the  root password. 
 
      [bookmark: pgfId-208398]Step 17[image: ] Enter a new password.
 
      [bookmark: pgfId-208399]The NAM CLI displays. The recovery is complete. 
 
      [bookmark: pgfId-208400]

      
      
 
     
 
     
 
      [bookmark: pgfId-208481]To configure the NAM, proceed to the Getting the NAM Up and Running. Then, if available, restore any saved data once the configuration is complete.
 
    
 
     
      [bookmark: pgfId-104420][bookmark: 11400]Restoring Your Configuration
 
      [bookmark: pgfId-104421]To restore your NAM configuration file after a system recovery, access the NAM configuration back-up file using FTP or HTTP.[bookmark: marker-220148]
 
      [bookmark: pgfId-104427]config network ftp:// user:password@server//path/filename 
 
      [bookmark: pgfId-104428]For example: 
 
      [bookmark: pgfId-220176]config network ftp:// admin:secret@172.10.10.11//archive/nam_config/NAM_host-nam-nx1.6.x.x.config 
 
      [bookmark: pgfId-234713]restores your previous NAM. 
 
    
 
   
 
    
     [bookmark: pgfId-234714]Performing Advanced Tasks
 
     [bookmark: pgfId-235072]This section describes some advanced tasks that you may need to perform. 
 
     
     	 [bookmark: pgfId-234990]Resetting the NAM Root Password to the Default Value
 
     	 [bookmark: pgfId-234994]Accessing NAM Using a Telnet or SSH Session
 
     	 [bookmark: pgfId-234998]Moving Your NAM to a New VDC
 
    
 
     
      [bookmark: pgfId-235343][bookmark: 80741]Resetting the NAM Root Password to the Default Value
 
      [bookmark: pgfId-235344]If you have forgotten the root password and need to reset it to the default value, enter the following from the switch:  clear service module slot x password .
 
      [bookmark: pgfId-235348]For information about how to reset the NAM root password to the default value from the NAM, see the  Cisco Prime Network Analysis Module Software User Guide . 
 
    
 
     
      [bookmark: pgfId-235355][bookmark: 22601][bookmark: 52908]Accessing NAM Using a Telnet or SSH Session
 
      [bookmark: pgfId-235359]This procedure explains how to open and close a Telnet or SSH session to the NAM. This procedure is not commonly performed, because you would typically use the NAM GUI to monitor and maintain the NAM. If, however, you cannot access the GUI, you may want to use Telnet or SSH to troubleshoot from the NAM CLI.
 
      [bookmark: pgfId-235370][bookmark: 95554]Prerequisites
 
      
      	 [bookmark: pgfId-235377]Configure the NAM system IP address. Optionally, set the NAM system hostname.
 
      	 [bookmark: pgfId-235381]Verify NAM network connectivity by performing one of the following ping tests:
 
     
 
      [bookmark: pgfId-235385]–[image: ] From a host beyond the gateway, ping the NAM system IP address.
 
      [bookmark: pgfId-235392]–[image: ] From the NAM CLI, ping the NAM system default gateway.
 
      [bookmark: pgfId-235393]Telnet Prerequisites
 
      
      	 [bookmark: pgfId-235397]Enter the  exsession on NAM CLI command.
 
     
 
      [bookmark: pgfId-235399][bookmark: 26516]SSH Prerequisites
 
      
      	 [bookmark: pgfId-235403]Enter the  exsession on ssh NAM CLI command.
 
     
 
      [bookmark: pgfId-235404]Summary Steps
 
      [bookmark: pgfId-235405]

      
      
 
     
 
     Step 1
     [image: ] 
      telnet {
      ip-address | 
      hostname } 
     
 or
     
 
      ssh {
      ip-address | 
      hostname } 
     
 
      [bookmark: pgfId-235406]Step 2[image: ] At the login prompt, enter  root .
 
      [bookmark: pgfId-235407]Step 3[image: ] At the password prompt, enter your password.
 or
 If you have not changed the password from the factory-set default, enter  root as the root password.
 
      [bookmark: pgfId-235414]Step 4[image: ] Perform the tasks using the NAM CLI. When you want to end the Telnet or SSH session to the NAM and return to the Cisco IOS CLI, complete Step 5 and Step 6
 
      [bookmark: pgfId-235422]Step 5[image: ]  exit [bookmark: 94068]
 
      [bookmark: pgfId-235424]Step 6[image: ]  logout [bookmark: 79034] 
 
      [bookmark: pgfId-235425]

      
      
 
     
 
     
 
      [bookmark: pgfId-235430]For more details on NAM CLI, see the    Prime NAM Command Reference Guide .
 
    
 
     
      [bookmark: pgfId-235431]Examples
 
      [bookmark: pgfId-235439][bookmark: 75399]Opening and Closing a Telnet Session to the NAM Using the NAM System IP Address
 
     
      [bookmark: pgfId-235440]nam_host> telnet 172.10.10.15 
     

     
      [bookmark: pgfId-235441]Trying 172.10.10.15 ... Open
     

     
      [bookmark: pgfId-235442]
     

     
      [bookmark: pgfId-235443]Cisco Prime NAM sw on Nexus7K (N7K-SM-NAM-K9) Console, 6.0(1)
     

     
      [bookmark: pgfId-235444]Copyright (c) 1999-2013 by Cisco Systems, Inc.
     

     
      [bookmark: pgfId-235445]
     

     
      [bookmark: pgfId-235446]login: root 
     

     
      [bookmark: pgfId-235447]Password: <password> 
     

     
      [bookmark: pgfId-235448]Terminal type: vt100
     

     
      [bookmark: pgfId-235449]
     

     
      [bookmark: pgfId-235450]WARNING! Default password has not been changed!
     

     
      [bookmark: pgfId-235451]root@nam.company.com#
     

     
      [bookmark: pgfId-235452]root@nam.company.com# logout 
     

     
      [bookmark: pgfId-235453]
     

     
      [bookmark: pgfId-235454][Connection to 172.20.105.15 closed by foreign host]
     

     
      [bookmark: pgfId-235455]nam_host>
     

     
      [bookmark: pgfId-235456]
     

      [bookmark: pgfId-235464][bookmark: 65712]Opening and Closing an SSH Session to the NAM Using the NAM System Hostname
 
     
      [bookmark: pgfId-235465]host [/home/user] ssh -l root@namappl 
     

     
      [bookmark: pgfId-235466]root@namappl’s password: <password> 
     

     
      [bookmark: pgfId-235467]Terminal type: vt100
     

     
      [bookmark: pgfId-235468]
     

     
      [bookmark: pgfId-235469]Cisco Prime NAM sw on Nexus7K (N7K-SM-NAM-K9) Console, 6.0(1)
     

     
      [bookmark: pgfId-235470]Copyright (c) 1999-2013 by Cisco Systems, Inc.
     

     
      [bookmark: pgfId-235471]
     

     
      [bookmark: pgfId-235472]WARNING! Default password has not been changed!
     

     
      [bookmark: pgfId-235473]root@namappl.company.com# 
     

     
      [bookmark: pgfId-235474]root@namappl.company.com# logout 
     

     
      [bookmark: pgfId-235475]
     

     
      [bookmark: pgfId-235476]Connection to namappl closed.
     

     
      [bookmark: pgfId-235477]host [/home/user]
     

      [bookmark: pgfId-235478]
 
    
 
     
      [bookmark: pgfId-235766][bookmark: 38715]Moving Your NAM to a New VDC
 
      [bookmark: pgfId-235770]This section describes how to move your NAM to another virtual device context (VDC).
 
      [bookmark: pgfId-235771]Before you begin, ensure the VDC has been created and is set to accept F2e type modules.
 
     
      [bookmark: pgfId-235772]switch(config-monitor)# show run vdc
     

     
      [bookmark: pgfId-235773]version 6.2(2)
     

     
      [bookmark: pgfId-235774]vdc VDC4 id 4
     

     
      [bookmark: pgfId-235775] limit-resource module-type m1 m1xl m2xl f2e 
     

     
      [bookmark: pgfId-235776]
     

      [bookmark: pgfId-235777]Add the  f2e keyword if it is not present in the configuration.
 
      [bookmark: pgfId-235781]For more details on how to check if the NAM can be moved to your VDC, see your Cisco Nexus 7000 product documentation.
 
      [bookmark: pgfId-235782]Ensure that you are in the correct VDC by using the  switchto vdc command.
 
      [bookmark: pgfId-235783]The following example shows the commands to perform for the move. 
 
     
      [bookmark: pgfId-235784]config t
     

     
      [bookmark: pgfId-235785]vdc <vdc_name>
     

     
      [bookmark: pgfId-235786]allocate interface e<NAM_slot_#>/1
     

    
 
   
 
    
     [bookmark: pgfId-234716][bookmark: 72228]Troubleshooting and Reference
 
     [bookmark: pgfId-194616]The service modules undergo extensive testing before they leave the factory. If you encounter problems, use the information in this section to help isolate problems or to eliminate the module as the source of the problem. 
 
     
      
    
 
    
 
    [bookmark: pgfId-194617]Note The procedures in this section assume that you are troubleshooting the initial Cisco NAM-NX1 startup, and that the module is in the original factory configuration. If you have removed or replaced components or changed any default settings, these recommendations may not apply. 

     
     
 
    

    
 
     [bookmark: pgfId-194621]This section covers some trouble events that may occur on a module. It focuses on those events that may frequently occur. 
 
     [bookmark: pgfId-194622]This section contains: 
 
     
     	 [bookmark: pgfId-194623]Troubleshooting Guidelines
 
     	 [bookmark: pgfId-234211]Shutting Down and Starting Up the Cisco NAM-NX1
 
     	 [bookmark: pgfId-234215]Reading the NAM LEDs
 
     	 [bookmark: pgfId-234219]Replacing the NAM Memory or Hard Disk
 
    
 
     [bookmark: pgfId-233266]More troubleshooting and frequently asked questions can be found in the  Cisco Prime Network Analysis Module Software User Guide . 
 
     
      [bookmark: pgfId-207673][bookmark: 30224]Troubleshooting Guidelines
 
      [bookmark: pgfId-194627]Before an initial startup, verify the following:
 
      
      	 [bookmark: pgfId-194628]Module is correctly seated in the chassis and the STATUS LED is on.
 
      	 [bookmark: pgfId-194629]The appropriate supervisor card is installed and running.
 
      	 [bookmark: pgfId-194630]The chassis software boots successfully.
 
     
 
    
 
     
      [bookmark: pgfId-233577][bookmark: shutdownbutton][bookmark: 36580]Shutting Down and Starting Up the Cisco NAM-NX1
 
      
       
     
 
     
 
     
      [bookmark: pgfId-233581]
      Caution Do not remove the NAM from the switch until the module has shut down completely and the STATUS LED is OFF. You risk disk corruption if you remove the module from the switch before the NAM completely shuts down. 
       
       
 
      

     
 
      [bookmark: pgfId-233594]To avoid corrupting the NAM hard disk, you must correctly shut down the NAM before you remove it from the chassis or disconnect the power. You can initiate this [bookmark: marker-233595]shutdown procedure by entering commands at the supervisor module CLI prompt or the NAM CLI prompt. To ensure a graceful shutdown, use the CLI command  out-of-service module <module_number> . 
 
     
 
      [bookmark: pgfId-233599] Step 1[image: ] Open a session on the switch CLI: 
 
     
      [bookmark: pgfId-233600]attach module module_number processor 1
     

      
       
     
 
     
 
     [bookmark: pgfId-233601]Note Ensure that you are in the correct VDC. You can use the switchto vdc command to change VDCs.

      
      
 
     

     
 
     
      [bookmark: pgfId-233602]Cisco7000# attach module <mod #> processor 1
     

     
      [bookmark: pgfId-233603]Opening....
     

     
      [bookmark: pgfId-233604]nam.localdomain login: root
     

     
      [bookmark: pgfId-233605]Password: 
     

     
      [bookmark: pgfId-233606]
     

      [bookmark: pgfId-233610]Step 2[image: ] Shut down the NAM:
 
     
      [bookmark: pgfId-233611]root@nam.company.com# out-of-service module module_number
     

     
      [bookmark: pgfId-233612]...
     

      
       
     
 
     
 
     [bookmark: pgfId-233613]Note If disk corruption occurs, you can recover the disk by upgrading the application image again with the --reformat option. 

      
      
 
     

     
 
      [bookmark: pgfId-233617]The shutdown process can take several minutes. The STATUS LED turns off when the NAM shuts down and then blinks red. For more details on the shutdown and start up commands, see the  Cisco Prime NAM Command Reference Guide . 
 
      [bookmark: pgfId-233621]

      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-233626][bookmark: 36814]Reading the NAM LEDs
 
      [bookmark: pgfId-233627]This section describes the location and meaning of the LEDs for the module.
 
      [bookmark: pgfId-233637]Figure 1 shows the front-panel LEDs for the NAM module.  Table 1  defines the LED states.
 
      [bookmark: pgfId-233800]Table 2 [bookmark: 66640]Front Panel LED Descriptions
 
      
       
       
         
         	 
           
           [bookmark: pgfId-233641]Number
          
  
         	 
           
           [bookmark: pgfId-233643]Name
          
  
         	 
           
           [bookmark: pgfId-233645]Color
          
  
         	 
           
           [bookmark: pgfId-233647]Description
          
  
        
 
         
         	 [bookmark: pgfId-233649]1
  
         	 [bookmark: pgfId-233651]STATUS LED
  
         	 [bookmark: pgfId-233653]Green
  
         	 [bookmark: pgfId-233658]The NAM is operational. All diagnostic tests pass.
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233664]Orange
  
         	 [bookmark: pgfId-233666]Indicates one of three conditions: 
 
           
           	 [bookmark: pgfId-233670]The NAM is running through its boot and self-test diagnostic sequence. 
 
           	 [bookmark: pgfId-233674]The NAM is disabled/not in service. 
 
           	 [bookmark: pgfId-233678]The NAM is the shutdown process (coming up or shutting down). 
 
          
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233684]Red
  
         	 [bookmark: pgfId-233686]Indicates one of three conditions: 
 
           
           	 [bookmark: pgfId-233687]The module has detected a slot ID parity error and cannot power on or boot up. 
 
           	 [bookmark: pgfId-233688]The module is not fully inserted, and it is not making a reliable connection with the supervisor. 
 
           	 [bookmark: pgfId-233689]The module has failed diagnostic tests and has powered down. 
 
          
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233695]Blinking Red
  
         	 [bookmark: pgfId-233700]Blinks after NAM power turns off.
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233706]Off
  
         	 [bookmark: pgfId-233711]The NAM power is off. 
  
        
 
         
         	 [bookmark: pgfId-233713]2
  
         	 [bookmark: pgfId-233715]ID (Beacon)
  
         	 [bookmark: pgfId-233717]Blue 
  
         	 [bookmark: pgfId-233719]When activated works as a standard service LED. Available for the operator to turn on so the operational staff can locate the card in a stack. The NX-OS CLI command is  locator-led mod < mod # >.
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233725]Off
  
         	 [bookmark: pgfId-233727]This module is not being identified.
  
        
 
         
         	 [bookmark: pgfId-233729]3
  
         	 [bookmark: pgfId-233731]Sync Link Status LED
  
         	 [bookmark: pgfId-233733]Green
  
         	 [bookmark: pgfId-233735]The port is active (the link is connected). 
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233741]Off
  
         	 [bookmark: pgfId-233743]The port is not active or the link is not connected. 
  
        
 
         
         	 [bookmark: pgfId-233745]4
  
         	 [bookmark: pgfId-233747]SYNC
  
         	 [bookmark: pgfId-233749]—
  
         	 [bookmark: pgfId-233751]RJ45 1 Gigabit Ethernet 1588 time synchronization port. 
  
        
 
         
         	 [bookmark: pgfId-233753]5
  
         	 [bookmark: pgfId-233755]SAS Link Status LED
  
         	 [bookmark: pgfId-233757]Green
  
         	 [bookmark: pgfId-233759]The port is active (the link is connected and active). 
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233765]Orange 
  
         	 [bookmark: pgfId-233767]The port is disabled or is not initializing. 
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233773]Flashing orange 
  
         	 [bookmark: pgfId-233775]The port is faulty and disabled. 
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-233781]Off
  
         	 [bookmark: pgfId-233783]The port is not active or the link is not connected. 
  
        
 
         
         	 [bookmark: pgfId-233785]6
  
         	 [bookmark: pgfId-233787]Mini-SAS
  
         	 [bookmark: pgfId-233789]—
  
         	 [bookmark: pgfId-233791]Attached SCSI Storage port. Use min-serial (mini-SAS) to store larger packet captures for offline analysis.
  
        
 
         
         	 [bookmark: pgfId-233793]7
  
         	 [bookmark: pgfId-233795]USB
  
         	 [bookmark: pgfId-233797]—
  
         	 [bookmark: pgfId-233799]Not currently used.
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-233805][bookmark: 99335]Replacing the NAM Memory or Hard Disk
 
      [bookmark: pgfId-233810]The NAM memory or hard disk can be replaced using the following instructions:
 
      
       
     
 
     
 
     [bookmark: pgfId-233812]Note For safety precautions, see the Safety Guidelines section.

      
      
 
     

     
 
      
       
     
 
     
 
     [bookmark: pgfId-233813]Warning Use an ESD or antistatic wrist strap, a conductive foam pad or mat (recommended), and follow all necessary antistatic standards when handling hard disk drives.

      
      
 
     

     
 
     
 
      [bookmark: pgfId-233814] Step 1[image: ] Shut down the module using the CLI  out-of-service module   module_number to ensure a graceful shutdown. Wait until the lights go off and unplug it.
 
      [bookmark: pgfId-233818]Step 2[image: ] Carefully remove the NAM module out of the switch slot.
 
      [bookmark: pgfId-233819]Step 3[image: ] To remove old memory DIMMs, push down on the white latches. All size DIMMs are uncovered, not screwed in, and not soldered, and there is no other component blocking them, so they can be easily removed.
 
      [bookmark: pgfId-233820]Step 4[image: ] Follow all necessary antistatic standards in handling the hard disk drives.
 
      [bookmark: pgfId-233821]Step 5[image: ] If a hard drive is already installed, you can remove it by unfastening the four screws that attach it to the drive tray with a Number 2 Phillips screwdriver.
 
      [bookmark: pgfId-233822]Step 6[image: ] Install the new DIMMs or hard drive. Avoid extra force when removing and inserting DIMMs.
 
      [bookmark: pgfId-233823]Step 7[image: ] Plug the module back into the slot. You would see the STATUS button go red, and then green when it is booting up.
 
      [bookmark: pgfId-233824]

      
      
 
     
 
     
 
    
 
   
 
    
     [bookmark: pgfId-194791][bookmark: 97096]Using the CLI Helper Utility for System Administrative Tasks
 
     [bookmark: pgfId-194792]You can use the CLI helper utility to perform the following administrative tasks:
 
     
     	 [bookmark: pgfId-228384]Configuring Network Parameters
 
     	 [bookmark: pgfId-194796]Downloading an Application Image and Writing to HDD
 
     	 [bookmark: pgfId-194800]Downloading an Application Image and Reformatting the HDD
 
     	 [bookmark: pgfId-194804]Displaying Software Versions
 
     	 [bookmark: pgfId-194808]Resetting Application Image CLI Passwords to Default
 
     	 [bookmark: pgfId-194812]Changing the System File Transfer Method
 
     	 [bookmark: pgfId-194816]Confirming Network Connectivity Using Ping
 
     	 [bookmark: pgfId-228391]Formatting Boot Flash
 
     	 [bookmark: pgfId-228404]Accessing Upgrade History
 
     	 [bookmark: pgfId-228587]Fixing Local Disk Errors
 
     	 [bookmark: pgfId-194820]Rebooting a New Application Image
 
     	 [bookmark: pgfId-194832]Shutting Down the Service Module
 
    
 
     [bookmark: pgfId-220569]For information about accessing the helper utility, see Performing a Recovery Installation. 
 
     
      
    
 
    
 
    [bookmark: pgfId-220573]Note Select menu item n to configure network parameters for the module, before using menu items 1 and 2. 

     
     
 
    

    
 
     [bookmark: pgfId-220575]Figure 3 [bookmark: 84909]Helper Utility Menu
 
    
     [bookmark: pgfId-194844]==============================================================================
    

     [bookmark: pgfId-222508] Boot Helper Menu 
 
    
     [bookmark: pgfId-222559] 1 - Download application image and write to HDD
    

    
     [bookmark: pgfId-222560] 2 - Download application image and reformat HDD
    

    
     [bookmark: pgfId-222561] 3 - Display software versions
    

    
     [bookmark: pgfId-222562] 4 - Reset application image CLI passwords to default
    

    
     [bookmark: pgfId-222563] 5 - Change file transfer method (currently ftp/http)
    

    
     [bookmark: pgfId-222564] 6 - Send Ping
    

    
     [bookmark: pgfId-222565] 7 - Format boot flash
    

    
     [bookmark: pgfId-222566] n - Configure network
    

    
     [bookmark: pgfId-222567] s - Show upgrade log
    

    
     [bookmark: pgfId-222568] f - Check and fix local disk errors
    

    
     [bookmark: pgfId-222569] r - Exit and reset Services Engine
    

    
     [bookmark: pgfId-222570] h - Exit and shutdown Services Engine
    

    
     [bookmark: pgfId-222571]
    

    
     [bookmark: pgfId-222572] Selection [1234567nfsrh]:
    

    
     [bookmark: pgfId-222716]
    

     [bookmark: pgfId-222524]

     
     
 
    
 
    
 
     [bookmark: pgfId-222528]The following sections describe the Helper Utility Menu, what each option does, and any requirements for using a particular option. 
 
     
      [bookmark: pgfId-222529]Helper Utility Menu Summary
 
      [bookmark: pgfId-194973]
 
      
       
        
         [bookmark: pgfId-194872]Table 3 Helper Utility Menu Options Summary 
 
        
       
         
         	
           
           [bookmark: pgfId-194878]Menu Option
          
  
         	
           
           [bookmark: pgfId-194880]Description
          
  
         	
           
           [bookmark: pgfId-194882]See...
          
  
        
 
         
         	 [bookmark: pgfId-228074]n
  
         	 [bookmark: pgfId-228076]Configure the network parameters for the module
  
         	 [bookmark: pgfId-228084]Configuring Network Parameters
  
        
 
         
         	 [bookmark: pgfId-194890]1
  
         	 [bookmark: pgfId-194892]Download the application image and write it to the hard disk drive.
  
         	 [bookmark: pgfId-194896]Downloading an Application Image and Writing to HDD
  
        
 
         
         	 [bookmark: pgfId-194899]2
  
         	 [bookmark: pgfId-194901]Download the application image and reformat the hard disk drive.
  
         	 [bookmark: pgfId-194905]Downloading an Application Image and Reformatting the HDD
  
        
 
         
         	 [bookmark: pgfId-194908]3
  
         	 [bookmark: pgfId-194910]Display current software application versions
  
         	 [bookmark: pgfId-194912]Displaying Software Versions
  
        
 
         
         	 [bookmark: pgfId-194914]4
  
         	 [bookmark: pgfId-194916]Reset the password for users root and admin to their default values.
  
         	 [bookmark: pgfId-194920]Resetting Application Image CLI Passwords to Default
  
        
 
         
         	 [bookmark: pgfId-194923]5
  
         	 [bookmark: pgfId-194925]Change the file transfer method. Only FTP and HTTP are supported.
  
         	 [bookmark: pgfId-194929]Changing the System File Transfer Method
  
        
 
         
         	 [bookmark: pgfId-194932]6
  
         	 [bookmark: pgfId-194934]Send a ping to determine if network connectivity exists.
  
         	 [bookmark: pgfId-194938]Confirming Network Connectivity Using Ping
  
        
 
         
         	 [bookmark: pgfId-222897]7
  
         	 [bookmark: pgfId-222899]Format boot flash.
  
         	 [bookmark: pgfId-222964]Formatting Boot Flash
  
        
 
         
         	 [bookmark: pgfId-194953]s
  
         	 [bookmark: pgfId-194955]Show upgrade log.
  
         	 [bookmark: pgfId-227258]Accessing Upgrade History
  
        
 
         
         	 [bookmark: pgfId-223331]f
  
         	 [bookmark: pgfId-223333]Check and fix local disk errors.
  
         	 [bookmark: pgfId-223335]Fixing Local Disk Errors
  
        
 
         
         	 [bookmark: pgfId-223129]r
  
         	 [bookmark: pgfId-223131]Exit the helper utility and power cycle (reboot) into the NAM application image.
  
         	 [bookmark: pgfId-223135]Rebooting a New Application Image
  
        
 
         
         	 [bookmark: pgfId-194962]h
  
         	 [bookmark: pgfId-194964]Exit the helper utility and shut down the NAM module.
  
         	 [bookmark: pgfId-194971]Shutting Down the Service Module
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-194975][bookmark: 45853]Configuring Network Parameters
 
      [bookmark: pgfId-194976]Use  Option n to configure the network parameters for the software. 
 
     
 
      [bookmark: pgfId-194977] Step 1[image: ] When the Configure Network Interface menu displays, enter  1  to configure the network manually. 
 
     
      [bookmark: pgfId-194978]-----
     

     
      [bookmark: pgfId-194979]Configure Network interface:
     

     
      [bookmark: pgfId-194980]1 - Configure network manually
     

     
      [bookmark: pgfId-194981]2 - Show config
     

     
      [bookmark: pgfId-194982]3 - Write config to application image
     

     
      [bookmark: pgfId-194983]r - return to main menu 
     

     
      [bookmark: pgfId-194984]Selection [123r]: 1
     

     
      [bookmark: pgfId-194985]
     

      [bookmark: pgfId-194986]Step 2[image: ] The utility prompts you for the IP address, netmask, and default gateway for the module. 
 
     
      [bookmark: pgfId-194990]Enter IP configuration:
     

     
      [bookmark: pgfId-194991]IP address []: 172.10.10.15
     

     
      [bookmark: pgfId-194992]netmask []: 255.255.255.25
     

     
      [bookmark: pgfId-194993]default gateway []: 172.10.10.1
     

     
      [bookmark: pgfId-194994]
     

     
      [bookmark: pgfId-194995]-----
     

     
      [bookmark: pgfId-194996]Configure Network interface:
     

     
      [bookmark: pgfId-194997]1 - Configure network manually
     

     
      [bookmark: pgfId-194998]2 - Show config
     

     
      [bookmark: pgfId-194999]3 - Write config to application image
     

     
      [bookmark: pgfId-195000]r - return to main menu 
     

     
      [bookmark: pgfId-195001]Selection [123r]: 
     

     
      [bookmark: pgfId-195002]
     

      [bookmark: pgfId-195003]Step 3[image: ] To check your network configuration, enter  2 . 
 
     
      [bookmark: pgfId-195004]Selection [123r]: 2
     

     
      [bookmark: pgfId-195005]
     

     
      [bookmark: pgfId-195006]eth0 Link encap:Ethernet HWaddr 00:0E:0C:EE:50:3E 
     

     
      [bookmark: pgfId-195007] inet addr:172.10.10.15 Bcast:172.10.10.15 Mask:255.255.255.25
     

     
      [bookmark: pgfId-195008] UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
     

     
      [bookmark: pgfId-195009] RX packets:210 errors:0 dropped:0 overruns:0 frame:0
     

     
      [bookmark: pgfId-195010] TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
     

     
      [bookmark: pgfId-195011] collisions:0 txqueuelen:1000 
     

     
      [bookmark: pgfId-195012] RX bytes:13632 (13.3 KiB) TX bytes:0 (0.0 b)
     

     
      [bookmark: pgfId-195013] 
     

     
      [bookmark: pgfId-195014]Kernel IP routing table
     

     
      [bookmark: pgfId-195015]Destination Gateway Genmask Flags Metric Ref Use Iface
     

     
      [bookmark: pgfId-195016]172.20.122.0 0.0.0.0 255.255.255.25 U 0 0 eth0
     

     
      [bookmark: pgfId-195017]0.0.0.0 172.10.10.15 0.0.0.0 UG 0 0 eth0
     

     
      [bookmark: pgfId-195018]-----
     

     
      [bookmark: pgfId-195019]Configure Network interface:
     

     
      [bookmark: pgfId-195020]1 - Configure network manually
     

     
      [bookmark: pgfId-195021]2 - Show config
     

     
      [bookmark: pgfId-195022]3 - Write config to application image
     

     
      [bookmark: pgfId-195023]r - return to main menu 
     

     
      [bookmark: pgfId-195024]Selection [123r]: 
     

     
      [bookmark: pgfId-195025]
     

    
 
     
      [bookmark: pgfId-195027][bookmark: 81025]Downloading an Application Image and Writing to HDD
 
      [bookmark: pgfId-195028]Use  Option 1 to download a version of the current application image from an FTP server location and write the image to the hard disk. 
 
      
       
     
 
     
 
     [bookmark: pgfId-195029]Note If the the NAM application has already been installed and the network settings were configured, they are automatically detected by the helper. Otherwise, use Option n to configure the network before using this option.

      
      
 
     

     
 
      [bookmark: pgfId-195030]This option downloads a version of the current application from an FTP server location or from a location you can access using HTTP. You can also  download the latest the NAM software version from Cisco.com.
 
      [bookmark: pgfId-195032]This URL requires you to have a Cisco service agreement and access to the Internet to download the zipped software. 
 
    
 
     
      [bookmark: pgfId-195034][bookmark: 99105]Downloading an Application Image and Reformatting the HDD
 
      [bookmark: pgfId-195035]Use  Option 2 to download the current application image and write the image to the hard disk. 
 
      
       
     
 
     
 
     
      [bookmark: pgfId-195036]
      Caution Using this option reformats the hard disk before writing the application image and destroys all data such as reports, packet captures, and configuration. Network connectivity configuration, however, is retained.
       
       
 
      

     
 
      
       
     
 
     
 
     [bookmark: pgfId-195037]Note If the the NAM application has already been installed and the network settings were configured, they are automatically be detected by the helper. Otherwise, use Option n to configure the network before using this option.

      
      
 
     

     
 
      [bookmark: pgfId-195038]This option downloads a version of the current application image from an FTP server location or from a location you can access using HTTP. You can also  download the latest the NAM software version from Cisco.com.
 
      [bookmark: pgfId-195040]This URL requires you to have a Cisco service agreement and access to the Internet to download the zipped software. 
 
    
 
     
      [bookmark: pgfId-195042][bookmark: 32412]Displaying Software Versions
 
      [bookmark: pgfId-195043]Use  Option 3 to display the current software application image version stored on your hard disk. 
 
     
      [bookmark: pgfId-195044]Selection [123456789dnfrh]:3 
     

     
      [bookmark: pgfId-195045]
     

     
      [bookmark: pgfId-195046]-----
     

     
      [bookmark: pgfId-228165]NAM application version: 6.0(1) RELEASE SOFTWARE [fc2]
     

     
      [bookmark: pgfId-228166]Helper image version: 1.1(0.22)
     

     
      [bookmark: pgfId-228143]
     

    
 
     
      [bookmark: pgfId-228145][bookmark: 26852]Resetting Application Image CLI Passwords to Default
 
      [bookmark: pgfId-195056]Use  Option 4  to reset the password for users root and admin to their default values. 
 
     
      [bookmark: pgfId-228280]Restored default CLI passwords of application image.
     

    
 
     
      [bookmark: pgfId-195058][bookmark: 98970]Changing the System File Transfer Method 
 
      [bookmark: pgfId-195059]Use  Option 5 to change the file transfer method. This option is only necessary if you change the file transfer method by mistake. Only  FTP and  HTTP are supported. 
 
     
      [bookmark: pgfId-195060]Selection [123456789dnfrh]: 6
     

     
      [bookmark: pgfId-195061]-----
     

     
      [bookmark: pgfId-195062]Change file transfer method menu
     

     
      [bookmark: pgfId-195063]The current file transfer method is ftp/http.
     

     
      [bookmark: pgfId-195064]1 - Change to FTP/HTTP
     

     
      [bookmark: pgfId-195065]r - return to main menu
     

     
      [bookmark: pgfId-195066]
     

    
 
     
      [bookmark: pgfId-195068][bookmark: 50631]Confirming Network Connectivity Using Ping
 
      [bookmark: pgfId-195069]Use  Option 6 to send a ping to determine if network connectivity exists. When prompted, enter the IP address or full domain name of the location to send the ping. 
 
     
      [bookmark: pgfId-195070]
     

     
      [bookmark: pgfId-195071]IP address to ping []: 172.10.10.15
     

     
      [bookmark: pgfId-195072] 
     

     
      [bookmark: pgfId-195073]Sending 5 ICMP ECHO_REQUEST packets to 172.10.10.15.
     

     
      [bookmark: pgfId-195074]PING 172.10.10.15 (172.10.10.15) 56(84) bytes of data.
     

     
      [bookmark: pgfId-195075]64 bytes from 172.20.122.91: icmp_seq=1 ttl=64 time=0.151 ms
     

     
      [bookmark: pgfId-195076]64 bytes from 172.20.122.91: icmp_seq=2 ttl=64 time=0.153 ms
     

     
      [bookmark: pgfId-195077]64 bytes from 172.20.122.91: icmp_seq=3 ttl=64 time=0.125 ms
     

     
      [bookmark: pgfId-195078]64 bytes from 172.20.122.91: icmp_seq=4 ttl=64 time=0.102 ms
     

     
      [bookmark: pgfId-195079]64 bytes from 172.20.122.91: icmp_seq=5 ttl=64 time=0.166 ms
     

     
      [bookmark: pgfId-195080] 
     

     
      [bookmark: pgfId-195081]--- 172.10.10.15 ping statistics ---
     

     
      [bookmark: pgfId-195082]5 packets transmitted, 5 received, 0% packet loss, time 4000ms
     

     
      [bookmark: pgfId-195083]rtt min/avg/max/mdev = 0.102/0.139/0.166/0.025 ms
     

     
      [bookmark: pgfId-195084]
     

    
 
     
      [bookmark: pgfId-228350][bookmark: 42516]Formatting Boot Flash
 
      [bookmark: pgfId-228466]This option is mainly used by the manufacture.
 
      [bookmark: pgfId-228460]Use  Option  7 to format the bootflash. 
 
     
      [bookmark: pgfId-228423]Format the boot flash will erase all the files.
     

     
      [bookmark: pgfId-228424]Are you sure? [y/N] Y
     

      [bookmark: pgfId-228361]
 
      [bookmark: pgfId-228410]If you choose to format the boot flash, you must reinstall NAM image. We recommend you use this option only if instructed to do so.
 
    
 
     
      [bookmark: pgfId-228441][bookmark: 45241]Accessing Upgrade History
 
      [bookmark: pgfId-228453]Use  Option s to view the details of the upgrade history.
 
    
 
     
      [bookmark: pgfId-228620][bookmark: 95745]Fixing Local Disk Errors
 
      [bookmark: pgfId-228585]Use  Option f  to check for local disk errors.
 
     
      [bookmark: pgfId-228664]fsck Menu
     

     
      [bookmark: pgfId-228665]1 - Application partition
     

     
      [bookmark: pgfId-228666]2 - (Internal) Storage partition
     

     
      [bookmark: pgfId-228667]3 - NVRAM
     

     
      [bookmark: pgfId-228668]r - return to main menu
     

    
 
     
      [bookmark: pgfId-228353][bookmark: 15643][bookmark: 35648]Rebooting a New Application Image
 
      [bookmark: pgfId-228354]Use  Option r to exit the helper utility and power cycle (reboot) into the newly installed application image. 
 
    
 
     
      [bookmark: pgfId-195090][bookmark: 45284]Shutting Down the Service Module
 
      [bookmark: pgfId-195092] Use  Option h to exit the helper utility and shut down the the NAM.
 
     
      [bookmark: pgfId-195093]------------------------------------------------------------------------
     

     
      [bookmark: pgfId-195094]Selection [12345678fsnrh]: h
     

     
      [bookmark: pgfId-195095]About to exit and shutdown NAM.
     

     
      [bookmark: pgfId-195096]Are you sure? [y/N] y
     

     
      [bookmark: pgfId-195097]Stopping internet superserver: inetd.
     

     
      [bookmark: pgfId-195098]Stopping OpenBSD Secure Shell server: sshd. 
     

     
      [bookmark: pgfId-195099]Stopping internet superserver: xinetd. 
     

     
      [bookmark: pgfId-195100]Stopping internet superserver: xinetd-ipv4. 
     

     
      [bookmark: pgfId-195101]: done. 
     

     
      [bookmark: pgfId-195102]Shutting down NAM (NAMxyz-RJ45-K9), part 1: 
     

     
      [bookmark: pgfId-195103]Stopping klogd . . . 
     

     
      [bookmark: pgfId-195104]Stopping syslogd . . .
     

     
      [bookmark: pgfId-195105]Sending all processes the TERM signal... done.
     

     
      [bookmark: pgfId-195106]Sending all processes the KILL signal... done.
     

     
      [bookmark: pgfId-195107]Unmounting remote filesystems... done. 
     

     
      [bookmark: pgfId-195108]Deactivating swap...done.
     

     
      [bookmark: pgfId-195109]Unmounting local filesystems...done.
     

     
      [bookmark: pgfId-195110]Starting halt command: halt
     

     
      [bookmark: pgfId-195111]Power down.
     

     
      [bookmark: pgfId-195112]-----------------------------------------------------------------------------------------
     

     
      [bookmark: pgfId-195113]
     

    
 
   
 
    
     [bookmark: pgfId-209787]Switch CLI Quick Reference
 
     [bookmark: pgfId-209788]This section includes several switch commands you can use to verify the NAM:
 
     
     	 [bookmark: pgfId-209792]show users
 
     	 [bookmark: pgfId-208771]show module # version / show analysis module x version
 
     	 [bookmark: pgfId-208772]show service nam summary
 
    
 
     [bookmark: pgfId-150854][bookmark: 73449]show users
 
     [bookmark: pgfId-150855]To view the current users and to which line they are associated, use the  show users command.
 
     [bookmark: pgfId-150856]From the switch CLI execution mode, issue this command:
 
    
     [bookmark: pgfId-211696]nam-n7k-4# show users
    

    
     [bookmark: pgfId-211697]NAME _ _ LINE _ _ _ _ TIME _ _ _ _ IDLE _ _ _ _ _PID COMMENT
    

    
     [bookmark: pgfId-211698]admin _ _ttyS0 _ _ _ _Aug _3 22:13 00:01 _ _ _ _5019
    

    
     [bookmark: pgfId-211699]admin _ _pts/0 _ _ _ _Aug _5 09:56 _ . _ _ _ _ 24741 (10.16.4.12) *
    

    
     [bookmark: pgfId-211700]admin _ _pts/1 _ _ _ _Aug _5 10:55 00:19 _ _ _ 29804 (172.11.17.109)
    

    
     [bookmark: pgfId-211701]admin _ _pts/2 _ _ _ _Aug _5 06:46 00:45 _ _ _ _8449 (172.11.18.117)
    

    
     [bookmark: pgfId-211702]admin _ _pts/3 _ _ _ _Aug _5 11:52 00:31 _ _ _ _2339 (172.11.19.109)
    

    
     [bookmark: pgfId-150857]
    

     [bookmark: pgfId-185132][bookmark: 25939]show module # version / show analysis module x version
 
     [bookmark: pgfId-211724]To identify the version of the NAM software on the switch, use the  show module or  show analysis module commands:
 
    
     [bookmark: pgfId-211725]nam-n7k-4(config)# show module 18
    

    
     [bookmark: pgfId-211726]
    

    
     [bookmark: pgfId-185162]Mod Ports Module-Type Model Status
    

    
     [bookmark: pgfId-185163]--- ----- ------------------------------- ------------- -------
    

    
     [bookmark: pgfId-185164]18 4 Network Analysis Module NAM-NX1 N7K-SM-NAM-9G-K9 ok
    

    
     [bookmark: pgfId-185248]
    

    
     [bookmark: pgfId-185249]Mod Sw Hw
    

    
     [bookmark: pgfId-185275]--- ------------ -------
    

    
     [bookmark: pgfId-185276]18 6.2(2) 0.500
    

    
     [bookmark: pgfId-185280]
    

    
     [bookmark: pgfId-185281]Mod Application Image Description Application Image Version
    

    
     [bookmark: pgfId-185282]--- ---------------------------- --------------------------
    

    
     [bookmark: pgfId-185287]18 Application linecard image 1.0(0.22)-helper ok
    

    
     [bookmark: pgfId-185309]
    

    
     [bookmark: pgfId-185310]Mod MAC-Address(es) Serial-Num 
    

    
     [bookmark: pgfId-223396]--- -------------------------------------- ---------- 
    

    
     [bookmark: pgfId-223397]18 84-78-ac-56-b8-ba to 84-78-ac-56-b8-c3 JAF1701AEAN 
    

    
     [bookmark: pgfId-223392]Mod Online Diag Status
    

    
     [bookmark: pgfId-185311]--- ------------------
    

    
     [bookmark: pgfId-185321]18 Pass
    

    
     [bookmark: pgfId-185312]
    

    
     [bookmark: pgfId-185313]Chassis Ejector Support: Enabled
    

    
     [bookmark: pgfId-185314]Ejector Status:
    

    
     [bookmark: pgfId-185315]Left ejector CLOSE, Right ejector CLOSE, Module HW does support ejector
    

    
     [bookmark: pgfId-185316]based shutdown, Ejector policy enabled.
    

    
     [bookmark: pgfId-185298]
    

    
     [bookmark: pgfId-185143]or
    

    
     [bookmark: pgfId-185139]
    

    
     [bookmark: pgfId-185140]namlab-n7k-5# show analysis module 4 version 
App software version 6.2(1.0) 
    

     [bookmark: pgfId-150875][bookmark: 74155]show service nam summary
 
     [bookmark: pgfId-150876]To verify the state of the NAM (active or inactive), use the  show service nam summary command:
 
    
     [bookmark: pgfId-172870]switch# show service nam summary
    

    
     [bookmark: pgfId-172871]Service Service
    

    
     [bookmark: pgfId-172872]Name Type Interface Module State Version
    

    
     [bookmark: pgfId-172873]---------------- ----------- ------------- --------- --------- ----------------
    

    
     [bookmark: pgfId-172874]NAM7 NAM Po4096,Po4095 7 active 6.0(1) 
    

    
     [bookmark: pgfId-150879]
    

   
 
    
     [bookmark: pgfId-201868][bookmark: 59475][bookmark: 82436]Related Documentation
 
     [bookmark: pgfId-201869]The following sections provide references related to the Cisco Nexus 7000 Series Network Analysis Module features.
 
     [bookmark: pgfId-201870]Table 4 Related Documentation 
 
     [bookmark: pgfId-201905]
 
     
      
      
        
        	
          
          [bookmark: pgfId-201873]Related Topic
         
  
        	
          
          [bookmark: pgfId-201875]Document Title
         
  
       
 
        
        	 [bookmark: pgfId-201877]Links to software downloads
  
        	 [bookmark: pgfId-201879] Cisco Network Analysis Module (NAM) Software  at  http://www.cisco.com/en/US/products/sw/cscowork/ps5401/
 tsd_products_support_series_home.html 
  
       
 
        
        	 [bookmark: pgfId-201886]Safety and compliance
  
        	 [bookmark: pgfId-201889] Cisco Network Modules and Interface Cards Regulatory Compliance and Safety Information   at  http://www.cisco.com/en/US/products/ps9402/prod_installation_guides_list.html 
  
       
 
        
        	 [bookmark: pgfId-201896]Cisco NX-OS interface commands
  
        	 [bookmark: pgfId-201898] Cisco Nexus 7000 Series NX-OS Interfaces Command Reference at  http://www.cisco.com/en/US/products/ps9402/prod_command_reference_list.html 
  
       
 
        
        	 [bookmark: pgfId-201900] Cisco Nexus 7000 Series product documentation 
  
        	
          
          	 [bookmark: pgfId-224853] Cisco Nexus 7000 Series Hardware Installation and Reference Guide —For information on installing the NAM module.
 
          	 [bookmark: pgfId-224854] Cisco Nexus 7000 Series NX-OS Release Notes 
 
          	 [bookmark: pgfId-201904] Cisco Nexus 7000 Series NX-OS System Management Configuration Guide —Includes information on support for NAM in the NetFlow, SPAN, and ERSPAN.
 
         
  
       
 
      
     
 
    
 
   
 
    
     [bookmark: pgfId-237091][bookmark: 74565]Obtaining Documentation and Submitting a Service Request
 
     [bookmark: pgfId-237092]For information on obtaining documentation, using the Cisco Bug Search Tool (BST), submitting a service request, and gathering additional information, see  What’s New in Cisco Product Documentation at:  http://www.cisco.com/c/en/us/td/docs/general/whatsnew/whatsnew.html .
 
     [bookmark: pgfId-237094]Subscribe to  What’s New in Cisco Product Documentation , which lists all new and revised Cisco technical documentation, as an RSS feed and deliver content directly to your desktop using a reader application. The RSS feeds are a free service.
 
   
 
    
     
      [bookmark: pgfId-237082]Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:  www.cisco.com/go/trademarks . Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a partnership relationship between Cisco and any other company. (1110R)
 
    
 
     
      [bookmark: pgfId-101078]Cisco Nexus 7000 Series Network Analysis Module (NAM-NX1) Quick Start Guide
  2013—2014 Cisco Systems, Inc. All rights reserved.
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