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‘House Keeping Notes — Wednesday April 16, 2014

Thank you for attending Cisco Connect Toronto 2014, here are a few
housekeeping notes to ensure we all enjoy the session today.

= Please ensure your cellphones are set on silent to ensure no one is disturbed
during the session

= Please hold all questions until the end of these session to ensure all material is
covered



.Complete Your Paper Session Evaluation — Wednesday April 16

Give us your feedback and you could win 1 of 2
fabulous prizes in a random draw.

Complete and return your paper evaluation
form to the Room Attendant at the end of the —
session.

Winners will be announced today at the end of
the session. You must be present to win!

Please visit the Concierge desk to pick up your
prize redemption slip.

(((((

Visit them at BOOTH# 407

Session FAQ Forum Cisco and/or its affiliates. All rights reserved.
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The Mission: Service Provider Business Transformation
Cost Reduction and Agility Delivers Profits

ccess to
urce Pools

Virtualized
Resource Pools

(network ready
Data Center

Dynamic Set-Up,
Tear Down and

Provisionin .
o Orchestration

compute/storage)

Workload
On-Demand Workload Portability Virtualized

Movgment With Network Functions
Service Profiles 4
Cloud Services

Network

AUTOMATION, VIRTUALIZATION AND ORCHESTRATION ARE REQUIRED
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Service Provide Partner Examples: TCO and Service Velocity

“Supplier Domain Program 2.0. Transformative initiative. Utilizing NFV and SDN. With these advances,
AT&T plans to increase the value of its network by: Driving improved time-to-revenue; Providing cost-
performance leadership; Enabling new growth services and apps; Ensuring world-class, industry leading
security, performance and reliability; and Facilitating new business and revenue models.”

“Faster time to market, Elasticity, Redundancy, Independence from hardware" says Axel Clauberg,
VP/CTO Deutsche Telekom

“To deploy router, security, voice, it take 3 truck rolls — not sustainable” says Verizon executive

“The main promise of NFV is to benefit from commaodity pricing of IT hardware, reduced power
consumption and moving to a much faster service delivery method based on downloading software

appliances as opposed to installing new hardware appliances,” says Paul Veitch, chief network strategist
at British Telecom”

© 2013-2014 Cisco and/or its affiliates. All rights reserved. 6
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Key SP Industry Inltlatlves (1)

SDN OpenFIow Open Dayhght

- “...Inthe SDN architecture, the control and data planes are decoupled,
ﬁ h @ network intelligence and state are logically centralized, and the underlying
OPEN NETWORKI network infrastructure is abstracted from the applications...”

https://www.opennetworking.org/images/stories/downloads/white-papers/wp-sdn-newnorm.pdf

“Open protocol that specifies interactions between de-coupled
control and data planes........ open standard that enables
C OpenFlow researchers to run experimental protocols in campus networks.

Provides standard hook for researchers to run experiments,
without exposing internal working of vendor devices "’

http://www.openflow.org/wp/learnmore/

Open source project formed by industry leaders and others under the
Je OPEN Linux Foundation. “...OpenDaylight's mission is to facilitate a community-
led, industry-supported open source framework, including code and
architecture, to accelerate and advance a common, robust Software-
Defined Networking platform...”
http://www.opendaylight.org/

© 2014 Cisco and/or its affiliates. All rights reserved.
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K ity

openstack

OPEN VSWITCH

An Open Virtual Switch

© 2014 Cisco ar

Key SP Industry Inltlatlves (2) |

SON Openstack Open vSWItch

Self- Organlzmg Network (SON): ....Automatlon of some network
planning, configuration and optimisation processes via the use of
SON functions can help the network operator to reduce OPEX by
reducing manual involvement in such tasks.

http://www.3gpp.org

Open source software for building public and private Clouds;
includes Compute (Nova), Networking (Neutron) and Storage

(Swift) services.
http://www.openstack.org

“Open vSwitch (OVS) is a production quality open source software
switch designed to be used as a vswitch in virtualized server
environments....... Open vSwitch supports standard management
interfaces (e.g. sFlow, NetFlow, IPFIX, RSPAN, CLI), and is open
to programmatic extension and control using OpenFlow and the
OVSDB management protocol”

http://openvswitch.org s Confsent

nd/or its affiliates. All rights reserved
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‘Key SPIndustry Initiatives (3)

NPV (Network Functions Virtlalisation) -~

NFV Initiative
— Initiative announced at “SDN and OpenFlow World Congress”, Darmstadt, Oct 2012
— Industry Specification Group (ISG) group within ETSI
— Initiative should be a 2 year effort from January 2013

Open
Innovation

Use of cloud technology to support network functions

— Management, Control and Data plane components

Software
Defined
Networks

Not technically related to SDN

Network
= Role of NFV ISG Functions
_ “Ca” to Arms" Virtualisation

- Use cases, architecture and terminology, highlighting of functional gaps
- Development by appropriate SDOs

Extract from "Network Functions Virtualisation — Introductory White Paper



Open & Modular Architectural Principles

Converged and Integrated Network
» De-layered, IP and Optical are one, bits over wavelengths, no L1-L2-L3 dependencies

Programmable
» Multi-levels: Device, controller, orchestration
Common End to End Orchestration
« Instantaneous self-service provisioning, excellent user experience, real-time analytics
Standards based and Open Source
» Ability for SP to innovate using open source building blocks
Physical and Virtual Elements
« Combination of virtual and physical services

Cloud-era Economics
« Service flexibility, fast innovation,agile implementation,reduced complexity, lower cost
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The SDN Proposal
- The “punst” V|ewp0|nt i

In Service Prowder formal deflnltlon of SDN WI|| NOT meet
market demands and risks being the next “Great Hype”

timist View

Conclusmn Derive the common themes and adapt to thrive
——>bring real value to SPs

SDN Pessimist View

o Rainveantina the wheal

/ Key Factors in SDN evolution

SDN needs “simplification” and an Evolution of current environment
Collaborative “Hybrid” Control plane adoption

Abstraction layers and Programmability via API’'s/Protocols

Use case driven based on SDN models

underlying network infrastructure is abstracted from the applications...”

© 2014 Cisco and/or its affiliates. All rights reserved.
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SDN Network Evolutlon o o
Network “S|mpI|f catlon ‘with. mtegratlon of Cloud and SDN technlques

Combining Advancements from Multiple Technology Areas

Cross Domain

IP+Optical Multi-Layer Optimization Orchestration----_

Unified MPLS/Flex LSP el
Infrastrucy’

\
I\/h\
ArChItECte.,_- Larg

IP/Optical

Segment Routing

Infrastructure Controller/WAN Orchestrator

= |P/MPLS and Cloud Integration/NFV
(Network Functions Virtualisation)

= Cross Domain Orchestration

MPLS with SDN Technology Enablers

© 2014 Cisco and/or its affiliates. All rights reserved.



"The Ov,eral,l C|sco SP 'S‘:D‘I\‘_‘;IA'E,\}Q'I'u‘t’Ai"o n '.'O\Z_erv.i-ew_ -

Today : SDN Model 1 Cisco "Hybrid” Approach
I
: : Orchestration
I | Provisioning
Provisioning ! Controller :
I
: : Control
I
! ]
Vendor-specific APIs J: Openflow | Standard APIs Centralised
"""""""""""""""""" { T Protocal T bstvacion & Piegrammabiiy  Distributed
1

I
Control Plane

Cisco Evolution Path

“More Simplified”

Data Plane

o

Data Plane

“Purist” SDN view Evolved Network Architecture

Simplified
Logical Centralization

Resilient
Scalable

Optimized
Best of both worlds

© 2014 Cisco and/or its affiliates. All rights reserved.



Specific Requirements per Domain
Use-Case based approach

Network utilization Virtual overlays Partitioning

Service performance CP development

o \ V gy

LELGCUIC ANaav = = 4 _gm_
= P Iy W | T Pl BE_ N4® wmwm CAPCIHNNCIIauor
DUSINCoS MYlliLy iUiILi=ICliaincy

Diverse Environments
Hugely Different Requirements



Drllllng mto the SerV|Ce Prowder SDN use cases

_ e and e ——

Metro DWDM

=S

CPE Agg and access Edge Core Infrastructure Data Centre
Infrastructure
NFV NFV Bandwidth calendaring Virtualized n/w
Automated set-up
Services Services Demand engineering / PCE Virtual 2 virtual n/w
Analytics collections interconnect
Provisioning Provisioning Single/multi layer optimization
Service definition Service chaining
Analytics Analytics Analytics collection appliances
Optimization
Analytics collection

© 2014 Cisco and/or its affiliates. All rights reserved.
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Cisco Strategy for Service Providers

Revenue
OpEx Reduction
Agility

© 2013-2014 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 18




Towards an Automated Service Centric Platform

Service Service Orchestration )

Automation, provisioning and interworking of
physical and virtual resources

f SDN .

Separation of control & data plane for
programmatic networking

NFV

Network functions and software running on any
open standards-based hardware

Cisco Is Executing on Plan to Integrate All Three

© 2013-2014 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 19




Built on Foundation of Cisco ONE SP Architecture

( Applications
Applications

P— e, —

Services

______________________________________________________________________

ﬁﬁﬁmﬁmmmmﬁh

Cm Infr ructur
P Bhysid® and Virtu

Evolved Programmable Network

© 2013-2014 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 20
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Cisco Evolved Services Platform o ooeen

Multi-vendor and
based on open
standards & API

Service Broker

-
[ EXTENSIBLE ]
Comprehensive modular
S capabilities spanning
[ . : 3!.,& h B - entire SP architecture—
Service Profile Orchestration Engine irtual Functions cloud, video, mobile
“Operatlonal Intent” ' “Execution” Catalog of SW tools” and fixed
policies, templates configuration, appliances, controllers
automation, provisioning @
228 |
P | ELASTIC |
Seamlessly and
- dynamically scale

services and resources
PR AR A e WA

wherever needed.
Network Compute Storage

o5

C97-730941-00 © 2014 Cisco and/or its affiliates. All rights reserved.



End t itecture for Service Orchestration

Evolved Services Platform (ESP)

“Business Intent” T >
Catalogs, Routing/VPN Transport Security Vlnugl il Mobility Video/Content Manellged =
oud Services ol

workflows <
Cross Domain Orchestration c

-— Yy <

0 i
“Execution” =)
configuration, T
©

(o

]

Automation o . -DC SDN CO 0
L - Provision WAN services . . .
provisioning - Provision NFV in DC - WAN O_rchestratlon & - Elastic Services Control
Optimization - Service Lifecycle management

Provision WAN/VPN Admit Bandwidth Activate & Place

Services & SLA | Optimize WAN Cloud/NFV services
Evolved Programmable =
Network ﬁ .
Physical & Virtual
Network, Compute & i v

Storage T :

1H SP DC

End2End Service Management and SLA Guarantees

C97-730941-00 © 2014 Cisco and/or its affiliates. All rights reserved. 22
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APls — Strategic vision

* Full duplex APIs at all levels ( Applications )
. ‘ Controller NB APIs ‘
* Device Level APIs / protocols . ~
volive ervice rlatrorm

No one API / protocol satisfies all requirements

Controller Applications

Infrastructure controller platform to devices

Hidden from controller applications and applications -- _

O ESP \\]=} APlS [ r\ietwork Cor.1troller ][ Service Control ][
REST/JAVA based APIs [ [ e [ o [ || [ o | [ |
Auto-generated by ODL from network models ‘ N/W AP ‘ omls‘

Evolved Programmable Network

Compute

— |

|

* Controller applications — - R — - - - -
Application specific 1 e -

REST based APIS @ Network @ Storage Compute

Published open APIs
m Il B =

© 2013 Cisco and/or its affiliates. All rights reserved. 24
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| APIs and Agents

Industry Examples

Management

Orchestration

Network
Services

Control

Forwarding

Device/Transport

Workflow Management, Network

, _ . Network Models - Interfaces (OMI)
Configuration & Device Models, ..

L2-Segments, L3-Segments, Service-
Chains Multi-Domain (WAN, LAN, DC)

Topology, Positioning, Analytics ‘ Positioning (ALTO)
Multi-Layer Path Control, Demand Eng. Path Control (PCE)

Routing, Policy, Discovery, VPN, @ nterface to the Routing System (12RS)
AAA/Logging, Switching, Addressing, nterface to the Routing System

O(

OpenStack, Neutron API

L2/L3 Forwarding Control, Interfaces,

OpenFlow Protocol
Tunnels, enhanced QoS, .. >

Device configuration, Life-Cycle

. Network Functions Virtualization (NFV
Management, Monitoring, HA, .. ( )



APIs and Agents

Llnkage to OnePK Framework

Application Frameworks, Management Systems, Controllers, ...

“Protocols” - Ouantum

;

Management .ikﬂ- Iﬁﬂ 0
Orchestration

Network Services

W Diameter 12RS
Radius
Ferwafdini SNMP OpenFlow

: onePK API & Agent Infrastructure
Device

Operating Systems — I0S / NX-OS / 10S-XR

© 2014 Cisco and/or its affiliates. All rights reserved.
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IP Optical Integration - Multi-Layer Optimization

Management and information exchange between optical and IP layers

Dynamic optical control plane

G-MPLS UNI between optical and IP domains

Multi-layer optimization using Q-Wave

© 2013 Cisco and/or its affiliates. All rights reserved.
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Slmpllflcatlon — Autonomics

Autonomic —
Management

A

reporting intent

I Autonomic
Autonomic interactions Autonomic

Process Process

. Traditional interactions .
Device OS (e.g.. routing) Device OS

Im

© 2013 Cisco and/or i

affiliates. All rights reserved.
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Simplification — Segment Routing

Application Enabled Forwarding
- Each engineered application flow is mapped on a path
- Apath is expressed as an ordered list of segments
- The network maintains segments

Simple: less Protocols, less Protocol interaction, less state
- No requirement for RSVP, LDP

Scale: less Label Databases, less TE LSP
- Leverage MPLS services & hardware

Forwarding based on Labels with simple ISIS/OSPF extension
50msec FRR service level guarantees

Leverage multi-services properties of MPLS

The state is no longer in the network but in the packet
m —-lﬂ *

© 2013 Cisco and/or its affiliates. All rights reserved.

Millions of
Applications
flows

A path is
mapped on a
list of
segments

The networ
only
maintains
segments

No
application
state

30
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Network Functlons V|rtuaI|sat|Qn

Enablers beneflts and appllcatlons

NFV = Transition of network infrastructure services to run on virtualised
compute platforms — typically x86

= Enablers
— Hypervisor and cloud computing technology
— Improving x86 h/w performance Open Software
— Optimised packet processing and coding techniques
— Network industry standardising on Ethernet
— SDN based orchestration

Innovation Defined
Networks

= Value Proposition Network
: : Functi
— Shorter innovation cycle vmﬁéi?iin

— Improved service agility
— Reduction in CAPEX and OPEX

. ETS I baSEd Stan d ard |Zat| O n Extract from "Network Functions Virtualisation — Introductory White Paper

© 2014 Cisco and/or its affiliates. All rights reserved.



Network Functlons V| rtuallsatlon

Termlnology

= NF: A Network Function (NF) is a building block W|th|n an operator s network
infrastructure, which has well defined external interfaces and a well defined functional
behaviour. In practical terms a Network Function is today often a network node.

= VNF: A Virtual Network Function (VNF) provides exactly the same functional
behaviour and interfaces as the equivalent Network Function, but is deployed in a
virtualised environment.

= NFVI: The NFV-Infrastructure (NFVI) is the totality of all hardware and software
components which build up the environment in which VNF are deployed, managed
and executed.

= NFVO: The NFV-Orchestrator (NFVO) is a software to operate, manage and automate
the distributed NFV Infrastructure. The Orchestrator has control and visibility of all
VNF running inside the NFV-Infra.

= VIM: The Virtualised Infrastructure Manager manages the NFVI components and
specialist VIMs are permitted (e.g. compute and n/w)

© 2014 Cisco and/or its affiliates. All rights reserved.



 Virtual Network Function (VNF)

“Evaluating the applicability of virtualization

Many network functions are suitable for virtualization but not all.
Each functional component of the network needs to be evaluated

Physical, Environment and Functional Requirements
— Interface count, interface size, interface type, system design requirements, specialist N/W functions

Performance Requirements
— L1-L3 packet performance, CPU processing, fabric capacity

Infrastructure versus Service function
—  Will virtualization fit the network architecture principles

Elasticity of the service

Economics and economy-of-scale
— Onboarding, CapEX and OpEx

© 2014 Cisco and/or its affiliates. All rights reserved.



= General Purpose Processors (x86, ARM, PPC)
Wide range of capabilities (including packet processing)
Evolving multi-core capability (8+ processors per die)
Support virtualization and easy to program \\
o \e%,
= Fixed function ASICs \“o ‘
Integrated s/w, v efficient /6“ gﬂe “00

: Netwo r\b@sor U gUs)

DeS|g et processing
Multi- threade w acceleration / integrated memory
Programmable in high level languages

BRKSPG-2445 © 2014 Cisco and/or its affiliates. All rights reserved.
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X86 Based Virtualization
Strengths and Challenges

 High capacity plumbing and gateways : Custom built combination (NPU / fixed ASIC / GPP)
- Elastic service functions combined with low-medium packet processing : virtualized GPP

« CPU intensive tasks : virtualized GPP

- Verv low cost components (CPE): Custom solutions (SoC. Fixed ASIC etc)

CONCLUSION : Network infrastructure will be acombination custom and GPP



Network Requwements and today S approaches

CPU e

: Distributed: Lots CPUs + NPUs
OSS/BSS, subsystem Wireless

and N/W control Gateways
Distributed: CPUs + Lots of NPUs

Appliances (L4-L7)

CPU

Reqs Centralized: CPU or SoC Wireline GWs

—

Core, Metro and DC switching
Business CPE

Low Home CPE Centralized: CPU + NPU
. ]

0 10Mbps  100Mbps  1Gbps 10Gbps 100Gbps 1Tbps 10Tbps 100Tbps 1Pbps

© 2014 Cisco and/or its affiliates. All rights reserved. 37



FCS Now

CSR1000v

FCS Now

Classic
viOS

FCS Aug."13

I10S-XR
Virtual Route
Reflector (32bit)

FCS Q114

STAR-0S
(QuPC-SI)

FCS Q4 '14

STAR-0S
(QuPC-DI)

Target 2H14

10S-XR
Virtual Route
Reflector (64bit)

vmware

FCS Now

Virtual L2 Switch
Nexus
1000v

FCS 2H13

Quantum WAN
Orchestration
(Cariden)

Vmware/kvm

FCS Now

8 Identity Services [

Engine

Vmware/kvm

FCS 1H14

NS-OS
(PCE)

1Q2014 PoC Now

DDoS — Prevail [
Arbor

Loadbalancer
(VPP)

PoC Now

NX-OS
(Nexus)

DDoS — Prevail
Arbor

kvm/HV

FCS Now

Firewall
ASA 1000v

kvm/HV

FCS Now

VESA
Email
Security
(Ironport)

kvm

FCS Now

VWSA
Web
Security
(Ironport)

Network Analysis
Module

kvm

FCS Now

Wide Area App
Services

vmware

FCS Now

Firewall
vSG

4-6 Softwire
Concentrator
(VPP)

kvm

| T
FCS1Q14 Not Committed
Radware
Defense Pro

DDoS - TMS
Arbor

| SLTR n L

vmware

nd/or

vmware

ite affil 2g, A“

vmware

vmware

FCS 1Q14

VPE
(VPP)

]

kvm kvm

FCS 2Q14 Not Committed

Firewall
VASA

WSA/ESA
(Ironport)

TI IR o,

kvm

kvm
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Cisco NFV Components

- Computg offers the flexibility to-be

P edge

e
| tL-—

‘ ndalone

“or onbox)

R

—~—

. NFRVI Compute: Cisco Compute-Portfolio |

UCS with virtual switching and
appliances

Compute o

UCS directly connected to ASR9000

locafed ahmylHele\p&iRdN th

2 network depending on requirements

* Centralised

ISR G2 Cloud Connector (UCS)

e Distributed

* Remote

© 2014 Cisco and/or its affiliates. All rights reserved.



CISCO NFV Components

NFVI \ﬁrtual Network Overlays

Virtualised WAN
IP/IMPLS

Virtualised Data Centre

VXLAN Encapsulation Original Ethernet Frame

VXLAN (Virtual Extensible LAN)
L2 and L3 Virtualised WAN

L2 VPN options
E-line, E-LAN, E-Tree

L3/L3VPN options
MPLS L3VPN/Vrf Lite, Global IP

Ethernet in IP overlay network

Include 24 bit VXLAN Identifier
16 M logical networks

Technology submitted to IETF



NFVI network - creating the virtual network partitions =~ -

Virtual Virtual
Infrastructure Infrastructure
Manager Manager

-~

~
~~~~~~~
PR ~
“
-

| -— T e
S / "\ |n
rastiucufeNSaE astructure Network
Underlay and overlays Infrastructure partitioning
VXLAN Example VLANsS

Functionality of virtual N/W orchestration controller application dependent on physical
infrastructure and virtualization technology

Cisco (('V&/

BRKSPG-2445 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



NFVI network - Service Chaining or Forwarding Graphs

External Controller

4

. Internet
Service

Redirection

Service Path information determines Service Chaining

Service ordering determined by real or virtual n/w structure - Service ordering by info in user packet

5 drafts submitted by Cisco at Berlin IETF

New IETF working group “Service Function Chaining (sfc)

BRKSPG-2445 © 2014 Cisco and/or its affiliates. All r ghts reserved. Cisco Public



Clsco NFV use case

vCPE for Busmess Enwronment

N | !% ’[
\'~~\
Metro + < ]\

Service appliances S

=< =<} == = Ti
in the branch and DC - e AN GNP -— oday
BranchOffice T Data Centre
o\
Virtualised services on ! C Metrot Se . Cloud Connector
the physical router — ) WAN u//f — available
Branch Office - Data Centre
o\
Virtualised L Metro+ he S Under
router and services ~ WAN 9_9 investigation

Data Centre

Virtualized branch N - Systems Work
services S underway
Data Centre
c :
P
Virtualized service in DC E . [ Metro }\ - _ Systems Work
L Sy WAN S underway
2 Branch S ; Data Centre

43
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WAN Controller anve

Use-Case Path Computatlon/Bandedth Scheduling Vla WAN controller

Deployments typlcally combine DeV|ce APIs, deV|ce dellvered Network APIs,
and controller delivered Network APIs for a particular solution

Example: Data-Center Interconnect across
two providers with granular traffic
forwarding control

Tunnel 1

Datacenter 1 Datacenter 2
~ rovider v
—7

Tunnel 2

WAN Controller

DC-WAN
Orchestrati

O = A
Visualization & Bandwidth
Analytics Orchestration
Collector & Programming
Modelling




Wan Controller — anve

In|t|aJIy off—llne plannlng

J Network Model

Desktop Interfaces

Visualization & Bandwidt_h
Analytics Orchestration

Action/program

SNMP, CLI, NetFlow

- ~

N

o —————

* V|a CLI, SCFIP'[S NMS, etc.
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Wan Controller — anve "
' From off—llneto on Ilne L

Continuous real-time state of the network

[ Predictive model of the network across time

e :
'v:mmmrmm_ Bandwidth -

Mechanisms to program the network to get it to the desired state

Collector & Modelling N\

Expose different levels of abstractions via a Northbound API
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~WAN Controller — anve

V|5|b|||ty/AnaIyt|cs/ModeI|ng Schedullng

l” \\
1 \
e K 1
i =" ! p— !
1 s 1
] s I
71 I o/ 1
1
i i s = i
1
: 1
1

(1) Enhanced data collection
from network

(2) Offline modeling and online
visibility and analytics apps

Collector &
modelling

v

7
0
e

-, |
aa’

Py
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WAN Controller anve

BandW|dth Schedullng (On Demand)

_____________________________________ (1) Network conditions reported to
i' '@ i collector
l i (2) Custrequests DC #1 — DC #2

bandwidth asap

Demand admission request:
<R1-R3, B/W, NOW!!>

®
(4) SDN WAN returns option and
®

Collector &

modelling cust confirms

R1-R3 LSP Tunnel Programmed
via PCEP
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WAN Controller anve

SDN WAN Trlggered GI\/IPLS Setup

(1) Realtime data collection
reveals trending congestion
(Rc-Rb link) imminent

(2) App requests Multi-layer
optimization

(3) SDN WAN programs Ra and Rb
to initiate GMPLS Setup

(4) New Ra-Rb link is injected into
IP/MPLS Topology e N

Collector &
modelling

__
R1

RaIGMPLS UNI Rb I GMPLS UNI R2

KN ‘ KN
p .
3 3
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: Future Use-Case: Segment Routing with Cer')tralise_d Control

Z with SLA (BW, lat)

Visualization/ Bandwidth Py

Analytics Orchestrator ' 1
OK, useK72sedes} 65}

I collector I I Programming I

© 2014 Cisco and/or its affiliates. All rights reserved. 51



WAN Controller anve

'Future Use Case: WAN/DC Ser\/lce Placement

\Workload| a . - .
o | o Additional capacity needed —
‘ R .o Conter request Cloud resources
| i
4’ Datanr?ter -~ W

@) Check resource availability,
performance — determine
optimal location

9 Provision Network tenant,
torage,

Virtual infrastructure and
Cloud y network container active

Data Center ="

- -'l-
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WaAN Controllar = B Basetaldih oo Dernacd Barawhdth Cabrean. .,

Falr] w 0 an [t

qi

Resary for Backup
e [ e por

- c

% OpenDayLIGHT

Han gl
! /
- L ]
+ A : Resary for webax LS
: e |t nar
- L]
Y wri
L ]
L
- -

Resary for Video LB

182.168.100.3

P Acawss: VL1680

Poafic 210
Al

Mo te e

i Lospdects

Lospdech?

MM IEDOIOICP U

| MamIEMOIOICRUN Y



= Key SP Inustry Trends and Inltlatlves
= Factors behind the SP SDN Evolution

= Cisco Service Provider Strategy
- APIs/Protocols
- Controllers
- Simplification and Automation
- NFV

= Solutions
- WAN Controller
- Virtualized Network Services
- CML

= Summary
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,Vlrtuallzed Network Serwces - Mozart

| Vlrtual Packket Edge

WAN Controller Cloud Datacenter
Cloud Controller

|
I
I
I
1
: (vSO0) . | el |
I
I
I
I
I
I
I

Collector &

modelling Programming

Virtual Private Cloud

Enterpnse NfV Serwces
— VPE
, | #:f Forwarder FW. | NAM | IPS

DPI CPE WAAS
VvPE 4

y Forwarder ,

H DC WAN E
mnexmm Gateway S
I DC
1 Fabric
|
SP WAN ! SP Data Center

rr — e Y | — 1
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V|rtuaI|zed Network Serwces — Mozart

VNF Services

DC WAN
Gatewa

© 2014 Cisco and/or its affiliates. All rights reserved.

Components
Virtual Systems Operations Center (vSOC) Extensible Service

Orchestrator

Virtual PE Forwarder (VPEF) — Light weight forwarding element
per Server

VASA, CSR 1000 for IPsec, NAT, DPI & RaaS, GI-LAN

ASR9k/Nexus 7k - Physical PE (DC WAN Gateway)




V|rtuazed Network Services — Mozart

Cloud Orchestrator

Multi-Tenant Data Center

REST APIs Catalog based GUI n vimware

Service Policy Manager Performance / Fault

& DB Monitorin
! openstack’ g Microsoft

Cluster Controller Service Catalog

vSOC Infrastructure (Orchestration, Event Notification & Messaging)

IP Address Management Routing Control
VM Control &

DC Service Services Configuration Elasticity Management

RLCE I Edge Routing

Tenant 2
VM 1

Tenant 1
VM 1

Elastic tenant
Workloads/VMs

Elastic T]EIWOFK Tenant 1| | Tenant 2 Tenant 1| | Tenant 2
services VNF 1 NNF 1 VNF 2 VNF 3
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V|rtuaI|zed Network SerV|ces - I\/Iozart

VSOC V|rtual Systems Operatlons Center i

: Management Functlon (north)
— Single Pane of Glass' management interface for provider
and customer using REST and Catalog based GUI

— Customer configures tenant org and all the network
elements and policies (tenant, topology, network etc.)

= Provisioning Function (south)

— Communicates with VPE-F to program the forwarding tables
(Yang)

— Communicates with OpenStack to manage VM resources
— Communicates with DCI to interwork with SP network

— Communicates with IPAM/DHCP for IP

— Configures service nodes

= Orchestrator Function (glue)

— Orchestrate end-to-end flow w/ the ability to modify and ovee | ons gc  sewoe | SeveesConfoueion | gosicy Wanagemen
extend behavior

— Continuous health monitoring of vSOC Subsystem and
Network services
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REST APIs Catalog based GUI

Service Policy Manager Performance / Fault

Cluster Controller l Service Catalog & DB Monitoring

vSOC Infrastructure (Orchestration, Event Notification & Messaging)

IP Address Management Routing Control




V|rtuaI|zed Netvvork Serwces Mozart

VPE |n aserver/vPE F W

= Light weight software forwarding plane

/ Control channel
= Provides highly optimized forwarding in x86 h‘_
environment

= Runs inside a VM in each server VM (VPE-F)

= Contains a unique forwarding context per tenant
= Provides per-tenant L3, L2 and PBR forwarding

= Support for IPv4, IPv6 address families

= Provides multiple tunnel encaps (MPLS-over-
GRE, L2TPv3, VXLAN (in future)

= Provides DHCP relay function @ m [wm | [vm | [vm ] m @
= Programmed by vSOC using YangAPI (tenancy “CE*  “CE’

Server

and service chaining)
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V|rtuaI|zed Network Services — Mozart

Use- case IAAS/VPC to VPN mapplng

WAN Controller

Collector &
modelling

(vSOC)

Programming

o
X
k ) "
£
HAH o w A0

0 B 0 AR
ann

Y

A e w G00
L] HRR

_._ SP WAN i SP Data Center
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BGP MPLS VPNs
Cloud Controller extended into the DC

Tenant 1 VM

Tenant 1 VM

Tenant 1 VM

Tenant 2 VM

Tenant 2 VM

Tenant 3 VM
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Vlrtuallzed Network Serwces - I\/Iozart

Use -case: VPC and NFV Serwce Chamlng

WAN Controller

o Service Chaining through
oud Controller . . .

(vSOC) multiple Virtualised Network
Functions

Collector &

modelling Programming

. )
AR = w AR "L e

il WAl ‘ IV
HHH DC WAN
LTSy

mmewom Gateway

DC
Fabric

SP WAN SP Data Center
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END USER PORTAL

L © ™ L & = e iy

——

Internet DMZ Internet DMZ Remote Access Identity Services AT&T Cloud Network Routing as a IP Services Closed AVPN

Foundational Optional Services Services and Controls Partner Services Visualizer Service User Group
Services Services

Search: Search Clear Category: | All ¥ I p e’

& [t A Intuitive UX

- Price: $ 100 | Min BW Capacity: 1000 | Max BW Capacity: 1000

Internet Firewall Plus
- Category: Internet DMZ Foundational Services

----- Price: $ 200 | Min BW Capac 1000 | Max BW Capacity: 1000 L= S pi n U p N eW

) Web Security - .
gy : Internet DMZ O =

o : Category: Internet DM, P SerVICeS In

Price: $ 100 | Min BW Capacity: 1000 | Max BW Capacity: 1000
s (@] g?;:ﬁ':gmrcwfz Optional Services [ — M I n u teS
M) =
.,

Pre-Packaged or Custom Creation of End
Application Services & Appliances

Customizable

User-Defined SLAs, Reporting, Service
Customization, Cloud Preference Options

Any Service, Any Device
Anywhere & On-Demand




= Key SP Inustry Trends and Inltlatlves
= Factors behind the SP SDN Evolution

= Cisco Service Provider Strategy
- APIs/Protocols

- Simplification and Automation
- NFV

= Solutions
- WAN Controller
- Virtualized Network Services
- CML

= Summary

© 2014 Cisco and/or its affiliates. All rights reserved. 63



What is Cisco Modeling Labs (CML)?

A multi-purpose extensible network virtualization and

simulation platform o

= Enables highly-accurate models of real-world / future networks e s

» |everages ‘real’ network operating systems - build synched with AN
platform releases /M

= Supports the integration of ‘real’ and virtual networks wi;«il s____évi

= Allows servers, appliances, and routers to be added and removed 4 i__ji,f*i .
on-demand ooty
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Why Use CML?

Build, test & deploy networks - virtually
Technical B AR Validate and verify designs and configurations
Opportunities Rapid prototyping of new service offerings
- Reduce risk and errors through improved training

© 2014 Cisco and/or its affiliates. All rights reserved.



CML Architecture

Virtualized Network Operating Systems

|I0OS-XR NX-0S |I0S-XE I0S Servers

®

ubuntu 5

Virtualized in Virtualized in Virtualized in Virtualized in Such as vPagent,
XRVR VNXOS CSR1000v / vIOS Jump-Host,
Ultra Others
(Available) (Under Test) (Available)

(4GB/4CPU only) (Available)
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CML Architecture

VM Maestro Network Design

| $-@-= GNP R [ ByResource
& “Basic Triangle.virl &2 #i8 “vios._bap._topology.v 83 | gfg vios_vianglevirl | 72 =0/ § Node Editor 58 =0
. Palette 3
=
(> Interfaces ¢
B Interface

= The graphical topology editing tool
used by CML

= Enables definition of topology and
network element attributes:

v" Routers

v' Links ”
v" Protocols 'J'
v' Facilities .y

= Supports complex (full SP)
topologies

= Creates XML-based topology
descriptions

» Provides simulation management and
console access to virtual routers
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CML Architecture

Topology Representations

<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<topology xmlns="http://www.cisco.com/CML" xmIns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
simulationEngine="OPENSTACK" schemaVersion="0.6" xsi:schemaLocation="http://www.cisco.com/CML

u Fu ” to p0|ogy defl n |t|0n Wlth http://cide.cisco.com/vmmaestro/schema/CML.xsd">

<extensions>
1 1 1 <entry type="String" key="management_network">flat</entry>

CO nfl g u ratl O n S re p re S e n te d I n X M L <entry type="Boolean" key="AutoNetkit.enable_cdp">true</entry>
<entry type="Boolean" key="AutoNetkit.enable_OnePK">true</entry>
<entry type="String" key="AutoNetkit.address_family">dual_stack</entry>

H H <entry type="String" key="AutoNetkit.ipv4_infra_subnet">10.0.0.0</entry>
u F I | eS are h I g h |y p O rtab I e an d S h are ab | e <entry type="String" key="AutoNetkit.ipv4_infra_prefix">8</entry>
<entry type="String" key="AutoNetkit.ipv4_loopback_subnet'>192.168.0.0</entry>
<entry type="String" key="AutoNetkit.ipv4_loopback_prefix">22</entry>
<entry type="String" key="AutoNetkit.ipv4_vrf_loopback_subnet'>172.16.0.0</entry>

u I n te g rate d S u p p O rt fo r G I T re p OS I to rl eS <entry type="String" key="AutoNetkit.ipv4_vrf_loopback_prefix">24</entry>

<entry type="Boolean" key="AutoNetkit.enable_routing">true</entry>

e n ab I eS m u |t| _ u Se r S h arl n g ’ Ve rS I O n I n g </e<XT2rt]rSyi;ﬁzi="String" key="AutoNetkit.IGP">isis</entry>

<node location="518,292" subtype="I0Sv" type="SIMPLE" name="Core">
<interface name="GigabitEthernet0/1" id="0"/>
<interface name="GigabitEthernet0/2" i y
<interface name="GigabitEthernet0/3" id="2"/>

</node>

<node location="519,172" subtype="I0Sv" type="SIMPLE" name="A1">
<interface name="GigabitEthernet0/1" id="0"/>
<interface name="GigabitEthernet0/2" id="1"/>
<interface name="GigabitEthernet0/3" id="2"/>

</node>

<node location="648,368" subtype="I0Sv" type="SIMPLE" name="A3">
<interface name="GigabitEthernet0/1" id="0"/>
<interface name="GigabitEthernet0/2" id="1"/>
<interface name="GigabitEthernet0/3" id="2"/>

</node>

<node location="403,382" subtype="I0Sv" type="SIMPLE" name="A2">
<interface name="GigabitEthernet0/1" id="0"/>
<interface name="GigabitEthernet0/2" id="1"/>
<interface name="GigabitEthernet0/3" id="2"/>

</node>




CML Architecture

Automatic Configuration

Cisco Mod

router config
value: |1
interface GigabitEthernet0/1
description to Multiple point connection-1
ip address 10 255.255.255.248
ipv6 address :b:1:2:0:1/96
cdp enable
ip ospf cost 1

= = 5% outline 3

ipve ospf cost 1

ipv6 ospf Larea 1.0.0.1
duplex auto

speed auto

no shutdown

interface GigabitEthernet0/2
description to Multiple point connection-2
ip address 10, 255.255.255.252
ipve address - 10:1/96
cdp enable
duplex auto
speed auto
no shutdown

'
router ospf 1
# Loopback

network 192.168.0.8 0.0.0.0 area 1.0.0.1

log-adjacency-changes

passive-interface Loopback0

network 10.0.0.0 0.0.0.7 area 1.0.0.1
router ospfv3 1
router-id 182.168.0.8
'

address-family ipv6 unicast
exit-address-family
]

e gn =0
® -
¥ & sample Project 10Sv-4
L Arlantic.virl
1 cenp_testbed.virl
& Complex_mpls_vpn_
4 pyramid.virl
- sample Topology wi
- xrvr-2-node.virl

Multiple point connection-3

14 Cisco and/or its affiliates. All rights reserved

Multiple point connection-6

i

I0S-XRv-1

e

NX-OSv-2

il

10S-XRv-2

Multiple point connection-7

Multipls

10Sv-1

’@DS—XRV—I | | |
> R 0532 TTTT !

it Extensi

router config

interface Ethernet2 /3
description to 105v-1
ip address 10.0.128.17/30
ipv6 address :1:0:16/126
ip router ospf v4 area 2.0.0.2
ipv6 router ospfv3 v6 area 2.0.0.2
no mac-address
no shutdown

interface Ethernet2 /4
description to 105v-2

ip address 10.0.128.22/30

ipv6 address ::b:1:1:0:1a/126

ip router ospf v4 area 3.0.0.3

ipv6 router ospfv3 w6 area 3.0.0.3

no mac-address

no shutdown

line console
line vty
router ospf vé
router-id 192.168.0.4
router ospfv3 v6
address—family ipv6 unicast
router bgp 1
router-id 192.168.0.4
address-family ipv4 unicast
network 192.168.0.4/32

|
address-family ipv6 unicast
network. 0:0:7/128




CML Architecture

AutoNetKit Network Visualization

Berlin Parls
Detroit
ngalore
London
Pittsburgh Chicago Tokyo Singapare
Miami Dubal
Dallas
Doha
Ria Capetown

OSPF area values set on each node
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Capetown

BGP route-reflector clusters and AS’s
configured

%Jubs I,@ VXR Terminal 1 (a Node Editer lrﬁ Properties 23
|

Node ASN:

".’C{y AutoNetki iBGP Role:
Extensions

RR Cluster:

Parameters

HRR Cluster: [

OS5PF Area:

i AutoNetki g Role:

Node ASN:

Extensi
asons RR Cluster:
Parameters
HRR Cluster: [
OSPF Area: [o




CML Architecture

CML Work-Flow
Router Configurations >
h Network
Q@ =

; B E

4 e g 'M‘;’:m
’V. / “\\“ AutoNetKit
} . Tuopology Gr;ph S

T \ W
B - e © \
/}Eﬂ_\; F . - s
- o — ‘<!'§' o
X c 3 — -

Services
A1-Console: 17000 Topology

AT-Aux: 17001 Director — "-E ;sd(VM / (]

ubuntu QEMU

Togology Graph with .
e \ Router Configurations openstack”
=T ot oY T T =T
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Cisco provides an end-to-end SDN approach for SP
— From WAN to DC
— Cross-domain orchestration

Evolutionary step for networking
— Integrate with and complement the Network Control Plane

Centered around delivering open, programmable environment for real-world use cases
— No one-size-fits-all Optimized Experie

— APIs, Agents/Controllers, Network Virtualization e
— Joint evolution with industry and academia Analysis and Monitoring;

Performance and
Security

Technology-agnostic
— Not predicated on a particular technology or standard ndAmsracion
— Draw from existing technologies and industry standard
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