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Categorising ISPs




Peering and Transit

= Transit
Carrying traffic across a network
Usually for a fee
Example: Access provider connects to a regional provider

= Peering
Exchanging routing information and traffic
Usually for no fee
Sometimes called settlement free peering

Example: Regional provider connects to another regional
provider



Private Interconnect

= Two ISPs connect their networks over a private link
Can be peering arrangement
No charge for traffic
Share cost of the link
Can be transit arrangement
One ISP charges the other for traffic

One ISP (the customer) pays for the link




]
Public Interconnect

= Several ISPs meeting in a common neutral location and
Interconnect their networks

Usually is a peering arrangement between their networks




IXP

(Internet Exchange
Points)




IXP (Internet eXchange Point)

A physical network infrastructure operated by a single
entity with the purpose to facilitate the exchange of
Internet traffic between Autonomous Systems. The
number of Autonomous Systems connected should at
least be three and there must be a clear and open
policy for others to join.

High-speed/Low-cost Internet Traffic Exchange

A.k.a. Public Peering or Settlement-Free Peering

Non-Profit Associations or Commercial Datacenters
Around 300 big IXPs in the world



IXP (Internet eXchange Point)




IXP (Internet eXchange Point)




IXP (Internet eXchange Point)




Euro-IX M

Euro-IX (European Internet Exchange Association)
was formed in May 2001 with the intention to further
develop, strengthen and improve the Internet Exchange
Point (IXP) community

European IXP growth

140

= 105 IXPs in 102 cities =,
In 31 countries . Total IXPs
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|IX Report 2008

Euro-

2002- 2008 Traffic History (Euro-IX IXPs only)
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Euro-IX Report 2008

Aggregated Peak Traffic per country
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Croatis
Icalamd
Ireland
Estonia
Latvia
Portugal
Greece

Switzerland
Slovakia
Denmark
Rarmans
Betgeuim
ALsirea
Slovenia

Metherands !

IXPs and their peak traffic

<100Mbps 00 Ghps 50 > 100 Gbps

3%
16% % 20> 50 Ghps
] / / h

10> 20 ﬁ,'lhl:n
1%

100 > 500 Mbps
22%

5> 10 Ghps
5%

500 > 1000 Mbps

1=>5Ghps
3% 2649

=

250 300 350 ano 450




Euro-IX Report 2008

Total number of IXP particpants per country
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Example: GoogleNet...
A PortalNet... Dedicated CDN... Parallel Internet BackBone

= Google has been buying Fiber on
a Worldwide basis

GO O g I eNet (Faster, Cheaper, More Reliable

DataCenters can be colocated at Peering Points

= Google builds it's own worldwide
IP Backbone.

= Google peers locally, often on a
Settlement Free Basis, with
Eyeball Carriers.

= Google can send any amount of
traffic into the Internet without
paying anyone, they are Nobody'’s
Customer.

= Google distributes it's DataCenters
to be virtually ONnet to Eyeball
networks. Google is now only a
few Hops away from Any User on
the Internet.

= Tier2 ISP’s invest in massive Local
Loop upgrades to support IPTV.

= Google drives Net Neutrality so
that whatever Traffic they send,
can’t be impaired.

Il‘

Google -WIFI

- = Google can now addresses
Generally No Peering Must Buy Transit \S/ce)irc\:/(iace )Substitution (Google TV,



Internet Edge




ISP design — peering layer
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ISP design — peering layer
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ISP design — peering layer

eBGP

@="3p International H

////U/ - |
IPv4 Route MU — BEP
Reflectors i MPLS Core

==1=



ISP design — peering layer
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ISP design — peering layer
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ISP design — peering layer
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ISP design — peering layer

Internet GW
+ ISP Transit

ISP. Customers




Internet Gateway




..
Cisco Internet Gateway Routers

ol

. ASR1000 | CRS-1/4 | CRS-1/8 | CRS-1/16 CRS-1 MC
Throughput {20 Gbps : 320 Ghps : 640 Gbps i 1.28 Thps 10 Tbps
Scalability : 40 Gbps { 960 Gbps  { 1.92 Thps i 3.84 Thps 100+ Tbps
FIB entries : 2 Million i 2 Million : 2 Million i 2 Million 2 Million
Netflow entries i 2 Million i 4 Million : 8 Million : 16 Million 100+ Million

Existing deployments (~60% marketshare)
e The most used ISP GW is Cisco 12000 (GSR)
« Many deployments are based on Cisco 7600
« Many small IGW’s are still Cisco 7200



e
|IGW — Essentlal Feature set

Broad LAN and WAN interfaces support
 international links — POS STM-1/4/16/64
e national links — GE, 10GE, future full-rate 100GE

IPv4 and IPv6 Routing and Forwarding
* 2M hardware entries (IPv4 + IPv6) — no compression tricks!
 BGP, OSPF/ISIS, BFD - fast, prefix-independent convergence

IPv4 and IPv6 filters (access-lists)
e thousands of L3/L4 entries (IPv4 + IPv6) — no impact on forwarding rate!
 loose URPF (Unicast Reverse Path Forwarding)

IPv4 and IPv6 netflow monotoring
e at least 1:1000 sampling rate, V9 export

DDoS attack protection and Control Plane protection
* in-hardware protection of router’s brain
« anti-hacking tools — management plane protection



..
IGW — some optional features

MPLS support
e rarely used on IGW, but sometimes yes
« MPLS Netflow is required too

Traffic Shaping with RED — per-interface or per-VLAN
« if the circuit runs over MAN or ISP subrate service
 shaping prevents unnecessary drops and improves TCP goodput

Accounting
* BGP Policy Accounting — per-AS accounting for large networks
* BGP Policy Propagation — packet marking based on BGP Communities
« MAC accounting — for peering/transit via IXP

Secure Virtualization of the router
 Logical Routers with secure resources allocation

Carrier Grade NAT
* IPv4 exhaustion is close!
« large scale IPv4 NAT and IPv6 AFT with V6 Tunneling is desirable

LI (Lawful Intercept)
o if used as a ISP Transit, LI may be mandatory
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ISP Security




Anti-spoofing
RFC2827/BCP38 Ingress Packet Filtering

Anti-spoofing filter (ingress filter on source IP)
allow only source addresses from the customer’s 96.0.X.X/24
RFC2827 and RFC3704 (BCP 38 and 84)

Bogon filter (ingress filter on destination IP)
Drops packets with “insane” destination IP address
RFC1918, own block, internal IP core, NMS

96.0.20.0/24

ISP’s Customer
Allocation Block:
96.0.0.0/19

Ingress on Downstream

Anti-spoofing Filter Applied
Aggregation or NAS Routers




URPF (Unicast Reverse Path Forwarding)
“Strict Mode” (v1) and “Loose Mode” (v2)

“Strict Mode”

(aka “v1")
S->if1 S > iff2
D->if3 |  D->if3
Same i/f: Other i/f:
FORWARD DROP
=R & “Loose Mode”
SD data . SD data . _ (aka “V2")

FIB:

S ->iffx L.
D->ilf3 D->ilf3

Any i/f: Src not in FIB

or route = nullO:
FORWARD .




Bogons

TEAM CYMRU

A Bogon Brefix IS a route that should never appear in the Internet
routing table

Different from DSUA.

Bogons are defined as Martians (private and reserved addresses
defined by and ) and netblocks that have not
been allocated to a (RIR) by IANA

CYMRU maintains list of Bogons, works with IANA and RIR etc.

BOGON List Keeps on Changing as IANA allocates routes.
BE AWARE!

The bogon grefixes are announced unaggregated by the bogon route-
servers is 65333:888; as of 14 JUL 2008 this includes 45 prefixes

BOGON Router Server.
Peer with CYMRU Route Server keep BOGON list upto date.



..
Hardware protection against DOS attacks

CRS-1 Control Plane Protection

CPU
Input processes
RP 3
N N
CoPP
CSAR gqueue
Ingress LC ] ] B
- )
To RP — 4: Multiple queues to
raw queues e ¢ ) LC and RP CPU
S N )
R NN = 3: LPTS in iFIB police traffic
\ XN "+ U U U
= - " 2b: Skip LC CPU!

2a. LPTS iFIB lookup (Match, BTSH/GTSM)
1: Ingress IACL, uRPF



IOS XR — Dynamic Control Plane Protection

Router bgp
neighbor 202.4.48.99

-#tl_security

mpls Idp

LC 1 PrelFIB TCAM HW Entries

Local | port | Remote | port | Rate | Priority

Any ICMP ANY ANY 1000 low

any 179 any any 100 medium

any 179 202.4.48.99 any 1000 medium
202.4.48.1 179 202.4.48.99 2223

10000 medium

200.200.0.2 13232

200.200.0.1 646 100 medium

LC 2 PrelFIB TCAM HW Entries ...

CP Handshake
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Detecting an attack:

Netflow




Netflow Is a Security tool #1 today!

7/ Keys define a flow
Source Address, Destination Address, Source
Port, Destination Port, Layer 3 Protocol Type,
TOS byte (DSCP), Input Logical Interface
(ifindex)

A flow is unidirectional

Turning it on (generic):
interface GigabitEthernet 1/1/1
Ip route-cache flow [sampled]

Export (optional):
iIp Flow-export destination 172.17.246.225 9995

Sampled Netflow (mostly used for Security):

iIp flow-sampling-mode packet-interval X



Flow Is Defined By Seven Unique Keys

Source IP address
Destination IP address
Source port
Destination port

Layer 3 protocol type
TOS byte (DSCP)

Input logical interface (ifindex)

©,2004 Cisco.Systems,.Inc. All rights reserved.

Traffic

Enable NetFlow
\Ug
/ |

NetFlow
Export Packets

raditional Export &

NEY
SNMP MIB
Interface




NetFlow Cache Example

1. Create and update flows in NetFlow cache

Src Src | Src Dst Dst | Dst Bytes/
Srclf SrclPadd Dstlf DstlPadd Protocol | TOS Pkts port | Msk | As | Port | msk | As NextHop Active | Idle

Fal/0 173.100.21.2 Fa0/0  10.0.227.12 11000 O00A2 124 5 OgA 124 15 10.0.23.2 1528
Fal/0 173.100.3.2 Fa0/0 10.0.227.12 6 40 0 2491 15 126 196 15 124 15 10.0.23.2 740 41.5 1
Fal/0 173.100.20.2 Fa0/0  10.0.227.12 11 80 10 10000 O00A1 124 180 O(iA 124 15 10.0.23.2 1428 1145.5 3
Fal/0 173.100.6.2 Fa0/0  10.0.227.12 6 40 0 2210 19 /30 180 19 124 15 10.0.23.2 1040 24.5

2. Expiration . NetElow

Src Src | Src Dst Dst | Dst Bytes/

Srclf SrclPadd Dstlf DstlPadd Protocol | TOS Pkts port | Msk | As port | Msk | As Active | Idle
Fal/0 173.100.21.2 Fa0/0 10.0.227.12 11000 O00A2 /24 5 00A2 /24 15 10.0.23.2 1528

)/
: go Q
3. Aggregation S

e.g. Protocol-Port Aggregation

4. Export version Scheme Becomes

Non-Aggregated Flows—Expor Pay|

11000 00A2 00A2 1528

5. Transport protocol
Aggregated Flows—Export



Netlow Export — V5 fixed format

e Packet Count e Source IP Address From/To
 Byte Count e Destination IP Address ‘

o Start sysUpTime » Source TCP/UDP Port Application
* End sysUpTime e Destination TCP/UDP Port §

Usage

———————

Time
of Day
—

Port * Input ifindex » Next Hop Address
tlization * Source AS Number Routing
_ * Dest. AS Number P:enr?ng
* Type of Service * Source Prefix Mask «
QoS * TCP Flags  Dest. Prefix Mask

* Protocol

Version 5 used extensively today



NetFlow Export — V9 flexible format

Example of Export Packet right after router boot or NetFlow configuration

Option Option Data
Template FlowSet
FlowSet FlowSet ID

Template FlowSet

(version,
# packets, Template ID g Option Option
sequence #, (specific Data Data
Source ID) Field types| |G Record
and (Field (Field
lengths) cellize) values)

Example of Export Packet$ containing mostly flow information

sl=zielse |l Data FlowSet ‘ Data FlowSet
FlowSet ID FlowSet ID

(version,
# packets,
sequence #,
Source ID)




Example—What is an Anomaly?

bps (- ingreszs - + zagresz)

ion

=1

=1

40

20

=100

-1z20

-140

-1&60

-1&0

=200

Traffic per UDP Port owver Time

Tue 0121

Bl res-sql-ml 14540
B dormintssr

Hed 0122

B 6257
B guakeiSeruer 1279610

Thu 0123 Fri 01.24 Sat 0125 Sun 0126 Haon 0127
B rtpireal-audic? (69701 [ HalfLifeSerwer (270150 [ medal_of _honowt 122051 [ 27005

B 14567

B netbios-nst 1570




NetFlow—nfdump and nfsen

Profile: live

TCP voe ICAP ok Profileinfo:
18— . " 1 [ || Type: contimusus

H ST o Y | Max: uslimdied
o oL in el witada e 14 || Exp: mever
b g — . e e e T i

Emd: Jul I2 2045 - 1028

Mon Jul 11 22:20:00 2005 Bitsss any protocol 3 Vg [PO05-07-11-22-20
gt T PP P T T T LT LT ol T JGOG-0R11 20200
: | } | | } | | } foun Tormint_|
= 120 : ...................... 11 :_ Fu.hm
Dol et e
&
0.8 67 ; N 1
§ .6 0 iR A o t | r L
i i ! i b [ T y =] s o= -
EI. 0.4 G T -. ........... ML. :...J.I _i..__' : .. ......... I ,.-._. [ F"?“F

eZ 6T

PR R TR e B o, [l P l'ﬂll:l h!‘

.- Al | J | i o e, b o L g
] L=t b m——— e e z r . Er“
1Fi00  dda0d 1600 1800 o0 ZZi00 0000 0200 Oditd 0600 0800 W" %

B angtresn O ugstress B ey B Peerz R

Sclect [teft =] Mark Display: [Tday = << | <| 1] a| >| »>] =1 i Ll-.?;:;]i ;Eul:::gll;;:m
Statistics timeslot Jul 11 2005 - 22:20

Source: Flows:  Packets: top: wdp:  Gemp:  other:  Traflic: lop: widp emp: aller:

 Downstream 3375/ 4EKSs 3TKSs 697805 3000 33T/ 166 Mhs 149 Mhis 515K Khis  16.7 Khi's 960.3 Khis

[+ Upstream 4iKs T4IKs 643 Ks B85 Kis 16554 1.1 Ks 4309 Mvs 409.5 Mh's 152 Mh's I64.9 Khis 19 Mh's

[ Peerl J5RG 622K 406 R 92 RS 35S 30 Kis ME6 Mbs 2985 Mh's 428 Mhis 3301 Khvis 7.0 Mivs

¥ Peer2 JIRG B9KA 223KA 62K 200305 2062 /5 1493 Mhv's 1146 Mhis 343 Mhis 194.0 Khis 202.2 Khis

All | Mone Display: © Sum * Hale

Source: http://nfsen.sourceforge.net, ev. http://software.uninett.no/stager/




Arbor Peakflow SP — Application Distribution

) peakflow™ | SP —..arhur.net: -All Applications Summary - Mozilla Firefox

File Edit View Go  Bookmarks Tools  Help
QEI = LL) - g | ';'E-| @ |ﬂ https:fi. . arbor.netfdefault_reportsfview?id=network_apps_all |"i"| V| @ Go “Q, |
, Getting Started E‘l Latest Headlines
_ —— e e —
peakflow-|SP Logout  Help
- All Applications Summary d | Email | Edit
Units bps & ALl Applications i
.
Ferod | Today Vl IO U S
n W
: [N
Y
&
1 -1 e
Update ¢
= -2 G
R Snz00 Hon 23100 Tue B2:00 Tue 05200 Tue 05100 Tue 1i:0d Tue 13100 Tue 17:00
[ htte I = Bl bit-toreent [ https [ akutella — Tatal
Showing Top 100 of All kems
[ Clear All ] [ Update ] Current | Average (Max ' PCT95
s Application App Type App ldentifier In Ot Sum % Total v
hittp TCP a0 814.00 Mbps 232.66 Mhps 1.05 Ghps 34.46%
esp Other a0 14.32 Mbps 374.00 Mhps 388.32 Mhps 12.79%
hit-tarrent TCP G881 38.81 Mbps 46.60 Mbps 85.41 Mhps 2.81%
hitps TCP 443 20.73 Mbps 34.69 Mbps 55.43 Mhps 1.82%
gnutella TCP G346 22.24 Mhps 26.03 Mbps 48.27 Mhps 1.59%
[0 rsp TCP A54 43.89 Mbps 3.82 Mbps 47.81 hMhps 1.57%
[0 ssh TCP 22 5.24 Mbps 32.00 Mbps 37.24 Mhbps 1.23%
v:




Example—Arbor Peakflow SP DoS Module

peakflow™ | SP - . arbor. net: Recent DoS Alerts - Mozilla Firefox
File Edit Wiew Go Bookmarks Tools Help 5

_m, =
QZI - LL) x % x| @ |ﬁ https:fi  .arbor.netfalertsfanomaly _list?alert_state=recent

’ Getting Started E,_Ti Latest Headlines

peakflow-|SP Logout  Help

Recent DoS Alerts

importance: [N 7o+ [EZTH (17| medom | 3) [EEEI (770 (Page i of2] | Next>> [»3]
- |

Jump to ID: | Go
| Filtering - off
wiD Traffic Importance Duration Start Time Direction Tupe Resource Family Resource U

High 11 mins Bandwidth R

137.9% of 10 Mbps (Ended) 14:49 Apr 24 Incoming Custamer =

214288 (Profiled)

S

_ . Community Test
High 54 mins . 3 SYh —r
3.050.2% of 2 Kpps (Ended) 1127, Apr 24 Incoming Frofile T . 25.156/32

(Misuse) Commumnity Test

- . Other
High 2 hrs 34 mins . : SYh
214202 09:47 Apr24 Cutgoing : T2 OGP, 25.156/3Z2
e WW 3,550.8% of 2 Kpps (Ended) Misuse) TR
g R

2142328

= . Community Test
High G 2imins 09:47 Apr24 Incoming i Frofile CIEENTT. 25.156/3Z

214201 (Misuse)

3,244 2% of 2 Kpps (Ended) it s

High lmins 0841, Apr 24 Incoming Rrotocol TCE: Customer (I

214182 (Profiled)

345.2% of 10 Mhps (Ended)

214180 fj—\\ i s 0250, Apr 24 Incoming Handwidih Custamar -

DU EW A AN kb Cenlmel Defilocd —=r




BGP Next Hop TOS Aggregation

Tvpical Example

v
(\M
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MPLS Ccre
or
IP Core with BGP Routes Only
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e
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Nd~ 4
Ahd K
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Server Farm 1 Server Farm 2

— Internal Traffic: “PoP to PoP”
External Traffic Matrix PoP to BGP AS
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Dropping a DDoS
attack:

BGP Blackholing




Customer 1s DOSed

Before
Peer A
I,/P-E
Upstieam A A‘\ D
7
Upstream




Customer 1s DOSed

Before — Co-Lateral Damage

Peer A

\ Peer B I

Upstieam A

b

/P-E

Upstream

Co-Lateral

Attack causes
Damage




Customer is DOSed
After — Packet Drops Pushed to the Edge

Peer A

= IXP-W \

Upstream A

IXF-E

Upstream =

iBGP

Advertises
—~1 List of Black
Holed
 —— Prefixes



BGP Blackholing: Reacting to an Attack
BGP Sent — 171.68.1.0/24 Next-Hop = 192.0.2.1

Static Route in Edge Router — 192.0.2.1 = NullO

171.68.1.0/24 = 192.0.2.1 = NullO

Next hop of 171.68.1.0/24 is now equal
to NullO

= Remote Triggered Black Hole filtering is the foundation for a whole series
of techniques to traceback and react to DDOS attacks on an ISP’s network.

= Easy preparation, does not effect ISP operations or performance.

= |t does adds the option to an ISP’s security toolkit.



BGP Blackholing: 10S configuration

 place a host-route to Null on every BGP router
Ip route 192.0.2.1 255.255.255.255 NullO

* prepare a injection into BGP with the blackhole next-hop
router bgp 10

redistribute static route-map set-blackhole

route-map set-blackhole permit 10
match tag 666

set 1Ip next-hop 192.0.2.1

set community 10:666 no-export
set local-preference 50

 simply filter it out everywhere by one command:
BH(config)# 1p route 1.2.2.2 255.255.255.255 Null0 tag 666



BGP Blackholing: Filtering on source IP
address

 loose URPF (unicast reverse path forwarding)
ip route 192.0.2.2 255.255.255.255 NullO

int PoS 1/0/0
iIp verify unicast source reachable-via any

Il packet with source IP prefix pointing to NullO will be dropped !!!

 prepare a injection into BGP with the blackhole next-hop
route-map set-blackhole permit 20
match tag 667
set 1p next-hop 192.0.2.2
set community 10:667 no-export
set local-preference 50

« simply filter it out everywhere by one command:
BH(config)# 1p route 1.2.2.3 255.255.255.255 Null0 tag 667



BGP Triggered Rate Limiting
QPPB (QoS Policy Propagation via BGP)

router bgp 10 )
table-map DOS-Activate
neighbor 200.200.14.4 remote-as 10
neighbor 200.200.14.4 update-source Loopback O

: neighbor 200.200.14.4 send-community

ip bgp-community new-format
ip community-list 1 permit 10:666

route-map DOS-Activate permit 10
match community 1

: set 1Ip gos-group 66

foute—map DOS-Activate permit 20

interface PoS 0/0/0
bgp-policy source i1p-qos-map
rate-limit i1nput qos-group 66 256000 8000 8000
conform-action transmit
exceed-action drop

= QPPB marking is done before rate-limit or policing
= hardware support in Cisco 10000, 12000, CRS-1
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Dark IP space:

Sinkholes




Default Route & the Internet

BHole(config-router)# default-information originate always

Advertising Default from the Sink
Hole will pull down all sort of junk
traffic.

Customer Traffic when circuits flap. /-%,r,

Router
Advertises
Default

Network Scans

Failed Attacks &F@\

Code Red/NIMDA
Backscatter

Sink Hole
Network

Can place tracking tools (Netflow iy
cache) and IDS in the Sink Hole -

. Customers

network tO mOHItOI‘ the HOISG < 77/172.168.20.0/24 — target’s network

172.168.20.1 is attacked

BCP: Default should be always a
blackhole (NullO or Static ARP) !!



Target Routers are Expendable

# 1p route 0.0.0.0 0.0.0.0 192.0.2.253
# arp 192.0.2.253 0007.ecbd.e000 arpa

To ISP Backbone

Sink Hole Gatewa Target Router

To ISP K
Backbone \ U

To ISP Backbone

Vg e |

— N
A!!!EE%FI.......Qg;:;;'
& l
T —3) | —

Sniffers and
Analyzers

= Sink Hole Gateway Generates the more specific IBGP
Announcement.

= Pull the DOS/DDOS attack to the sink hole and forwards the
attack to the target router.

= Static ARP to the target router keeps the Sink Hole Operational —
Target Router can crash from the attack and the static ARP will
keep the gateway forwarding traffic to the ethernet switch.



What to Monitor in a Sinkhole?

= Scans on dark IP (allocated and announced but
unassigned address space)

Who Is scoping out the network—pre-attack planning, worms...

= Scans on bogons (unallocated)
Worms, infected machines, and Bot creation

= Backscatter from spoofed attacks
Who is getting attacked

don’'t use “no 1p 1cmp unreachables”
use“1p 1cmp rate-limit unreachables”

= Backscatter from garbage traffic (RFC-1918 leaks)
Which customers have mis-configuration or “leaking” networks



Summary &

Resources




Summary

= Transit vs. Peering

= The importance of IXP

= Anatomy of the ISP Edge

= Cisco peering platforms and features

= The importance of Netflow

= Basic ISP cecurity techniques
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