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Network Health Status Indicator

4 87 Your network connection and CPU usage
=) are good, allowing you to have the full
meeting experience.

View Health Checker

« Network health status indicator

IS now color coded

- Green (network is good)
- (network is deteriorating)
- Red (network is poor/unstable)

« Mouse over the indicator will
show the current status with a
button for View Health Checker

- Health Checker can provide
clear guidance on issues and
possible solution to remedy the
Situation

€ Mute v [ ([ Stopvideo v Share (©® Record

© 2022 Cisco and/or'its affiliates! All rights reserved. CiscoPublic.



B a d N et\/\/o rk A Netyvork connection issues

You may experience reduced audio and video

Q U a | |ty | n d |Cat| O n quality ?VH-H" other participants

Outgoing network issues
¢ TWO new OSD messages & Others may be receiving poor audio and video

ay ucC

from you

e Receive vs. Transmit

- These indicators are representative between you and
Webex
« Not an indication of another participant’s network connection
« Home network, Wi-Fi, ISP, etc...
« We, of course, recommend a wired connection whenever possible!

« Several factors go into the determination to present these

« Packet loss, consistent and bursty, as well as engagement of error
correction

« Specific limits and thresholds may evolve to better represent the
current network status

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Public 5
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Participant Details All v Equipment and Networks
O — Client: Webex Meetings 41.6.5.10
Platform: Mac
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webeXx Control Hub

(A) Overview Troubleshooting

£ Alerts center
Q_ Meetings & Calls © Status £ Admin Activities ) Live Meetings

MONITORING

Q© Webex Experience [ Q_ user@cisco.com (-} 7 days Oct 29, 2021 - Nov 4, 2021 vV (GMT +00:00) Europe/London v

——— 7 Records (7 meetings)

-~ Troubleshooting Service Start Time Conference / Call ID Meeting Number # Participants Duration

8 2021-11-02 03:07:35 PM 209879446611111111 25911111111 user@cisco.com Webex meeting

MANAGEMENT

& Users

Q) Workspaces
& Devices

85 Apps

(B9 Account

& Organization Settings

SERVICES

(C Updates & Migrations
(O Messaging

) Meeting

%, Calling

& Connected UC

& Hybrid

webex ‘ )-: Gelazginn © 2022 Cisco and/or its affiliates. All rights reserved.

bycisco




webex

bycisco

Meetings Read Out
Total participants ©

= 8 guests

Participants (16)

Q Search participant name, platform or client

Sort By A-Z

] User A
[] UserB
[J UserC
] UserD
¥ User D

[J UserE
] UserF
] User G
] UserH
] User |

[ UserJ
[J UserK
[J UserL

[J UserM

‘ N2 Collaboration
&N oo vaneing

Audio

Video

Poor audio minutes

0.04%

= 1 participants

Sharing Details

Poor video minutes

0.04%

= 1 participants

Poor sharing minutes ®

0.68%

= 5 participants

04:10

© 2022 Cisco and/or its affiliates. All rights reserved.

Meeting Details
Meeting No:
Conference ID:
Site Name:
Meeting Date:

Meeting Time:

Schedule Timezone:

Meeting Type:
Participants:
Host Name:
Host Email:
Audio:

Video:
Recording:

Screen Share:

Chart Legend
Indicators
@ Host
@ Panelist
Sharing
Breakout

¢ Change

Join Meeting Time
® Good

Fair
@ Poor

Not Available

Unexpected drops ©
o,
0%

= 0 participants

111111111
222222222222222222
cisco

2021-06-29

3:29 AM - 4:09 AM (41 Mins)
(GMT +00:00) GMT

(GMT +05:00) India/Mumbai
Webex Meetings

16

usera

usera@cisco.com

PSTN and VolP

No

Not Used

28 minutes 23 seconds

Signal Quality
= Good
Fair
Poor
Not Available
Not Used

Exit Meeting
I Normal

I Abnormal




Troubleshooting > Meetings &
Calls > Meeting > Participant

webex |

bycisco

Latency(ms)

Packet Loss(%)

Jitter(ms)

Media Bitrate(kbps)

[k Video Quality

(& Share Quality

Latency(ms)

Packet Loss(%)

Jitter(ms)

Media Bitrate(kbps)

Frame Rate(fps)

Resolution(p)

{_} CPU Usage

System CPU(%)

Webex App CPU(%)
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20%
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0%
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400
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40%
20%

0%

5%

0%

A-Memany lleana »

Audio Quality (End to End)
Packet Loss: Sending M Receiving End to End
03:44 AM

/\\\'“\ —

Audio Quality (Receiving)
Packet Loss: 0.36 %
03:44 AM

Local IP:
Public IP:
Audio Transport:
Video Transport:
Share Transport:

Audio Codec:

Video Codec:
Share Codec:
Microphone:
Speaker:

Camera:

Chart Legend
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W Maximum Average
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Host
Panelist

Sharing

Breakout
#  Change
& Muted

Join Meeting Time
® Good

Fair
® Poor

Not Available

192.168.1.2
223.111.222.10
ubP

Not Available
upP

Opus (Sending)
Opus (Receiving)

Not Available
H.264 BP (Receiving)
MacBook Pro Microphone
MacBook Pro Speakers
Not Available

Signal Quality
= Good
Fair
m— Poor
Not Available
Not Used

Exit Meeting
I Normal

1 Abnormal
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Webex Cloud-Connected U

W

Control Hub

End User Experience
Analytics Webex App Auto-provisioning

Usage, engagement,

utilization and Reports Operations

Certificate Management, Web RTMT ,
Troubleshooting

Single stop visibility from Control Hub

Unified
Direct connectivity to the cloud Communications
Manager (UCM)

, Cisco
UCM IM & Unity Meeting Server

Presence Connection (CMS)

o0 0 ° .'.
(] ] L Endpoints D

Customer/  «ai|nit] o, Cloud & Headsets EEE
Partner CISCO Connectors

© 2022 Cisco and/or its affiliates. All rights reserved. Cisco Public



Analytics features

Quality of experience

e (Call success & failures
« Call quality metrics

Traffic Analysis

* Number of calls by CAC
Locations & Call Types

Capacity analysis

* Trunk usage

Asset usage and inventory

* Number of calls, talk time
* Endpoints & headset usage

User filters

Export Data




CCUC Operations dashboard

Operational view of the state of
the deployment (across clusters
and across products VOS,
Expressway™, CUBE)

Aggregated views with drill
down for select workflows: call
and registration failures and
iIssues

Expressway metrics drill down
for Core and Edge clusters

CCUC RTMT views for single
cluster (VOS) drill down.

Cisco \Webex
Control Hub

() Overview

MONITORING
wl Analytics

“~ Troubleshooting

MANAGEMENT
& Users

() Workspaces
B Devices

85 Apps

[ Account

# Organization settings

SERVICES
(O Messaging

) Meetings

% Calling

€) Contact center
£ Connected UC
|- Frontline

O Hvbrid

@ Preview the new look & o o & °

+2m

Clusters (8)
VNT-CM1A [ Gigantic-6.cisco.com [4 Audio Cluster-Hub [4 Cluster 2 [ Cluster 8 [4 Gigantic-7.cisco.com [4
Alerts 31 Alerts 15 Alerts 11 Alerts 5 Alerts 0 Alerts 0
Poor Calls Failed Calls Unregistrations Server Down
24 i3 (5%) 54 1432 (12%) 58785 (7%) 40 /275 (14%)
1 2% from last week 1 2% from last week ¥ from last week v from last week
Poor Calls v Failed Calls
Showing top 5 clusters with issues Showing top 5 clusters with issues
300

Cluster 4

M 00 PM PM 2:45:00 PM 3:00:00 PM 2:00:00 PM 2:15:00 PM 2:30:00 PM 2:45:00 PM
@» Cluster2 @ VNT-CM1A @ Audio Cluster-Hub @ Cluster 1 Cluster 4 @» Cluster2 @ VNT-CM1A @ Audio Cluster-Hub @ Cluster 1
Unregistered Devices All Endpoints ~ Gateways  Media Resources
Showing top 5 clusters with issues. —

2:00:00 PM 2:15:00 PM

2:30:00 PM 2:45:00 PM

3:00:00 PM

) Last Updated at 3:00 PM @) All Clusters

nore




CCUC troubleshooting-> call issue diagnostics

Cisco V
Control Hub

@ Preview the new look

v Drill down of call failure and call quality issues by S _
user-id, calling/called party, failure cause, quality — |.... e R o e
status and more.. o (o

- Troubleshooting

@ Last7Days  09/13/2020 120000 AM > 09/19/2020  11:59:00PM 20 records &
MANAGEMENT
/ CO rre | ate C D RS a n d C I\/l RS for a |Ve n e n d ’[O e n d 2 Users # 4 new call records found in last few minutes. Do you wish to add them to the table? ©Addrecords @ Hide banner
g O Workspaces
Source device Log analysis @ Destination Device Status Reason of failure Call quality ©® Started at Duration
call & boices
" %‘ 00-04-5A65-T7  + Analyze 00-24-79A7-T7 Success None Unknown Nov 04,2020 | 11:50 PM 1 hr 35 mins
88 Apps
b Account W 1232545583 - Analyze  00-24-79A7-T7  Faled  Channel unacceptable None  Nov04,2020 | 11:50PM 1 hr 35 mins
. . . & Organization settings
N ”n Ca n trlgger CO eCtl ng re eva nt OgS ase W 1232545583  Zmins 00-24-79A7-T7  Dropped  Lorem ipsum TR Nov 04,2020 | 11:50 PM 1 hr 35 mins
. . seRvices ; !
O n Ca | | ISS u e fro m Va rI O u S n Od eS ) 1232545583 O Show 00-24-79A7-T7 Success  None Acceptable  Nov 04,2020 | 11:50 PM 1 hr 35 mins
(O Messaging
W 1232545583 4 Analyze  00-24-79A7-T7  Faled  Outof bandwidth (Cisco specific) None  Nov04,2020 | 11:50PM 1 hr 35 mins
) Meetings
%, Calling ¥ 1232545583 O Show 00-24-79A7-T7  Faled  Nouser responding None  Nov04,2020 | 11:50 PM 1 hr 35 mins

3

/ P ro\/ i d e i n S i g h tS if a Va i | a b | e fO r C a U S e Of fa i | U re © Contactcenter ¥ 00-04-5A65-T7 9 Retry A 00-24-79A7-T7 Failed Channel unacceptable None Nov 04, 2020 | 11:50 PM 1 hr 35 mins

2 Connected UC

b a S e d O N | O g a N a |yS | S I Frontine W 00-04-5A65-T7 A Analyze  00-24-79A7-T7  Faled  Call terminated when timer expired...  None  Nov04,2020 | 11:50PM 1 hr 35 mins

& Hybrid W 00-04-5A65-T7 ) Retry A  00-24-79A7-T7 Success  None I Nov 04,2020 11:50 PM 1 hr 35 mins

/ . . . . . Q 00-04-5A65-T7 - Analyze 00-24-79A7-T7 Failed Temporary failure None Nov 04, 2020 | 11:50 PM 1 hr 35 mins
Provide log analysis of various call legs includinga | ~

v Company Ltd ¥ 00-04-5A65-T7 4 Analyze 00-24-79A7-T7 Success  None Good Nov 04,2020 | 11:50 PM 1 hr 35 mins

visual ladder diagram of the call

alealn
cisco



CCUC Troubleshooting Experience

isco
Control Hub

@ Preview the new look  &F

3

isco et
Control Hub

@ Preview the new look

(A Overview
MoNTTORNG

 Analytics

v Troubleshooting

MANAGEMENT
8 Users

@ Workspaces
3 Devices

22 Apps

[B Account

& Organization settings

seRvices
O Messaging

) Meetings

%, Calling

€ Contact center
& Connected UC
4 Frontline

O Hybrid

: Company Lid

(@ Last 7 Days

Troubleshooting

Meetings & Calls Status

Q

Host : John Doe x

09/13/2020

12:00:00 AM > 09/19/2020

Logs

Alerts

11:59:00 PM

20 records

# 4 new call records found in last few minutes. Do you wish to add them to the table?

S

R R

0o ®

Source device

00-04-5A65-T7

123 254 5583

123 254 5583

123 254 5583

123 254 5583

123 254 5583

00-04-5A65-T7

00-04-5A65-T7

00-04-5A65-T7

00-04-5A65-T7

00-04-5A65-T7

Log analysis ®

- Analyze

- Analyze

2mins

© Show

- Analyze

© Show

DRetry A

- Analyze

S Retry A

- Analyze

v Analyze

Destination Device

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

00-24-79A7-T7

Status.

Success

Failed

Dropped

Success

Failed

Failed

Failed

Failed

Success

Failed

Success

Reason of failure.

None

Channel unacceptable

Lorem ipsum

None

Out of bandwidth (Cisco specific)

No user responding

Channel unacceptable

Call terminated when timer expired

None

Temporary failure

None

Call quaity ©
Unknown
Non
[ oo ]
Acceptable
None
None
None

None.

None.

© Add records

Started at &

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

Nov 04, 2020 | 11:50 PM

CLEARALL

&

2 Hide banner

Duration

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

1 hr 35 mins

alealn
cisco

Analyze with T click

R Overview
MoNTTORING

&l Analytics

- Troubleshooting

MANAGEMENT
& users

O Workspaces
3 Devices

83 Apps

(B Account

£ Organization settings

sevices

O Messaging

£ Meetings

% Calling

) Contact center

© Connected UC
Frontiine

O Hybrid

C Company Ltd

List > Global Call ID 438282

SIP - incoming it e s ooser (JUBABMRGHT)  (TSBARY

Meda | Disction S Scpot  Dost Destpot  Suttme(UTC)  Endume(UTC)  Pavlosd Type ssec Packets  Packetioss  Jiter (mesnimax)

Actionable

insights by CSA



Troubleshooting flow with CSA

Ladder diagram Signaling

5022@ciscotac.net
192.168.0.131

10:18:09.465

CUCM 192.168.0.50

INVITE (100 INVITE)

192.168.0.50

10:18:09.467

+SDPver:2 ¢ M@

100 TRYING

(100 INVITE)

A

10:18:09.479
10:18:09.482
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10:18:09.513
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10:18:09.808

1
1
1
1
1
1
1
1
1
1
1
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1
1
1
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1
1
1
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10:18:09.835
1

1

VCS ewayc CMS

INVITE (107 INVITE)

192.168.0.20 192.168.0.71

. +SDPver: 1 ¢ MA@

100 TRYING

(101 INVITE)

) 4

INVITE (101 INVITE)
+SDPver: 1 ¢ MA@

>

100 TRYING (101 INVITE)

INVITE (115201420 INVITE)
+SDPver: 0 @ ¢ m:i:

>,
1
1
1
1
1
1
]
1
1
1

100 TRYING (115201420 INVITE)

>
1

INVITE (115201420 INVITE)

VCS ewaye
192.168.0.200

+SDPver:0 @ ¢ m:i:
1

100 TRYING (115201420 INVITE)

! 403 FORBIDDEN (115201420 INVITE)
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Jabber Telemetry

Telemetry ——

.
.
-"“‘
.
.

& Allow URLs
“:‘9 Install COP (CCUC agent)
Unity
IM&P Connection
@ »
SJO
UCM
=
E:l ans?®
QA+t

.
Lesntt ‘E)?p'ressway

UCM

]
CISCO

TCP 443

metrics-a.wbx2.com/metrics/api/v1/metrics

(- Business-critical calling and )
media stays on-premises.

- Simplified single pane of
glass with insights through
\ Control Hub.

Cisco \Vebex

Control Hub

J

(. Jabber client are connected )

On-premises

to the cloud

- Jabber telemetry available
through the Analytics Jabber

\ tab
jabber-config.xml

Webex® cloud

J

o U WN

<TelemetryEnabled>True</TelemetryEnabled>
<TelemetryEnabledOverCellularData>True</TelemetryEnabledOverCellularData>
<TelemetryCustomerID>customer ID</TelemetryCustomerID>

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Public
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https://metrics-a.wbx2.com/metrics/api/v1/metrics

Jabber Telemetry in Webex Control Hub

Messaging Calling Care Devices Dashboard Jabber

Telemetry data for:

Number of active users

Call, message, screen
sharing volume

Chat type
Video resolution

Client version,
User platform

Inside/outside the
corporate Network

C97-743310-00 © 2020 Cisco and/or its affliates. All rights reserved. Cisco Public No Pl Captured
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The Problem Landscape

Enterprise Branch Enterprise Data Center Internet Hosting/SaaS Provider

aWS salesforce
N1

] Office 365

Traditional solutions designed for DC environments and
on-prem apps

Packet capture

SNMP polling

@ © 1992-2020 Cisco Systems, Inc. All rights reserved.




Adoption Challenges

(Y , Y )
W W

Unable to measure No visibility of internet, Poor communication
SaaS application user cloud and proxy between network team,
experience. networks used to deliver application owners and all
SaaS application. ecosystem partners.

/72N > @
SCANEC PR Ty

& ©1992-2020 Cisco Systems, Inc. All rights reserved. 26




Understand the application and the network together

Time Correlated - :

Internet Insights
* Detection of global network outages
® l|dentification of affected domains

App Experience iy
* Transaction scripting, page load :

HTTP/DNS/RTP Server

®* HTTP Availability, response time,
throughput

Network Metrics
® Packet Loss, Latency, Jitter

Path Visualization

®* Hop-by-hop; multi-point; bidirectional o— —=<C
® Metrics and data per hop o— —
® Integrated Outage Detection

BGP Monitoring o O > S

®* Reachability, path changes, updates

4

@ © 1992-2020 Cisco Systems, Inc. Al rights reserved.




Signaling & Media Testing

O
O HTTPS Server Test
O—"C -
Q >
> AR - Q
o Internet @ 8

Q

housand Eyes= S B webex

)gent Enterprise NetWorR A
N

Firewall

A set of tests per every office location
Agent-to-Agent Network Tests against Webex Cloud
agents hosted within the closest (primary) and second
closest (secondary) Webex DC.

HTTP Server tests against closest (primary) and second
closest (secondary) CB based on HTTP response time
¢ Optional proxy use for Collaboration Bridge

Agent-to-Server Network tests against closest (primary)
and second closest (secondary) MMP based on

network latency

¢ UDP port 5004. Webex uses UDP, but falls back to TCP.
® DSCP 46 to mimic audio or DSCP 34 to mimic video traffic
& ©1992-2020 Cisco Systems, Inc. All rights reserved. o8

RTP (UDP)
Media Test

Ciscoo

webex







Accelerate problem solving with network
visibility across all workspaces

Real-time network path visibility supports drill
down and proactive mediation

Speed issue resolution with single dashboard
visibility across network path, application, &
Webex devices

End to end network connectivity path details hop-
by-hop connectivity

© 2022 Cisco and/

webex control Hub

or its affiliates. All rights reserved. Cisco Public

Network Path 17:46 - 17:47 %

We detected WIiFi issue and 2 nodes quality issues, click each end point to view details.

------- D R (o) ) S Ty S 2 oo SRR SR ©
Name Error Forwarding loss  Avg. Response IP address

Node: cer-edge-22.inet.qwestt.net  ICM: vor 4 96.152.12.193

Node: ae-2.r02.newthl.hk.bb.gin.net D} < S 14.112.24.031

*Requires additional ThousandEyes license







Architektura - Thousand Eves Bot

code hosting
(AWS Lambda)

Cisco Webex Webhook

ThousandEyes&

ALERT RAISED

Response Code is not any error (= 400 or no response)
or Connect Time = 200 ms or Error Type is "Connect"

Test name https://calliope-a.wbx2.com Cloud N
Agent Status
Bratislava, Slovakia Connect Time: 224 ms -

Alert Details

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Public.
weisco
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