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Network is critical!
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Seznamte se s Alexem,
profesionalnim IT spravcem, ktery
Celi problémUm s Wi-Fi. Frustrovany
Spatnym pripojenim hleda Alex
reseni. Pridejte se k nam na cesteé za
vyresenim Alexovych sitovych
problémd...
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1. Moznosti vyuziti Catalyst Centeru
2. Moznosti vyuziti Meraki
3. Moznosti vyuziti Thousand Eyes

4. Moznosti vyuziti Spaces

V pripadé jakychkoliv otdzek se nevahejte ozvat a napsat nam je do chatu meetingu.



Cisco Networking Cloud

Integrating on-prem and cloud operating models

Unified Experiences
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Your Platform Architecture
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Greater simplicity, everywhere, at every scale

© 2024 Cisco and/or its affiliates. All rights reserved.

]
CIsco



Cisco Platform Strategy

Data Powered Insights/ AlOps

. Open API and Integrations
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Networks are More Complex Than You Think

People, places, Access
and things networks

10T

- Wireless
atewa
. BYOD g y

network

Corp devices

Seattle, WA Wireless ;E; ...... .

Network Cloud connectivity Application
services infrastructure & Services

Cloud

Direct
O_JQ\O connect providers

ISP transit

providers

o—- O
o

Mobile
networks VPN

Paris, France DNS
loT
; VDI
Cameras and
sensors Chicago, IL
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Unifying Al Technology for Cisco Wireless

Industry’s Largest Data

Cisco Al Endpoint Al-Driven Al-Enhanced
Security Cloud Analytics Cisco Al Assurance RRM

Al Services

"""" '\ Analytics Cloud J" o

~— 000
Catalyst | | /I|. - - [] Cisco Meraki
Management Center / Q Dashboard
|
| |
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!
Infrastructure .. _ il ;
Catalyst 9800 Series

Catalyst APs

Wireless Controllers CW & MR APs

dlal ©2024 Ci dfor its affiliates. All right d
ISCO an or Its arnliates. r S reserved.
cisco &



Deployment Options
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J \\| Catalyst Center

e’ Meraki

Distributed
On-prem Managed
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Retail & Branch Offices (On-
prem)

* Future Product

el
CIsco

Centralized
On-prem Managed
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Campus network (On-
prem)
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Problém ¢.1: ,Pan reditel se neni
schopen pripojit k Wi-Fi z jeho
soukromeého telefonu. Priorita
nejvyssi, potrebuje si stahnout
fotky!”
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Wireless Troubleshooting using Catalyst Center

- Client Health Dashboard, Client 360 View

el
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Easily troubleshoot client issues
Client 360 displays summary of key issues

Onboarding, Roaming, Connectivity details
including top failure reasons

Event viewer displays event correlating to
issue

Impact analysis can be used to view Top
AP’s, floors, SSID’s and device types
impacted by same issue

Correlation can be used to select KPI’s for
client, AP, WLC and switch

© 2024 Cisco and/or its affiliates. All rights reserved.
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Wireless Troubleshooting using Catalyst Center
- Client troubleshooting is all about correlation

Onboarding Nov 15, 2022 9:57 AM - Nov 16, 2022 9:57 AM  Location: © Select Location ¥ ©

View top failure reasons

Event viewer displays event e 1
correlating to issue

Impact analysis to view 7
devices impacted by the LY . VMWW\AA,_ -

00000 S | ) S ) (O O 00—

same issue

Impact Analysis

Correlation can be usedto @ e

@ Authenticating

4:07:04.585 PM - 4:08:34.656 PM Due to EAP ID Timeout | AP:SJC24-22A-AP30 | WLAN:blizzard
select KPI’s for client, AP 4

WLC and switch

el
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Authenticating

Status:

Details:
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Catalyst Center License: Advantage

. . Catalyst Center Version: TBD
ISE Failures Added to Client 360 56 Version: 3297 &:3.3p3

ISE License: Advantage

e N\
L
© 24 Hours ~ Inteligent Gapture | [ Webex 360 | [ MSTeams 360 |
2:57 2:57,
1P _—— — — — —_ - - — — B ————— e L P m‘-
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T \ \ \ ] \ \
. L
Client Evis M= shim 4= ™ I Wk M= = = i =l T = e m m semw ®
Config Evis : . : g : r :
4p 6p 8p Op 25 2a Ba 10a 12p 2p
Network Timeline @ et tuage @
Sep 25, 2023 4:38 AM - 4:43 AM Onboarding Connectivity Connection Details Major Events
. Status @ Failed RSSI ® - IPv4 Address 10.14.70.110 . . 4:39:53 AM
Cllent Health -I User authentication against the LDAP Server failed - AAA 23
Failure Type AAA See Full List (1 Failure, 0 Succesgls)
“on Failure Reason  Client Connect Timeout o
con
. s | semarsmemi Failure Reasons from
LD AP Server failed

N [~

Summary Sep 24, 2023 8:32 AM - Sep 25, 2023 8:32 AM

= Onboarding failed during Authentication (12 out of 16), due to 'AAA Auth Failure' (12)

+ Onboarding failed (4 out of

+ Poor Wi-Fi experience - hig ISE Failure Reasons are

) +« Poor Wi-Fi experience - lo Clubbed Within AAA
Summary Widget

Connectivity

RF QUALITYO TRAFFIC (D
@ Successiul (58)

@ Failed (186) @ Successful (9)

@ AAA (12) Incomplete (1) 100% 64.56% 100% 89.79%
89 10 SNR Retries Voice Best Effort
Oth 4 AVG LATENCY AVG LATENCY

Attarmnpt{s) * et Attempts(s) e '

Incomplete (15) 0% 100% -- -
RSSI Data Rate Video Background

AVG LATENCY AVG LATENCY

View Details View Details View Details
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Detailed ISE Failures Summary Widget Integration

AAA Failures

(Sent from WLC)

ISE Failure

(Sent from ISE)
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i Global v Bands (3) v SSID (5) v f
Onboarding v Failure Reasons From ISE
\ Top AAA Failure Reasons Top ISE Failure Reasons
Failed Onboarding (321)
& AAA (161) Top AAA Failure Reasons
DHCP (20) Slick a failure reason t
805 Assaciation (40)
Onboarding Attempts
Other (80) Authif Key Xchng Result (56)
Successful Onboarding (484)
N

Onboarding

Failed Onboarding (321)

@ AAA (161)

DHCP (40)

805 Assaciation (40)

Onboarding Attempts
Other (80)

Successful Onboarding (484)

3:05p

age () Totz

BRKEWN-2029

L ] @ Selected Netwe _oAv

@ Global v Bands (3) v SSID (5) v

Top AAA Failure Reasons

L Top ISE Failure Reasons

Top AAA Failure Reasons

@ User authentication against the LDAP Server failed

@ Endpoint abandoned EAP sessionand started new

Expected TLS toacknowledge for PEAPv1 protected termination but received another

message

JII||:I|II|I||I||I

Single AP Connected @ Multiple AP Connected

9:35a 10:35a 3:05p

View ISE Event Trend




Wireless Troubleshooting using Catalyst Center
- Apple, Samsung, Intel Client-side Analytics

- Apple iOS+MacBook Analytics
- Detailed disassociate reasons

- Neighboring APs, BSSID, RSSI
« Enhanced device classification

'
‘ SAMSUNG intel.

+ Samsung Analytics e
- Detailed disassociate reasons
« Enhanced device classification

\\\\\\\\\\\\\\\\\\

- Intel Analytics

‘‘‘‘‘‘‘‘

- |Issue reporting, roam and disassociate reasons %= -
-2 n]

. . o o [ esrosasaces

- Neighboring APs, BSSID, RSSI

« Enhanced device classification

© 2024 Cisco and/or its affiliates. All rights reserved.
cisco / ¢



Wireless Troubleshooting using Catalyst Center
- Intelligent Capture (iCap)

- Client Dashboard =TT

Onboarding Events

. 14 Day Time Travel — =S

« Anomaly Packet Capture,
Data Packet Capture

« Real-Time Client Location

b s g  Bsst (b o . <.-A.u..‘..u-»,‘ 23617 pm “lms
 Client Statistics - = | -
& oice 120720m <t R R Y 4 v epenk

- AP Dashboard
« 14 Day Time Travel =
 Always-on AP RF Statistics .
« On-demand Spectrum Analysis

T ,‘!“.J\(,“ b
W ‘. “:,‘J';J}" Wq\ '”. =
|||||l||, - v
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Wireless Troubleshooting using Catalyst Center
- MRE Workflow — Wireless Client Troubleshooting

- Easily collect client logs
from WLC for Wireless Client Data Collection

troubleshooting Reasoner Inpus

Wireless client on-demand enable/caollect /disable Step 1: Enter ¢
troubleshoot data MRE flow. Cllent MAC acidress

ient information

* Input client, duration,
Metwork Impact: Medium

WLC to setup log 5

 After set duration i — o @
conclusions will have the
data that can be
downloaded for analysis

Troubleshoot Duration (1-30 minutes)*

N
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Problém ¢.2: ,Ze skladu na druheée
strané republiky otevreli ticket, ze
prej se jim nekdy pomaleji pripojuji
ctecky do sité a ze to i obcCas pfi
pojizdéni mezi regalama vypadne ...”
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Catalyst Center - Al-Driven Baseline Dashboard
Pinpoint buildings with clients that have onboarding issues

Basetre Detans

Onboarding Failures

Pain Points
Wireless networks are dynamic and issues triggered with a

static min/max threshold may result in false positives.

% Falled Onboarding Sessions

i

Feature Capability

-
23 2 2
£ 38 s

20

EEREEEEREE N

Customer Benefits

Intuitive View to Pinpoint the Source of Failure
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Catalyst Center - Cisco Al Network Analytics

Feature Summary

m Al Driven Issues

Discover and Root Cause network risks and
anomalies from the Al-generated baselines

13 KPIs: Onboarding & Throughput

© 2024 Cisco and/or its affiliates. All rights reserved.
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e > lIssue Instance %

Excessive failures to connect - At least 11% increase in failures on SSID-c9800AP11AC in Global/North America/USA/California/San
Jose/SJCO1/FIr-SJC1-1.

Open v == Edit Issue Settings

Potential Root Causes
Problem

Impact Network Causes Failed Distribution Failed Percentage Failed Count

Root Cause Analysis

Suggested Actions AAA failures: AAA-related errors observed, please verify the specific authentication failure reasons on the AAA server logs.

Add KPI
°

A Jan 24, 2021 12:00 pm

sied Ont . ar Event ®
42.25%
2 ao% Predicted Upper 23.24%
H dicted Lower 10.38%
&
>
£ 20%
i e
I
0%
06:00 09:00 12:00 15:00 18:00 21:00

Probable network causes

A Jan 24, 2021 12:00 pm @ H AAA Auth Fall @ Similar Event @ Issue

15 4 17.00
E 10 _—

35 \/

B ’ M
. g k/\/\/\/—\ S

06:00 09:00 1200 15:00 18:00 21:00
. o Evert. ®

A Jan 24, 2021 12:00 pm

06:00 09:00 12:00 15:00 18:00 21:00

# DHCP Timeout
@ s




Catalyst Center - Cisco Al Network Analytics

Feature Summary

= Cisco DNA Center Assurance - Trends And Insights . Netwerk Heatmap Q @

Period Bussng K BAND ViEw BY

February 2020 Global Client count - T [ R

SUMMARY

137  APs with zero client per radia 0 APs with more than daily average 50 clients per radio
| e W O r e a I I I a S February 26, 2020 was the day with the highest average Client count in your network in the
selected period

Is this heatmap helpful? o) GF

Feb 14, 2020 Daily Average

3 cliets

Optimize AP Performance across the network ‘o
through visual exploration of performance KPls :
- .

Client count

F S APdaly average

Showing radios Radios i | apecray
1-100 of 1854 ‘your network.

=

28.31 chents

RP-claw 5GHz
Busiest radio

AP-05YQ
. &3
+E AP-rEzA

pe AP-clsw

Ea
=
o L =
17 KPIs: RF & Application - e
=" R, AP-HPXA m 00:D7:71:64:F3:68
4 AP-mbMo m SGH
AP-NsIN
=
Ro-euany E
AP-aWBg EA
AP-BDSZ Ea
AP-pW3A
oo AP-PYVE %
AP-0UTg
AP-0jil ﬂ
APy E3

AP-05YQ

AP-5u0Q
AP-kKOK
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Catalyst Center - Al-Driven AP Performance Advisories

Identify APs with Potentially Poor Client Experience Over the last 4 wesks

APs 3 & Machine Learning. Those

High Co-Channel
Interference

High Co-Channel Interference High Client Activity High AP Density

High Client Activity

High AP Density

I Selected period: Wed, September I9th 2021 - Wed, October 27th 2021 v

Radios with co-channel interference and channel utilization higher than the reference, Radios experiencing higher client activity than the reference, possibly indicating the Radios with transmission power lower than the reference, possibly indicating a
possibly indicating a sub-optimal channel plan need to review the network capacity in these areas. mismatch between the RF settings and the actual deployment density.

' Impacts Impacts Impacts

9 184 3 116 2 54

Radios Endpoints Radios  Endpoints Radios Endpoints
Top 3 APs Affecting Client Experience Top 3 APs Affecting Client Experience Top 3 APs Affecting Client Experience
SF015..20-03 SF015..24-01 SF015..24-02 AP9124_2 AP9130_1 AP9105_2 S$CJ01..130_2 SCJ01..130_3

Low AP Density

Radios with transmission power higher than the reference, possibly indicating a lower
than optimal deployment density.

Impacts Low AP DenSity
18 9

Radios  Endpoints

Top 3 APs Affecting Client Experience
AP9124_2 AP9130_1 AP9105_2
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Problém ¢. 3: ,Kluci z IT oddéleni
maji problém s novyma loT
senzorama. Neslo by to néjak
nachytat??”
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Introducing OTA Sniffer with Intelligent Capture
Capture All Packets on AP Supported Bands from 2.3.7!

Perform OTA channel packet capture from anywhere in
your wireless network remotely.

Diagnose wireless roaming, non-roaming, and any other issues
at the channel level.

© 2024 Cisco and/or its affiliates. All rights reserved.
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Intelligent Capture OTA Sniffer Topology

Serving AP

Cisco Catalyst Center 0 WLC e Neighbor AP
Enable OTA Sniffer for an AP Converts AP or AP’s radio to

or its radio, and channel to sniffer mode and channel to
capture on T capture on
A T | S O
'J &,
Download OTA PCAP from Cisco OTA PCAP Data sent to Cisco Catalyst Center through direct
Catalyst Center gRPC Connection with TCP Port 32626 D
|
CEEE———
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Next Level Serviceability with the OTA Sniffer Capture

Intelligent Capture can now capture ALL packets on a defined band from 2.3.7

Start OTA PCAP on Client or AP 360 Define Radio and Band to Download the OTA PCAPs Directly on
and Select Up to 2 APs Capture and Start it! the Page!

™ ~ )

Client Packet Capture * Client Packet Capture i

OTA Sniffer (7) OTA Sniffer (i)

Select Neighboring Access Points

Select up to 2 APs for OTA Sniffer capture. An optimal AP (RSSI strength + radio
type) neighboring AP-1 has been selected by default,

Select Radio, Band, Channel Width and Channel

AP-1

MAC Address: 00:00:5e:00:53:af
Global/ San Jose/ Building 4  Floor 1 v 2022 06:40 PM &

Select Sniffer Mode: @ Radio Mode (O AP Mode s Packet Captures
Other APs are OTA Sniffer s Data
o o ‘a .
[ o d Candidates 1 (Client Count: 2) “
o - PCAP Initiated On (Page / Name / MAC) Sniffer AP (Name | MAC) First Packet Time Duration {him:s) size Download
AP-3 =
Band AP 360 / AP-1 [ 00:00:5e:00:53:af AP-1/ 00:00:5e:00:53:af Mar 1, 2022 11:11:11 PM 1:10:55 1GB &
Select a Band v AP 360 / AP-1 [ 00:00:50:00:53:0f AP-2 / 00:00:58:00:53:bf Mar 1, 2022 11:11:11 PM 1:10:55 168 +
Client 360 / Client-1 / 00:00: AP-1 3:af Mar 1, 2022 11:11:11 PM 1:10:55 1GB R
L] . AP-2 AP 360 / AP-3 / 00:00:5e:00:53:bf AP-1/00:00:5e:00:53:af Mar 1, 2022 11:11:11 PM 1:10:55 1GB +
MAC Address: 00:00:5e:00:53:af
@
X Q Select Sniffer Mode O . Radio Made @) AP Mode s
. v Radio
- b G 1 (Client Count: 2, v
AP Client is @ ¢ ) N J
Connected to .
an

<= 5 y

Sniffer Type: Serving Radio Sniffer Type: Serving Radio Channel Width

Supported Bands: 2.4/5 GHz Supported Bands: 2.4/5/6 GHz 80 v
AP Model: 4800 AP Model: 9136

RSS! to AP-1: N/A RSSI 1o AP-1: -72 dBm Channel

Client Count Per Radio Client Count Per Radio 106 v
Radio 0 (2), Radio 1 (5) Radio 0 (1), Radio 1 (3), Radio 2 (0)

Floor: 1 Floor: 1

\ J . J
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Problém ¢.4: ,Uz zase musim
preladovat kanaly na APCkach, to
konferencni centrum ve vedlejsi
budove nam byl Cert dluzen ...”
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Al-Enhanced RRM is Al that Powers RF Optimization

Provides Users with Better Wi-Fi and Admins with a Better RF Management Experience!

Instantaneous visibility Proactive optimizations

Al Cloud
Al-Enhanced RRM algorithms

Actionable
m insights @

Al-based
Anonymized data and
RF data events

|/|(| Catalyst Center RRM control
—@ Center

. : Assurance and Automation populated
1 . i - J
) @ Decisions

configured
RF dat
. . . P ata 4 N via Cisco Catalyst
Network infrastructure Center
Performance Automation

= = Catalyst 9800 & Fabric-Enabled Switches

\ Wavel, Wave 2, Wi-Fi 6/6E APs
. . - J
o -~ - .
N @ Exceptional Al-Enhanced
~— wireless experience!

) L0

= —

=
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Al-Enhanced RRM is Al that Powers RF Optimization

We’ve created a new enablement workflow that doesn’t require admins to
manage their network configurations on Catalyst Center!

Enable Al-Enhanced RRM Select the newly designed workflow

cloud access in Settings and deployment option!

E Configure Al-Enhanced RRM @ Al Enhanced RRM

CISCO Al Ana|ytlcs Deploy Al-enhanced RRM with ar without -
provisioning your wireless controllers and access <>,
points, —
Al Network Analytics
Al Network Analytics harnesses machine learning to drive intelligence in the network, empowering administrators to .
effectively improve network performance and accelerate issue resolution. Al Network Analytics eliminates noise and Wireless e N\
false positives significantly by learning the network behavior and adapting to your network environment /
|/| | | Cisco Catalyst Center
Q Enable Al Network Analytics
-
A

AI-ENHANCED RRM o 4 )\
Provides sophisticated closed-loop optimization of your radio network based on historical data, while delivering Enable Without Device Pro\nsmmng (:j Network infrastructure
visual insights into why and how. Al-Enhanced RRM delivers macro level suggestions for config optimization and the Cisco Catalyst.., 9800
ability to apply these within minutes. Al-Enhanced RRM is applicable to sites running Catalyst 9800

This flow enables Al-Enhanced RRM without provisioning Series Controller

your wireless controllers or access points. -

Wave 2, Wi-Fi 6/6E APs
A\ This feature can be enabled only if Al Network Analytics is enabled. \ J
If you do not want Cisco DNA Center to manage the
configuration of your devices, choose this option.

2

© 2024 Cisco and/or its affiliates. All rights reserved.
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Software and Hardware Support Matrix
for Al-Enhanced RRM’s Workflow for Assurance-Only Deployments

Cisco 10S XE WLC Software Cisco Catalyst Center Software and Licensing

2.3.7.4 (Patch 2)

with DNA Advantage License

17.9.3 or newer (17.12.1 recommended)

Cisco Access Point Hardware

Wave 1, Wave 2, Catalyst Wi-Fi 6 and 6E Access Points

Cisco 10S XE WLC Hardware

C9800-CL

C9800-L

C9800-40

C9800-80

© 2024 Cisco and/or its affiliates. All rights reserved.
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Problém €. 5: ,Hmmm ... Wireless
jsem zkontroloval, ten je v
poradku ... ze by byl problém s
WIRED infra?”
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Catalyst Cen

Catalyst Center

er — Network, D

- oy

- -y
p S L S L S
- - -
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evice and Client Health

Version: 16.6.2  Role: ACCESS

s: Non-redundant  Uptime: 49 d

Last 24 hours s

All Domains

View Details

00p

Connected Network Device: APODEB.D510.3F18

6/10

Client Health

Last Known Location: Global/North Ame

WA A MV MINAMWWAMY, AMAM A

Onboarding

Status @ Passed

Path Trace

Overall Network Client Application DeVIC e 3 6 O
() Global “~ Last 24 Hours ~
i ] ;
10/10® Switch LA1-3850-CSW-1.corp.local
i i Device Model: WS-C3850-24XU-E  IP Address: 10.30.255.100  Software
Network Devices Wir
LaTEST 82% Healthy TOTAL: 113 LATEST]
12113 18 28133 71a 31/38
. ‘Ul
* : 10:00p 11: 4:00a 6:
= = = ox = Wir
Core Distribution Access Wireless  Access
Controller  Point )
LATEST
\ v v ¥ v v v v v
a0 . .
4o Issues Physical Neighbor Topology
£ ap
View Network Health
v lIssues (1 ) May 16, 2018 10:11 pm
9100 oliver
- 0 e p Device
Vian110 g
© 0 Android-asdafecrosadafef Total occumences: 168
Device: Android-Motorola Model: -- Version: -~ MAC: 7C:46:85:20:80:A3 1P

Device Info Connectivity

Fabric

May 16, 2018 9:30 pm

Resolved Issues

hd Physical Neig hbor Topology Last Updated: 05/16/18 10:11-11 pm £ Refresh

0




Catalyst Center — Issues, Events

Clsco ! nEBIaN BOLIGY PEOVIL = Cisco DNA Center Assurance / Dashboards / Issues and Events Q ® a o
ssssss v Events
Dashbaards -
Open Issues = 5l
=
uuuuuuuuu
- - =
B 1 1 1 | [ B B i
I C . Events (2741) ()
Catalyst Center
2 d - Category Type [ Devices [EEIERES Switch: 2736 Wireless Controller: 1
| I /Il- | Exp!
./ : Q  Filter Tabi v

Total Opan: 4598
0 Selected

b O s 00 ses e vsemesd mwewss oeows e
0 & Warning Jul 19, 2022 10:04:13.977 AM - HUB-MPLS Device Event
O & Warning Jul 19, 2022 10:04:00.477 AM - Branch-3-Gateway Device Event
(] [ ] Warning Jul 19, 2022 10:03:59.721 AM «» Branch-1-MPLS.cisco.com Device Event

.Eis .E‘E (] [ } Warning Jul 19, 2022 10:03:59.710 AM - Branch-1-INET Device Event
RRRRRRR Show Records: 10 (1]

- Issue Insights with Guided Remediation Actions (Customizable
el ) (trigger, severity, location), Can be generated by Al tools)

il - Events are syslog/trap/telemetry data sent to Cisco Catalyst Center
ceee Viewable in context for device/user 360 or globally, Event Analytics



= dube DNA Center

Assurance / Dashboards /

Issues and Events

@ O |

,Q Zdenek v

Issues v Events Event Analytics - Preview

@ Global/Prague/PRG0O7 24 Hours ~~

11:30a
Router
Switch
Wireless Controller
AP
Third Party Device
Wired Endpoints
Wireless Endpoints

Events (20) ()

Devices Endpoints

Category Type

Q) Filter Table

0 Selected

Event Name Status
Authentication Started
Authorized Success

Authorization Success

Authentication Started

Authorization Failed

O J|joyj]oc 0o o 0O O
o | | &6 ¢ o o

Authentication Started

+ @ Authorization Failed ERROR

>

>

Nov 28, 2023 12:23:10.725 PM
Identifier ¥ 00-50-56-B7-66-2B
Additional Info
Severity Error
Event Type TDL
Message Text
Mnemonic FAILED
Facility AUTHC
Connected Device Name % C9300-E2.enprglab.local
Location Global/Prague/PRGOQ7
Audit Session Id 2E65A8C00000000FOBA3F708
Connected Interface GigabitEthernet1/0/2

Failure Reason

Connected Device Events (i)

* Switch: C9300-E2.enprglab.local

Q) Filter Table
Event Name Status Severity
RBM:SGACLHIT . Info
RBM:SGACLHIT . Info

Client Authentication failed (DOT1X)

Timestamp ~

Nov 28, 2023 12:38:10.349 PM

Nov 28, 2023 12:38:10.349 PM

Client not capable of dot1x OR Client has not responded to webauth redirect page

TDL | Connected Device: C9300-E2.enprglab.local | Connected Interface: GigabitEthernet1/0/2

+15 mins ~  Nov 28, 2023 12:08 PM - 12:38 PM

+15 mins
+30 mins ) Export 4%
+45 mins
Y
+1 hr
Event Type Device IP
Syslog 192.168.101.46
Syslog 192.168.101.46



Catalyst Center — Issues, Events
Event Analytics from 2.3.7

Syslog Messages @

10/18 7:15 PM 10/18 8:45 PM

mellad

10/18 11:00 AM

1,400 : ‘ : :
Lllljllllzllll‘llllzllIlzllllél
iy M 3PM 4 PM H

- Event Analytics aggregates and

HIGH (sev. o, 1,

: g I [ [
processes event data, extracting ﬂmﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂ
relevant metrics and generating

8 PM 9PM

10/18/2023 8:00 PM-10/18/2023 8:15

o ° h f I I ° TOTAL EVENTS ® HIGH SEVERITY ® MEDIUM SEVERITY PM J
I n S Ig t u a n a yt I CS ° > Show Analytics 56K 1.2K events 31K events Total Events: 1,380
High Severity: 10
b T e ° ° Medium Severity: 763
« Intuitively navigate from millions

of events to specific sites, devices  reachabiliy Transiions o

10/18 11:00 AM

. 1 + i T 1 10/18 7:15 PM 10/18 8:45 PM
or events of interest e EEEU RSN R AR R e N
:?/;ﬁ/l ‘12 PM 1 PM 2 PM 3 PM .A PM .5 i _S
; PM 7 PM 8 PM 9 PM

. Correlate & compare trends & I =
patterns across events & O

network domains

TOTAL EVENTS ® UNREACHABLE ® REACHABLE « 10/18/2023 8:00 PM-10/18/2023 8:15

> Show Analytics 1.9K 688 events 927 events . M .
Total Events: 1,172
Unreachable: 380
Ping Reachable: 150
Reachable: 642

© 2024 Cisco and/or its affiliates. All rights reserved.
cisco / ¢



Catalyst Center — Network Reasoner / Machine Reasoning
Engine (MRE)

Interface " GigabitEthernet1/0/13" is down on network device " SF-D9300-2"

* MRE runs through the troubleshooting steps

/

¥

Catalyst Center

dl

_.l—

Automated Cisco expertise brought to your network through the Network Reasoner
to proactively evaluate your network, or to reactively diagnose complex problems.

Supported Issues - Interface down, Layer 2 loop, High CPU, Power Supply Failure, Wired Client
\Uthentication Failure due to MAB/802.1x, Client DHCP reachability issue, PoE device flagged faulty

© 2024 Cisco and/or its affiliates. All'righ

el
CIsco



= Cisco DNA Center

Issues v~

Events

Most Impacted Areas by Issug

#h San Jose

437 P1 | 2285 Open

All

P1: 490 P2

Total Open: 2571

(1 Search Table

Priority =

P1

P1

P1

P1

P1

P1

P1

P1

P1

P1

46 Records

Issue Type =~

Fabric Devices

WLC unreachab

Fabric Devices

Switch unreachd

Fabric Devices

Fabric Devices

TCAM Utilizatiof

Fabric WLC to M

Interface Conne|

Layer 2 loop sy

Status: v B

Device
Role
Time
Location

Potential Root Cause

Problem Details

Root Cause Analysis MRE

Assurance /[ Dashboards / Issues and Events
Layer 2 loop symptoms  Issue Instance

P1 Host flaps observed in 1 VLAN(s)

=z SFO13-D9300-1 &

DISTRIBUTION

Dec 6, 2023 11:47 AM

Global/North America/USA/California/San Francisco/SFO13
MAC_FLAPPING

Root Cause Analysis = View All Network Reasoner Tools

Reasoning Activity Conclusions (1)

() Loop detected on VLAN 31.

Index = VLAN Device Id Device
a977ab34-2b6d- SFD13-
0 31 442e-880c- D9300-
ff09¢3971ba8 1
057165c6-6e44- SFO13-
1 31 4eba-al181- D9300-
952afadfcadb 2
057165c6-6e44- SFO13-
2 n 4eba-al181- D9300-
952afadfcadb 2
21bd59ac-deaf- SFO13-
3 31 4ee8-al78- A3850-
dae04d1655¢c0 1
21bd59%ac-deaf- SF013-
4 31 dee8-al78- A3850-

dae04d1655¢0 1

INITIAL ASSESSMENT

1

Port

GigabitEthernet1/0/13

GigabitEthernet1/0/13

GigabitEthernet1/0/24

GigabitEthernet1/0/24

GigabitEthernet1/0/23

VLANs in the Potential Loop

Q ® @a O

Issue Profile: global 7= Edit Issue Settings

3 Ports in the Potential Loop

Last Run By User: Dec 6, 2023 11:47 AM O



Catalyst Center - Security Advisories / Machine Reasoning

Engine (MRE)

= Cisco DNA Center

Home [ Cisco Security / Security Advisories

a Cisco Security Advisory

@ Your feedback helps us, help YOU. Were the scan results useful? :'_"1 :\_j

Multiple Vulnerabilities in Cisco Wireless LAN Controllers

Security Advisories (1) ros  Advisories -

OVERVIEW (D)

Catalyst Center Advisories (573)

Y Filter

Advisory ID Advisory Title

cisco-sa-20090727-wilc

Cisco Wireless LAN Controller Unauthorized Access

cisco-sa-20160113-wic
! Vulnerability

cisco-sa-20190828-iosxe=rest= Cisco REST API Container for 10S XE Software

auth-bypass Authentication Bypass Vulnerability

Cisco Adaptive Security Appliance Remote Code

cisco-sa-20180128-asal
= Execution and Denial of Service Vulnerability

Woice Vulnerabilities in Cisco 10S and Cisco Unified

cisco-sa- 20070808-10S-voice —
Communications Manager

Multiple Vulnerabilities in Cisco Wireless LAN Controllers

Advisory ID: cisco-53-20090727-wlc CWVE-2009-1164 * Download CVRF
First Published: 2009 July 27 16:00 GMT CVE-2009-1165 | Download PDF
@ CRITICAL 5| Version 1.1: Final CVE-2009-1166 £ Emai
Workarounds: See below Mere...
CVSS Score: Base 10.0, Temporal 87 @ CWE-399
CWE-94
Summary
cvss|

Multiple vulnerabilities exist in the Cisco Wireless LAN Controller (WLC) platforms. This security
advisory outlines the details of the following vulnerabilities:

« Malformed HTTP or HTTPS authentication response denial of service vulnerability

« SSH connections denial of service vulnerability

« Crafted HTTP or HTTPS request denial of service vulnerability

« Crafted HTTP or HTTPS request unauthorized configuration modification vulnerability

Cisco has released software updates that address these vulnerabilities.

This advisory is posted at: htip://tools.cisco.com/security/center/content/CiscoSecurityAdvisory
{cisco-5a-20090727-wic

) S oy
- L o ES
The Cisco Product Security Incident Response Team (PSIRT)
recommends Cisco Security Advisories and Alerts.
p S L S L S
BB <

Some of the presented features available within CX Cloud Service contract

© 2024 Cisco and/or its affiliates. All rights reserved.
cisco / ¢

The Security Advisories Tool uses these recommended
advisories,

scans the inventory within Cisco Catalyst Center and finds
the devices with known vulnerabilities.




Problém C. 6: ,,Hele ty pobocky jsou
néjaké divné. Nechces tam zajet a
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Radio settings
Overview RF profiles RRM

‘) Enable

Al-Enha

Al channel planning . . . :
n 0 APs were affected by disruptive RF events in this network.

Download historical report

Busy hour option minimizes changes during the most active hours of the day

Schedule (UTC-7)

E) The estimated busy hour for this network is 14:00 to 13:00

- Wireless > Radio Settings > RRM

« AI-RRM option will upgrade traditional RF
management into Al-Enhanced, Trend-
based RRM

- Transmit Power Control
« Dynamic Channel Assignment
- Dynamic Bandwidth Allocation

 Flexible Radio Assignment option became
available on AI-RRM

« Busy Hour and Al Channel Planning continue
to work with AI-RRM engine

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public




Let’s Investigate!

Today, dashboard can be used to manually capture live network traffic to diagnose network
connection issues related to client roaming or association failures with APs. -

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public



Al Packet Capture

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public



PCAP + Root Cause Analysis

Correlate automatic packet capture with root cause analysis in the client connection timeline.

May 29
13:09:22

® Client HD-2-Rack-4-Client-13 had a failed connection to SSID blizzard on access point SFO22-1-AP02 during

authentication because the client did not provide credentials.

SNR @ V RADIUS SERVER MERAKI R

N (COD
EAPoL timeout

5448 173.36.144.158

Download packet capture View in packet viewer

RADIUS server not responding

The configured RADIUS server 36.144.158 was not responding to valid RADIUS authentication

requests on VLAN 100, causing client devices to fail authentication.

Evidence o Recommendations

RADIUS Response Rate of 5% for VLAN 100 shows the server
was not responding to client authentication requests.

* Check that VLAN 100 is tagged on b d SSID.

+ Check that the upstream switch port is configured to pass
traffic with VLAN 100
RADIUS RESPONSE RATE ON VLAN 100
» Check if the RADIUS server 173.36.144.158 is blocked in the
firewall rules for SSID or any ACLs of an upstream

device.

» Check the RADIUS server 173.36.144.158 is configured with
the correct IP on b ard SSID. Review steps to configure

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public




Upgrade to MR31.1.1 firmware to simplify operations and improve your network's
performance using the latest Al tools!

—

= Simplicity

11 1

O Proactive
m_lé Management MR 31.1.1

Released May 21, 2024

Network Bi Release notes
Optimization

{ 52 Operational




MS Device Health

Visibility into switch health metrics

CPU and Memory utilization details
SW35 & @ oniine

MS355-48X el:cb:bc:a3:03:48 Summary Ports Health L3 routing DHCP Event log Location Tools
System resources ©
E]
©
Lagunite W . :
CPU © Poor Memory © @ Fair
125 PPS Packets dropped Processed packets by protocol Protocols Dropped Processed 30.6 MB outof 34 M8
A7 12% last day
N 90%
400 PPS Packets processed W ARP 15 5
woodville 7 14% last day “ W LAcP 100 220
959 utilization (D [ ™
( —‘ B Management 4] 20
Address & B osPF o] 20
500 Terry A, Francois Blvd, San Francisco, CA Dropped 125
94158 PP W s 10 10
Processed 400
Device uptime B Others 0 25
35d 17h 2m
Last device boot  Sep 30 16:00:43 (PDT)
Last boot reason  View in event log
Documentation 7

Temperature ©

£3 System temperature w* MT sensor temperature ¥y Regional temperature @

102 °F & Good 89°F @& Good 70 °F

)

© 2024 Cisco and/or its affiliates. All rights reserved.
cisco / ¢



Cloud PCAP

Streamlined packet captures with a cloud-hosted option

I cictcoptures

S - — Scheduled Captures
Packet Captures How copt Schedules  Stored capt P

Mew capture Schedules Stored captures

I €l Searct B sohaddiples
Switch [[] schedule name Username Start time (UTC-B) Frequency End tima (UTC-E)
[ Closet 2.2.4 - | [ schedulet tomyoicisca. com Ot 20, 2023 08:20 Decurs every Tuesday Jan 20, 2024 08:20
Ports |:| Bchedule 2 COpCR a0, o Oct 12, 2023 0820 Coours on day 1 of every month Mov 24, 2023 0820
[ 2.8 ] [ sehesuls3 davidz432@gmail.com Ot 12, 2023 0820 Onca =
Output D Schedule 4 Ijyigmailcom Oct 12, 2023 0820 Cocurs on day 1 of every manth Mow 24, 2023 08: 20
[ Save 1o chasd w ] |:| Schadule 5 davidzA32@gmail coem Ot 12, 2023 0820 0o —

[ sehesuies onyCEcisa.com 0112, 2023 0820 Oocurs on day 1of every month Moy 24, 2023 08:20

Duration (secs) (0

e ]

Capture filters Packet Captures
‘ Mew capture  Schedules  Stored captures StO re d Ca pt ures

View axamphe filters [ 0 Sea | [ Fittar - ] 124 caplures
File name
D Time [UTC-8) Hamna Swiitch [ Ports Usarmams Status Ouitpist Ty ps SOl e Packof 4ize  Packet coumt
[ cdefault file name here> ]
|:| dusg 20, 0500 Capture nama Closet 1.2 11 1342 cisco com 8 Saved to cloud Hreaming topdump  Aubo caplure by KMersid cloud 3.2 \a8 1183
Commants (] susg 20, 025 Meraki-appliance Closet 2.2/3  Meraki tech support @ Savedtocioud  raw peap Savidza32gmall.com 4.5 bl 2513
{ aill Bele s
) : : |:| dupg 20, QB2 Packots 2 Closet 1.2 11 bonyeECasCo.com 9 Failed Hreaming topdump  Auto caplure by Menski cloud 3.2 paB ph[-x]
i ]
|:| Musg 20, 0B:1E Packots 1 Closat 2.2 13 liHavicisca com 8 Saved to cloud LW peap dvidrd 12 @grmail com 4.5 pag 2.2

© 2024 Cisco and/or its affiliates. All rights reserved.
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Cloud Packet Analysis

Packet capture | for swicres - |

5

i
CIsco

Global Overview

Organization
Eh v

Hetwork

Lab ~

Network-wide

Cellular Gateway

Security & SD-WAN

Switching

Wireless

Cameras

Sensors.

Insight

Organization

Access Manager

New capture Stored captures

& New capture

Lab - switch-MS130-12X-UL_IF-1

Coming Soon MS17

Filter Expression... Apply | Clear
No. Time Source Destination Protocol Length Info
1 0.000000 10.20.20.24 8888 ICMP’ 102 Echo (ping) request id=0x4aed, seq=52310/22220, ttI=200 (reply in 2}
2 0.048701 8888 10.20.20.24 IcMP 102 Echo (ping) reply id=0x4aed, seq=52310/22220, ttl=248 (requestin 1)
4 0.943479 oMeraki_e2:e2:57 CiscoMeraki_4f.00:02 ARP 80 Who has 10.20.20.254? Tell 10.20.20.24
5 0.844279 CiscoMeraki_4f:00:02 CiscoMeraki_e2:e2:57 ARP 64 10.20.20.254 is at 00:18:02:4£:00:02
6 1000088 10.20.20.24 8888 ICMP 102 Echo (ping) request id=0x4aed, seq=52311/22476, tt1=200 (reply in 7)
7 1049868 8888 10.20.20.24 ICMP 102 Echo (ping) reply id=0x4aed, seq=52311/22476, tt1=248 (request in 6)
n 2.000331 10.20.20.24

3.000267 10.20.20.24
3.043653 8888
18 4.000464 10.20.20.24
19 4.048162 8888
20 5.000530 10.20.20.24
2 5.049599 8888
23 6.000752 10.20.20.24
24 £.050019 8888
27 7000787 10.20.20.24
28 7046101 8888

» Frame 12: 102 bytes on wire (816 bits), 102 bytes captured (816 bits)
~ Ethernet Il, Sre: CiscoMeraki_4f:00:02 (00:18:0a:41:00:02), Dst:
> Destination: CiscoMeraki_e2:e2/57 (bc:db:09:e2:e2:57)
> Source: CiscoMeraki_4f:00:02 (00:18:0a:41:00:02}
Type: 802.1Q Virtual LAN (0x8100)
~ 802.1Q Virtual LAN, PRI: 0, DEI: 0, 1D: 20
000. .... ... ... = Pricrity: Best Effort (default) (0)
0 ... = DEL Ineligible
... 0000 0001 8100 = ID: 20
Type: IPv4 [0x0800)
Vi

~ [

0100 .... = Version: 4
... 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: 0x00 (DSCP: CS0, ECN: Not-ECT)
Total Length: B4
Identification: 0x0000 (0)
000. .... = Flags: 0x0
.0 0000 0000 0000 = Fragment Dffset: O
Time to Live: 248
Protocol: ICMP (1)
Header Checksum: 0x946d [validation disabled]
[Header checksum status: Unverified]
Source Address: 8.8.8.8
Destination Address: 10.20.20.24
> ISource GeolP: US, ASN 15169, GOOGLE]
> Internet Control Messaae Protocol
i

© 2024 Cisco and/or its affiliates. All rights reserved.

10.20.20.24

8B88
10.20.20.24
8888
10.20.20.24

8888

10.20.20.24

8888
10.20.20.24

coMeraki_e2:e2:57 {bc:db:09:e2:e2:57)

102 Echo (ping) request id=0x4aed, seq=52313/22988, tt1=200 (reply in 14)
102 Echa (ping) reply id=0x4aed, seq=52313/22988, ttl=248 (request in 13}
102 Echa (ping) request id=0xdaed, seq=52314/23244, ttl=200 (reply in 19}
102 Echa (ping) reply id=0x4aed, seq=52314/23244, tt=248 (request in 18)
102 Echo (ping) request id=0x4aed, seq=52315/23500, ttl=200 (reply in 21}
102 Echo (ping) reply id=0x4aed, seq=52315/23500, tl=248 (request in 20)
102 Echa (ping) request id=0xdaed, seq=52316/23756, tt1=200 (reply in 24)
102 Echo (ping) reply id=0x4aed, seq=52316/23756, ttl=248 (request in 23)
102 Echa (ping) request id=0xdaed, seq=52317/24012, tti=200 (reply in 28)
102 Echo (ping) reply id=0=4aed, seq=52317/24012, ttl=248 (request in 27)
- W...0.
F1m]
000 2h924aedcc58fesa [+ X

ff aaee d0 010078 2a 56 f 00 0D 00 00 00 00
0000000000000000 0000 0000 00 0000 00
000000 0000000000 00000000 00000000
00 00 00 00 00 00

Packets: 120 - Displayed: 120 (100.0%)  File Size:12.7 kB Duration: 29.004s @

Squint!

Then let’s chec
a demo

k out
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Global Overview

Organization
Eh v

Network
Lab v

Network-wide
Cellular Gateway
Security & SD-WAN
Switching

Wireless

Cameras

Sensors

Insight
Organization

Adaptive Policy

el
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Packet Capture Analysis

The packet capture analytics tool looks for 4/10 categories of possible issues in your
packet capture. Please note that even if it does not show any issues in the results
below it is only reporting on Rogue DHCP, ARP, ICMP and DNS issues.

Q Search Dashboard

Packet Capture Analysis Summary DHCP © @ Noissues
Tests summary DHCP Transactions completed
Protocols

© 1protocol with issues Multiple DHCP servers seen
DHCP

© Noissues

ARP

© lissue ARP © © tissue

ICMP

© Noissues ARP Requests have rupogos
DNS

© Noissues
MAC address summary ICMP © © Noissues

These MAC addresses appeared in at least one of the
- Missing ICMP responses
00:¢0:17:¢5:01:61 00:18:0a:41:00:02
Constant ICMP client failure

Device summary

These devices appeared in at least one of the failed tests

© 2024 Cisco and/or its affiliates. All rights reserved.
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potreba ji drzet oddélené.”

Image generated by Al

el
CIsco



Network Performance

Usage and clients [AII clients v ] [ ® Lastday v ] [ Applications v ]

1.2

1
08
06
04
0.2

0 Gb/s

14:00 16:00 18:00 20:00 22:00 04:00 06:00 08:00 10:00

Applications

Application Group Usage Usage % ~

— Usage 2.84 TB (4439 GB, 12.41TB)

@ Encrypted TCP (SSL) - 17.3GB 15.6%

Clients E"
%

@ Facebook o 1%

@ Google Services

@ Sharepoint

=

CPU utilization

Average signal quality © i snr -

s0a8

sl

1500 200 0300

Average wireless latency o

Altraffic | Slowest Clients

120ms

1500 2100 o300

Channel utilization ©  interference ~

12:00 Applications details A
X
Top devices
Name Model # Clients Usage % Usage
SJC23-32A-AP18 C9136 127 262.43 GB B 8.57%
SJC23-32A-AP37 Cwa166l 72 108.81 GB 5 3.55%




Health Information

Connection health ©

Excellent ‘

Failed clients

45 /1127 woox

Organization Summary nNew

Devices
Switches 3 wotal = Access Points 40 total
All Al
Online @ Online &
Networks
(® Usage and clients over the last week
[ Q ] Status v Network Type v Tags 3 networks
[0] Name Usage Clients Tags Switches
] C9800-40 5S0 787.8 MB 17 CLOUD-MON-DEMO Q1
L] C9800-80 S50 12.23GB 18 CLOUD-MON-DEMO 01
o €9800-L 5SSO 155.33 GB 17 CLOUD-MON-DEMO Q1

'y Alerts

C9800-L SSO

[ M See alerts for all networks 106

CONNECTIVITY

o AP stopped communicating with WLC 97
70:f0:96:0a:48:e8
Apr 28, 2024 08:57 PDT

68:49:92:75:¢6:80
Apr 28, 2024 08:57 PDT

68:49:92:75:b7:80
Apr 28, 2024 08:57 PDT

View all

Time to connect

0.39 s w01

Expected <55 ©

Network service health ©

Excellent ‘

DHCP ServerIP Al IPs v

RADIUS success

98 % o change

DHCP client connection attempts by SSID

‘ -

Roaming

0.03 s ~o:

Expected < 3s O

DHCP success

85% v ax

DHCP failure reason codes

el
CIsco
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Great News — Roaming Analytics

0 Bad roams -] 0 ping peng clients 1 suboptimal roams ] 5 Good roams L] 0 client disconnects (<]
Roaming status
Sun.Sep.1 Mon Sep.2 H || H
T hour
Mon Sep 2 9:30 AM 9:45 10
Roam time v - - -
AP-2pat-3802i Q
)
AP-prizemi-9166i o) A4 Q
oo @
AP-zasedacka-3802i [e2e) o
Active connection | Good roam Suboptimal roam | Bad roam
Roaming event log
~ -~ Roam time RSSI SNR N N
# (@) Origin AP to New AP (ms) (dBm) (dB) Band (GHz) Start time Duration [
1 © AP-prizemi-9166i > AP-prizemi-91686i 24 -52 43 524 Sep 2, 9:15 AM 2m 20s
2 © AP-prizemi-9166i » AP-2pat-3802i 33 -78 17 245 Sep 2, 9:51 AM 35m 55s
3 © AP-2pat-3802i - AP-prizemi-9166i 7 -68 27 525 Sep 2, 9:51 AM as
4 © AP-prizemi-9166i > AP-zasedacka-3802i 7 -52 43 5235 Sep 2, 9:57 AM 5m 53s lance Roa m |n g Tlmeline
5 © AP-zasedacka-3802i -» AP-prizemi-91686i 8 -68 27 535 Sep 2, 9:57 AM 46s —
6 © AP-prizemi-9166i » AP-zasedacka-3802i 263 -41 54 535 Sep 2, 10:00 AM 2m 22s
HISTOT y Sep 14 23750 to Sep 15 23:50 »
SSID ACCESS POINT BAND CONNECTION STEP STATUS PACKET CAPTURE
All SSIDs v All Access Points v All bands v All connections e All statuses v All v
Sep 15 ® Successful connection to SSID ICS for a few seconds on access point AP-2pat-3802i.
17:53:23
BAND SNR ©®
ScH:z 2248
Sep 15 ® Roamed from access point AP-2p-9120E then had a successful connection to SSID ICS for a few seconds on access point AP-2pat-3802i.
11:51:52
BAND SNR @ TIME TO CONNECT
AL L
'Cll S.CIO. © 2024 Cisco and/or its affiliates. All rights reserved. SGHZ 22 dB L 370 ms




Wireless models supported at launch

Py CW9166
— CW9164
se. cwotes  o1o0
C9800-80 CW9162
C9800-40
C9800-L
C9130  C9117
? C9124  C9115
6 C9120  C9105
IOS XE 17.12.3 and higher
AP4800
I0OS XE 17.15.1 or later N AP3800
s AP2800
AP1562

9800-CL support end of CY24

isco and/or its affiliates. All rights reserved
cisco / ¢



Cisco Wireless Troubleshooting Tools (DevNet)

4

el
CIsco

DevNet

CIsco

Overview

Wireless Troubleshooting Tools

Wireless Config Analyzer Express
- WCAE

WLAN Poller
9800 Guestshell scripts

WiFi Hawk

Wireless Lan Config Analyzer -
WLCCA

9800 Traces to ELK - Github
9800 Telemetry Pipeline - Github
Wireless Debug Analyzer

WLC Config Converter BETA

WCAE

Wireless Config Analyzer
Express - Engine

Wireless Config Analyzer

Documentation Learn v

Technologies ~ Community ~

Documentation » All > Wireless Troubleshooting Tools

Wireless Troubleshooting Tools

In order to help people in the field, doing Wireless networks troubleshooting and RF analysis, the WNG Escalation,

Events

SIGN UP FREE

TAC and Development teams have made available several tools to facilitate some of the most common tasks.

New! WCAE GUI (updated July-24)

9800 Guestshell scripts

Cisco Support Assistant Extension

(CSAE)

WiFi Hawk (updated Feb-
23)

Wireless Debug Analyzer

AireOS to Meraki

Translation

KPI Dashboard - New Tool!
(May-24)

Wireless Detector (updated
May-23)

WLAN Poller (updated June-24)

© 2024 Cisco and/or its affiliates. All rights reserved.
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These are the currently supported platforms

Models Firmware
|OS-XE 17.3+

Catalyst
9200/L/CX
9300/L/LM/X

Licensing
9500 Adva ntfage
Essentials
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Most Correlated Visibility In One View

Time Correlated -

App Experience
» Transaction scripting, page load

HTTP/DNS/RTP Server
« HTTP Availability, response time, =
throughput 5

Scope and Domain 5) (6) 6
* Geo, HTTP phase, errors ) 0 3 3

Network Metrics
» Packet loss, latency, jitter

Path Visualization

* Hop-by-hop; multi-point; bidirectional
» Metrics and data per hop
 Integrated Outage Detection

BGP Monitoring
« Reachability, path changes, updates




How ThousandEyes Collects Data

Enterprise Agent

Lightweight agent deployed
to customer sites and data
center locations.

» W
vmware \ﬂ Appliance

CISCO == Micr%soft
Hyper-

|||||||||
> CISCO o+ AWS A\ Azure 3

a

Cloud Agent

No installation required.

376 internet connected
vantage points.

J

Endpoint Agent

Pushed to end user laptop
or desktop for last mile
visibility.

i

BB Windows '

@ chrome

e &




Syntetické hlasové volani

el
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Current Test

£ Views

RTP Stream

Target Agent
C9300-FiaB-PLZ01

Map Table

Agent

C9300-E1-PRG0O7

C9300-E3-PRG07

C9300-E2-PRGO7

Settings [/} Agent
Demo_CZE_Voice_RTPStream_PRG-2-PLZ

v C9300-E1-PRGO7
Metric
MOS -
24h 7d 14d
15:00 18:00 21:00
Apr7 Apr 10

Showing data from Tue, Apr 19 10:55 - 10:57 CEST (2 minules ago

Date (CEST)

2022-04-19 10:55:30

2022-04-19 10:55:30

2022-04-19 10:55:30

Target IP

192.168.139.57

192.168.139.57

192.168.139.57

mMos 1t

I 4.24

I 4.31

I 4.34

Packet Loss (%)

2.6

1.6

1.13

G.711 @ 64 Kbps

G.711 @ 64 Kbps

G.722 @ 64 Kbps (WB)

G.722.1 @ 24 Kbps (WB)

G.722.1 @ 32 Kbps (WE

6.723.1 @ 6.4 Kbps

] 4.36

EF (DSCP 46)

AF 11 (DSCP 10)

G.726 @ 32 Kbps AF 12 (DSCP 12)
G.729a @ 8 Kbps AF 13 (DSCP 14)
RTAudio @ 27.8 Kbps AF 21 (DSCP 18)
RTAudio @ 45 Kbps (Wi~ AF 22 (DSCP 20)
SILK @ 36 Kops W)~ AF22(0SCP22)
AF 31 (DSCP 26)
AF 32 (DSCP 28)
Discards (%)
0
0
0

Run Now w o Save ("1 Share
I Average MOS [ C9300-E1-PRGO7
5
w
0
06:00 09:00

| 1.

1 |

Apr 16 Apr 19 ‘
4 » Latest-+

Latency (ms)

<1

<1

<1

PDV (ms)

Received DSCP
EF (DSCP 46)
EF (DSCP 46)

EF (DSCP 46)

© 2024 Cisco and/or its affiliates. All rights reserved.




Page Load

Current Test Settings [Z Agent
SIA-Web-PageLoad *  Allagents v Open New Views  Run Now v £ Save ") Share
£ Views Metric
Page Load Time - Map  Table  Watertall (retsisve, iovess
Page Load 24h 7d 14d [
HTTP Server f ’ o
P —
e —
Overview e
Path Visualization
i@ me = =il OESEEmmE 8 88 28 2 (| e
15:00 18:00 2100 - ‘
BGP Route Visualization T DL T TIPSO —— Otyeet Response Code  Domain Provider  Slom(MD)  Walertat & e ———
l ) - . - - - i 200 randens] .o oUmX 1008 [ e
- o DL 200 [eaders] .. CQuwax "a -~
os s o,  MODMat]  jceweos  Cowt. 1213 == .
A Mg 200 Memters) e - EQUNIX 78 ;e o
Target URL o . e 200 eaters] - ECUWX 3081
X ~ Showing data from Mon, Mar 13 12:00 - 12:04 CET (4 m nuies a00) e b2 200 pressens] TR UM 8082 - oo~
hitps:/iwww.sia.ewlen Ujbocawep.. TODushs]  cpsvrk  Cwdt. M9 — -
U ONdeB.  MOpustes]  cincookelss.  Ciudl. 44 [ ]
4 ASOKSN 200 Pramters] i cookielne  Cloust 18 I
. 20 pisasens] guoglets Gosge . W4T e eee———
Map Table Waterfall B R o e S— -
L meybos.  MODweten]  oicowte. Cowt. 168 E— e
fomog  MOpwedn]  wwwsam  EOUNX 404 _--u
£ 19200760 . 200 Hantees] v EQuwX 3839 . ~
Details agents € amowe . XO[uewn]  wwsvaes  EQUNX 12 _-—u
Redng | g 700m . 200 piesters) s ECux e o m Ll
3 A 200 leatens] e a0 EQUWIX 53 ., |
£ e 520 00 Plesders] o va o ECUmIX e ]
K oW 580 . 20[esten]  wewsams  EQUNX 14D ] "
DOM Load Time [l 1383 ms €00 XODhets]  weesaes  EQUNX 288 _-——m
Som Mpusten]  komgooges.  Googe . 09 .
o e 200 [wacters] fonts googies. . Google o3 e |
PageLoad [N n 1 e s gl A P
Time Map Table Waterfall & mge Y E— tousx 243 N
(D@aC. 200 [Handers] fortagusice..  Cooge . 193 [ T
Agent Date (CET) Total Wire Size (kB) Throughput (kbps) Objects Component Errors DOM Load Time (ms) Page Load Time (ms) §
Dubal, United Arab Emirates 2023-03-13 12:00:55 1533.7 1512 45 0 3016 tm 6158
Cairo, Egypt 2023-03-13 12:00:52 15331 044 a4 0 1673 = 5365
Bratislava, Slovakia 2023-03-13 12:00:13 1631.9 8448 43 0 1162 e 2869
Warsaw, Poland 2023-03-13 12:00:00 15326 6068 a4 0 1017 £ 2280
Prague, Czech Republic 2023-03-13 12:00:09 15326 6184 a4 0 855 @ 1797
Mitan, Italy 2023-03-13 12:01:08 15326 22704 a4 0 574 ] 1617
el
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Test Templates

el
CIsco

cisco

Cloud & Enterprise Agents

i

Event Detection

Views

Test Settings

Agent Settings

BGP Monitors
Mg Endpoint Agents >
Q Devices >

Z3 Internet Insights >

B+ Dashboards
A Alerts >

& Integrations

c(: Sharing >
[3] Account Settings >
ThousandEyes ® 2024 Privacy

ThousandEyes& ‘ Cloud & Enterprise Agents

Template for testing the network or a device on the network

V)

Webex Meeting Trending
A comprehensive template for monitoring your Webex...

a Certified | Best practice guide

Lo

3

Atlassian

Templates related to Atlassian services
Expand group v

Concur

A simple template for monitoring ‘concursolutions.com ;...

=

7
Google

Templates related to Google services

Expand group v

©

OpenAl

Template for testing a web application

(e

Zoom
Templates related to Zoom services

Expand group v

aws

AWS Console

A template for monitoring AWS Console; includes Network,...

| | FIVG.;

2
Five9
Templates related to Five9 services

Expand group v

=

[
Microsoft

Templates related to Microsoft services
Expand group v

(=

Salesforce

® B® Q6 | Q e

Template for testing a web server or APl endpoint

ServiceNow Trending

Template for monitoring your ServiceNow instance

lbox

Box

A template for monitoring Box; includes Network, DNS, and...

®

GitHub

A template for monitoring GitHub; includes Network, DNS,...

Okta

Template for monitoring your Okta instance

© 2024 Cisco and/or its affiliates. All rights reserved.



Publicly Known Analysis

e https://www.thousandeyes.com/blog/microsoft-outage-analysis-january-25-2023

* Crowdstrike:

. I

how reported the problem, where it
was. We con see the number of reports,
for exomple, for Europe is relatively
high compared

VYPADEK POCIYACOVYCH svsﬁnu ZASAHL | muv PROGLEMY HLASI TREBA LONDYNSKA BURZA.,

© 2024 Cisco and/or its affiliates. All rights reserved. _
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https://www.thousandeyes.com/blog/microsoft-outage-analysis-january-25-2023

Integration

Assurance Overview Dashboard

s
K N © Microsoft365 x )
'housandEyesd>
] Applications A Far 10 & s B2N00 “Zpts lestda)
M 1 © #pp.acme.com = 1isu 63/100 +23pts
O Internet @
eraKki Assurance P——
1 100/100 No chang
Integration S ==
© Asana 5, 100/100 No change
© Salesforce & 100/100 No change
~

Per-Application Health with oo (“soptcaons °

active probing <@ > 0 ov.scmocom

12 clients potent/ally impacted

Visibility beyond the WAN . e )

Single Client Dashboard qam

© Box.com

© aws.acme.com

Differentiate internet or
application server issue

. N See all applications
Current client connections o

4
L] _’Q _.0 + -] ”
O --e-- |=|e—0—18 3|8 —0—7 |3 16—0—88 |+« oo
g - - + 0o g
DONVO-M-9RGV SFO12-5-AP21 SFO12-WIFI32 CORE1 SFO12-MX1 Applications

Integration with both network &
single-client workflows k.

s r b / alth © . Q
= ‘{sco Catalyst Center / e 3 ¢ L pominik
Overall Network Client Network Services v Applications. SD-Access Al Analytics
ThousandEyes<> Enterprise Agent Tests (4) & Export {8
Q) search Table 7
Packet Loss (%) Jitter (ms)
Test Name ~ Test Type Target Test Interval Device Name LastUpdated  Hof Active Alers  Test Failures (1) Latest  Average  Latest  Average L
Demo_CZE_Throughput TCP_PRG- Network - €9300- 2h
Agent to C9300-FiaB-BTS05:49153 5 minutes o ours 0 0% - 11.42 -- 0.43 -
BTS E2.enprglablocal  ago
Agent
Demo_CZE_ThroughputTCP_PRG- Network - . h
Agent to C9300-FiaB-PLZ01:49153 5 minutes e300 an hour 0 0% - 11.64 - 0.32 -
PLZ E2.enprglab.local ago
Agent
Demo_CZE_Voice_RTPStream_PRG- Voice -
-C2E_Vvoice. | = - 1
RTP €9300-FiaB-PLZ01:49152 5 minutes 9300 3 hours 0 0% o o -- -- 1
2-PLZ E2.enprglab.local ago
lllllllll . X . i Stream
cIsco © 2024 Cisco and/or its affiliates. All rights reserved.
Web - Anann PV T
4 Record(s) Show Records: 25 v 1-4 <@ >




Al

Assistant

Conversational Interface Leading the way with Cisco Unified AlOps

Background

Use Case

el
CIsco

reporting (Lacks domain expertise)

Al Driven Conversational Interface

Proactive - Summarize and Highlight the Network Problems upfront
Guided, Suggested Intents listing

Network Expert System — LLM that integrated with Cisco/Meraki
Extension using RAG

Extensible — Can Learn a new intent and tasks
Multi-domain Ready — Combine multiple domains

Task-Oriented - Each Intent to accomplish specific
tasks

Unified AlOps - Support both Meraki Dashboard and Catalyst Center
Customers

© 2024 Cisco and/or its affiliates. All rights reserved.

Conversational Ul is replacing CLI and GUI search

Level 1 Network Support Engineer, e.g., Responsible for monitoring and first responder to incidents and

Xample show me falled clients

Here's the page you requested. You can navigate to it from:

lWireless > Monitor > Overview

show me the access point with highest channel utilization

channel utilization, 37.23% in the 2.4 GHz band. Let me take you to

CA-CP-APO02, form Foothill - wireless network shows the highest
the RF details page of CA-CP-AP02.

let me know failed clients

Here's the page you requested. You can navigate to it from:

Wireless > Monitor > Qverview




Problém ¢.X: ,Posilaji nam zase
néjaké penize na vylepseni
kancelare. Co s tim budeme délat?,,

Image generated by Al

el
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u MazeMap
ﬁ py Pointr Firehose API
Gsas
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Connector
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I WebEx

Dynamic Gateway

And more
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Jaké jsou moznosti?

Building
Floor
Zone

el
CIsco

\

Building
Floor
Zone
Room

© 2024 Cisco and/or its affiliates. All rights reserved.
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U
® T

Building
Floor
Zone
Room

O —

Increasing accuracy — with caveats!

Building Building Building
Floor Floor Floor
Zone Zone Zone
Room Room Room

Desk Desk




Jak to vypada?

PATH
17-August-2023 to 15-August-2024 between 12:00 am and 11:59 pm | 1NP

@® Focus Area

135208

® Floor/Zone

44.8% 1pp
25.4% NP
19.9% NP
5.5% 3NP
4.4% 2PP

WENT TO

PP 47.4%
=
o
-4
w
w
s
8
NP 27.3%
NP 14.6%
NP 5.8%
4 oo
VISITORS ol VISITORS 5 VISITS i AVG DWELL TIME 50
17-August-2023 to 15-August-2024 between 17-August-2023 to 15-August-2024 between 17-August-2023 to 15-August-2024 between 17-August-2023 to 15-August-2024 between
12:00 am and 11:59 pm 12:00 am and 11:59 pm 12:00 am and 11:59 pm 12:00 am and 11:59 pm
35,343 35,343 506,236 4HOURS
Total Visitors Total Visitors Total Visits Avg Dwell Time
97 1387 NA
B 41% 59%
Daily Avg Visitors New Visitors Repeat Visitors Daily Avg Visits
VISITORS TREND 2? VISITS TREND 2

17-August-2023 to 15-August-2024 between 12:00 am and 11:59 pm | CME | All SSID

@ Total 35,343 @ Daily Avg 1252

2%

# OF VISITORS

& W o

3 2 W
W o o

b o

17-August-2023 to 15-August-2024 between 12:00 am and 11:59 pm | CME | All SSID

@ Total 506,236 @ Daily Avg 1387

# OF VISITS

et o

o
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&« Create Density Rule RULE NAME: Desity rules

Choose any or all of the options that apply to your rule below

SENSE

When people are seen on camera v and count v is more than +

The rule will trigger when 1 min density counting of the number of connected devices in specified area.

LOCATIONS - Where do you want the rule to fire?

At any of the following locations

+ Add Locations

Please select at-least one location

Filter by Metadata
Further filter your location pool by including or excluding locations by metatags

SCHEDULE

[[] Set adate range for the rule
Only apply rule for the selected date range

4

Thingsee PRESENCE

Sensor Details Occupancy History Map Location

Last ~
T MAX TIME OCCUPIED L MIN TIME OCCUPIED AVG TIME OCCUPIED

1 hour, 49 minutes 28 5 minutes 32 minutes 14 seconds

seconds

12:00 AM 02:00 AM 04:00 AM 06:00 AM 08:00 AM 10:00 AM 12:00 PM 02:00 PM
2024-08-09

As of Today @ 21:11 pm

© No Motion Detected @ Presence Detected -- Data N/A

08:00 PM 10:00 PM 12:00 AM
- 0/24 hr occupled

202«0e-1o | - 2+ 1 cccie

2024-0e12 | - ¢ cccie

2024-s-1o | -/ o5

202-0e-1+ | - 2+ oo

v+ | - - - - - -~ - - - yT—

™ T

SCHEDULE

ACTION

Business user once in 15 minutes

CISCO i

]




Cisco San Francisco SFO12
4th Floor

2 4 Meeting Rooms ‘
on this floor

. Anchor Steam
) (e ..

~B
V
Collaboration device in this room
Find available meeting Rooms

Roo

C

Room Finder

Data Source: Webex

11:55PM Roor
A
Later today: co,
Floor Occupancy:
| 12AM RoO
Cisco Spaces + Meraki Wireless
2AM
Roo
. . 4AM
Indoor Air Quality:
Aml
6AM
A
Temperature: Humidity:

Want to use this room?

Put it on hold for 3min. while you make
your way to it.

§ 72°F o 54%

Data Source: Meraki / Webex

here Am 1?7 @ Reset Map

n cisco

Powered by : < SPACES \‘ webex b
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Environmentalni
mereni
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9 L
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FERRRERRRRRRRRRGREDY
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Jaké jsou moznosti?

4 N\ loT BLE Device Sensor Telemetry

Air quality
v Sensor Information
(@) Battery () @ Device Clock (D)
‘)

4 88 % 25°C Apr 12th, 2022 07:33:33

: el PM

FERelils Updated at: Apr 12th, 2022 08:03:38 Updated at: Apr 12th, 2022 08:03:38
CISCO \ PM PM
W

Updated at: Apr 12th, 2022 08:03:38

PM

i
N ——— - )t Double Tap (D) @ Acceleration ()
18+ hrs 18+ hrs Coordinates Sensitivity
X,Y.2) 16
v f : (-4, 3, 63)
Updated at: Apr 12th, 2022 08:03:38 Updated at: Apr 12th, 2022 08:03:38
PM PM

Updated at: Apr 12th, 2022 08:03:38

\ / PM

BLE Devices

© 2024 Cisco and/or its affiliates. All rights reserved.
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{ Back Edit Rule
Eﬁf loT Explorer v

Q Use Cases

{ﬁ} Users

@ Temperature Rise

% Log the Event

s 23° Celsius

Add R

& Environmental.. v

AR QUALITY (D
ENVIRONMENTAL ANALYTICS

] Overview
Do Air Quality

| Ambient Noise
@  Humidity

ﬂ; Temperature

{é} Settings

HUMIDITY ()
| Floors

28
26
24
22

18
16

FLOORS

14
12

08
06
04
02

@ Excellent @ Good

@ Moderate @® Poor

® Bad

40-60 >60
RANGE

AMBIENT NOISE (D

TEMPERATURE (O

FLOORS

28
26
24
22

18
16
4
12

08
06
04
02

1
Total Floors

@ <40db
® 50-70db
® >85db
20-25 >25
RANGE

L)\ Search

Rule Conditions ~ Actions

~, You can choose only one parameter per rule. Create a new
i
“ rule to enable additional parameters.

Temperature change

[ Temperature Rise

Trigger this rule when temperature rises by a specified
amount

@ Temperature Drop
Trigger this rule when temperature drops by a specified
amount.

@} Temperature in Range
Trigger this rule when temperature is within a specified range.

@ Temperature Outside Range

Trigger this rule when temperature is outside a specified
range

= Sensor Not Heard

Trigger this rule when sensor is not heard.
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Déekujeme za Vasi pozornost

Nasledujici Tech Club webinar:
1.10. Cisco Services — moderni sluzby pro Vasi moderni IT infrastrukturu

V nasledujicim Tech Club webinari se zamérime na oblast Cisco Services a ukdzeme Vam, co vSechno
dokazou sluzby Cisco prinést pro zefektivnéni operativnich Cinnosti a zjednodusSeni Zivota pro zakaznika.
Zacneme rychlym opakovanim zakladu, ale hned poté se dostaneme k predstaveni moderni sluzby CX

Success tracks.

Prednasejici: Pavol Michalik a Michal Navorka

Registrovat se mlzete na oficialnim webu Cisco Tech Club webinare
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