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Disclaimer

In varying stages of development and will be
offered on a when-and-if-available basis.

This roadmap is subject to change at the sole
discretion of Cisco, and Cisco will have no
liability for delay in the delivery or failure to
deliver any of the products or features set

forth in this presentation.

/ Some of the features described herein remain \
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Customers are rapidly
adopting Cloud Managed
Networking

Projected YoY growth in global Customer networks managed
NaaS market 2023-2030 by the Cisco Meraki Cloud



https://www.fortunebusinessinsights.com/network-as-a-service-market-106700

Cisco has reimagined data
center design, procurement,

and operations




Introducing
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C | S C O N eXU S Cisco Nexus Hyperfabric
yperfabric

. Pods of plug-and-play Cisco 6000
Design, deploy and operate on- leaf-spine fabrics Series switches

premises fabrics located anywhere

Easy enough for IT generalists,
application and DevOps teams

Outcome driven by a
purpose-built vertical stack

Deploy Validate Monitor Upgrade Collaborate
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Use
Single global GUI / API endpoint for all owned fabrics
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C | S C O N ex U S Cisco Nexus Hyperfabric Al
Hypertabric - o

On-prem Al Infrastructure
- -

Pods of plug-and-play Cisco 6000
leaf-spine fabrics Series switches

High-performance Cloud-managed
Ethernet operations

Unified stack Al-native
including NVAIE operational model

Democratize Al Visibility into
infrastructure full stack Al
VAST Storage
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N H o Pre-configured, cloud-managed networking for AVAILABLE
DAL Inljfidniel ehiie Cisco 6000 switches JANUARY 2025

. Pre-configured, cloud-managed networking, AVAILABLE
Nexus Hyperfabric Al compute, and storage, partnered with NVIDIA MAY 2025
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How It

Plan, deploy, manage
ploy 9 afeenfes

Cisco 6000 series switches

||°°° || ||<,°° ||
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Self discovery / standards-based
Always-on telemetry
Assertion-based monitoring

Purpose-built for optimized for ease of use
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Complete

network while

fabric designer
equipment ships

Scalable, globally distributed multi-tenant
cloud service
GUI, mobile, and API access

for smart remote hands
visibility
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Day 1
®)
Plug in and

register to
fabric

1 B
CIsco

Validate Day n

IO

Ensure Monitor,
deployment upgrade &
matches collaborate from
design anywhere

e Cisco 6000 series
* Boots from cloud

D » Full visibility & control from the cloud




Software

Cloud SaaS controller:

Continuous delivery model: always up-to-date

» Continuous delivery of new features and software
updates to the production cloud service.

* No user testing or software maintenance required

Fabric: SJC20
w20 _ Leaf12-Pod2.8JC20.cisco.com
Running version: 2023.12.04.b876(GA)

LTS Release:
2024.01.07.b898

O Latest GA Release:
2024.04.12.b1034
Schedule Upgrade

- On-prem switch software

Cloud-delivered Software Upgrades: User-Driven Update Schedule

- » Schedule firmware updates

» Software rollback support

* Intelligent sequencing of fabric upgrades
Iéllls'éloh © 2024 Cisco and/or its affiliates. All rights reserved.




Flexible

Deploy any fabric, anywhere

-switch fabric
-switch fabric
-switch fabric -switch fabric 240 host ports
“A Fabric of 120 host ports
Mesh /
spine-less |
fabrics

. or 4-way spine, leaf
spine, 2 leaf Nearly 2000 host ports

DC fabrics
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Cisco series switches

Leaf: HF6100-60L4D

Spine/Leaf: HF6100-32D




Hyperfabric is not a data center fabric: it is an OPERATIONAL MODEL driven by cloud

Hyperfabric is designed to rethink network automation from a top-down model, and is
designed to work like cloud laaS

Hyperfabric is about creating an ABSTRACTION MODEL for the network that is consistent
and scalable.

Hyperfabric is about building a supportable and repeatable fabric architectures - no
snowflake fabrics

Hyperfabric is about building and reinforcing value in the CONTROLLER/SERVICE and not
the hardware/NOS.

Hyperfabric is designed to leave legacy features behind wherever we can (Hyperfabric will
never have feature parity)

Features implemented consider the COST to deliver as a service via cloud
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Fabric Blueprints are created in an organization

Initial Blueprint creation involves the following:

]
Cisco

Fabric Name: Can include a text description, as well as
Address, Location, and a Tags for automation

purposes.

Switches/Cabling/Optics: You select the switch
hardware, desired cabling, and optics based on the
supported combination. You can choose to allow for
multiple fabric connections between switches.

Topology: Choose the desired switch topology based
on the deployment requirements.

© 2024 Cisco and/or its affiliates. All rights reserve: d.

Pre-release Image  Subject to change

Create a fabric

Name your fabric *

‘ Demo 01

Description
Address Location
Tags

Add

DEFAULT MODEL FOR BLUEPRINT DEFAULT CONNECTIONS FOR FABRIC

Chassis model PORTS

|, (Default model) % | Cabling Pluggable

| (Default cable) ® | (Default plug)

() Use multiple cables for links between spines and leaves. Note that this will reduce
the number of supported leaves per spine device.

Spines (max 8)

(-8

Leaves

)8
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Organization

Business Corp,

Fabrics

Inventory

Connectivity

Insights

Administration

€ Fabrics
Demo Fabric 1

i @ Good: 6 @ Software updating @ Pushing configuration
Inc

Summary Inventory

Assembly list  BOM calculations

4 results

Q search

Pre-release Image  Subject to change

Q | Q usr@emaicom
Business Corp, |

2 Switch to edit mode

Spinel  New

BEsssssss=ss===== ...

PID: HF6100-32D
+ 32x 100/400GbE QSFP56-DD
+ 128x 100GbE via 400:100 breakout

Power supply 2

Item

PID

Status

Quantity

1500W AC power supply

Serial numb Fantray 6

Item

C9K-PWR-1500WAC

PID

New

Status

2

Quantity

Catalyst 9500X front to back
(port-side intake) cooling fan

Optics for assigned ports 2

Item

C9500-FAN-1U-R

PID

New

Status

6

Quantity

Ethernet1_1

Ethernet]_2

QSFP-100G-AOC3M

QSFP-100G-AOCIM

1

Spine2 New

Leafl New

Leaf2 New

© 2024 Cisco Systems, Inc.
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Pre-release Image  Subject to change

' Nexus Hyperfabric

& Fabrics

emo Fabric

Organizatior
'ganization © Good:6 @ Software updating @ Pushing configuration

Business Corp, Inc

Summary  Inventory
Fabrics
Inventory

Assembly list  BOM calculations

Connectivity

& Download .csv

Insights

BOM Calculations
Administration
Part number Description Qty deployed Qty required

HF6100-32D 32x 100/400GbE QSFP56-DD, 128x 100GbE via 400:100 breakout 2
HF6100-60L4D 4x 100/400GbE QSFP56-DD (16x via 100GbE breakout), 60x 10/25/50GbE SFP56 2
HF6100-32D-SVC Service 4
FT-XXX01234 Fan tray

PSU-XYZ-PE Power supply (port exhaust)

QDD-400G-DAC3M 400G Passive Cable, 3m

QDD-400G-AOC3M 400G Passive Cable, 3m

© 2024 Cisco Systems, Inc. Privacy policy ~ Terms of service
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Pre-release Image  Subject to change

il Nexus Hyperfabric Q searcn

& Fabrics

Edit port connection for tsim-fabric-leaf0 Demo Fabric 1

Organization
Goodie @ Software updating @ Pushing configuration
Business Corp, Inc ° ° pdating  ® Pushing config

Summary  Inventory
Fabrics.

Select optics To switch

Inventory
Assemblylist  BOM calculations  Cable map

Pluggable ©® Connectivity

QDD-400-A0C15M Portinterface Jnsiahts

tsim-fabric-leaf0 Source Destination

®——  Plug type
Port interface N/A

Administration Device Port Connector Pluggable (PID) Plug type Fiber type + grade Plugtype  Pluggable (PID) Connector Port Device

Port role Spinel Ethernet11 QSFP56-DD QDD-400G-SR4.2-BD MMF (multimode) + OM3 QDD-400G-SR4.2-BD QSFPS6-DD Ethernet1_1 Leafl
Cable type
AoC

Fabric Spinel Ethernet1_2 QSFP56-DD QDD-400G-SR4.2-BD MMF (multimode) + OM3 > QDD-400G-SR4.2-BD QSFPS6-DD Ethernet11 Leaf2
Spine2 Ethermetil  QSFPSE-DD  QDD-400G-SR4.2-BD & MMF (multimode) + OM3 QDD-400G-SRA2-BD  QSFPSE-DD  Ethernetl2  Leafl
Portrole

Fab Spine2 Ethemeti2  QSFPS6-DD  QDD-400G-SR4.2-BD MMF (multimode) + OM3 QDD-400G-SR4.2-BD ~ QSFPS6-DD  Ethernetl2  Leaf2
abric

Spine2 Ethernet116 (breakout)

4004 ® ]][ N/A v ] [ 400G ~ ] [ DAC v ] 9 results Resetall Ememaif1  GSMPSSDD  GOD-4000-6R42-80 € i utimosn) soM3 ODD-000-SRAZED  GSFPSEDD  Ethamety

Ethemeti16.2 QSFPS6-DD  QDD-400G-SR4.2-8D MMF (multimode) + OM3 > QDD-400G-SR4.2-BD  QSFPS6-DD  Ethernetl.1

- Etherneti 163 QSFPSG-DD  QDD-400G-SR4.2-8D & MWME (mutimode) + OM3 QDD-400G-SRA2-8D  QSFPSE-DD  Ethernatll
PID Plug type Max speed Cable type Length Description
Etherneti 164 QSFPSG-DD  QDD-400G-SR4.2-BD MMF (mutimode) + OM3 > QDD-400G-SR42-BD  QSFPSS-DD  Ethernatll

QDD-2Q200-CU3M N/A 4006 DAC M Preterminated breakout cable — il = @

QDD-400-CUTM N/A 400G DAC ™ Preterminated cable
QDD-400-CU2.5M N/A 4006 DAC 2.5M Preterminated cable 0) [EIERGEEREe ¢
QDD-400-CU2M DAC 2M Preterminated cable
QDD-400-CU3M DAC 3M Preterminated cable
Progress Cu—
QDD-4ZQ100-CUTM DAC ™ Preterminated breakout cable
QDD-42Q100-CU2.5M DAC 1.5M Preterminated breakout cable fapleview
QDD-4ZQ100-CU2M DAC 2M Preterminated breakout cable v SPO1wLFOT

QDD-4ZQ100-CU3M DAC 3M Preterminated breakout cable

eanse; “

SPO1 = LFO2

Privacy policy  Terms of service

Connect QDD-400-CUXM to
SPOY, Port 2.

Connect QDD-400-CUXM to

LF02, Port 1.
Fabric link established successfully.

SP02 = LFO1

SPO2 < LFO2

]
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Assign the switch with
management IP address/mask (IPv4/IPv6)

Gateway
DNS
and if needed, proxy

Methods of initial configuration
Via management port / console -> dialog-based configuration

Via USB stick with configuration attached on first boot
USB stick can contain configuraition for multiple devices

DHCP




Connectivity via
Management port
In-band
Proxied via another switch in the same fabric
One is enough, more is better, montitored via assertions

Forward proxy support with HTTPS decryption/inspection
Approve proxy certs on the switch
HTTPS within HTTPS




VXLAN BGP EVPN

IPv6 IP unnumbered uplinks

All of the underlay is managed by Hyperfabric, no CLI, no direct visibility

VRFs supported
VNI assignement - auto or manual
SVI for VNI’s, anycast GW




Tests on configured entities/features

Prevents alert storms

Latched assertions




VLAN to VNI mapping
VLANS are port-significant

MLAG - EVPN ESI

Loop prevention via STP
all leaf switches are participating in the same L2GSTP
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https://cisco-demo-coe.navattic.com/9d1084d

Static routing
BGP

Routed interfaces and subinterfaces supported
VRF aware
Multiple sessions in multiple VLANs supported

No dynamic routing on SVIs, static only

No L3 multicast within fabric




. . ; nobody@cisco.com
wlual Nexus HyperFabric (Alpha) Q search | 2 Marke“"%

Detections (1 of 1)

nobody@cisco.com

alialn :
cisco Nexus HyperFabric (Alpha) Q search \ jey Marketing
Logical network
Demo-fab-leaf2 Latched Jul 29, 2024 10:59:56 am Chassis connected to fabric switch This chassis is connected to a fabric switch
Logical networks (VNI)
Physical topology 1 Route tables (VRF) Demo-fab-spine2 G Latched Jul 30, 2024 07:48:35 am Chassis connected to fabric switch This chassis is connected to a fabric switch
Devices
Demo-fab-spinel @ Latched Jul 30, 2024 07:48:02 am Chassis connected to fabric switch This chassis is connected to a fabric switch
Assertions

IP/MAC addresses

Cloud connectivity . Port assertions

LLDP
Latched 255 results Unlatched 1 result

4 2 0 1 0
Attachments Critical @ Unknown © Critical Unknown

VLAN memberships
256 results

DscCP
(] Demo-fab-leaf2 Latched Jul 30, 2024 12:59:14  Ethernet11 Port connected to expected
pm neighbor

o Demo-fab-leaf2 Latched Jul 30,2024 12:59:14  Ethernetl_2 Port connected to expected
Logical network m neighbor

Demo-fab- Latched Jul 30, 2024 12:59:06  Ethernet1_1 Port not connected to expected Move from b4-4c-90-da-97-48/Ethernet]_2 to Demo-fab-
Logical networks (VNI) spine2 m neighbor leaf1/Ethernet1_2

Route tables (VRF) Demo-fab- Latched Jul 30,2024 01:04:19  Ethernet1_2 Port connected to expected
pm neighbor

spine2 Notice there are two assertions for

Demo-fab- Latched  Jul 30, 2024 12:59:06  Ethernet1.1 Port not connected to expected Spinel and Spine?2 Ethernet
pm neighbor connections to Leaf1. Go to the top

of the screen to bind Leaf 1.

spinel

Demo-fab- Latched Jul 30, 2024 01:03:48  Ethernet1_2 Port connected to expected
spinel pm neighbor

Demo-fab-leaf2 Latched Jul 30,2024 12:59:14  Ethernet1.25_2  Port not connected to fabric
pm switch

]
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Metric collection

Ad-hoc packet capture and analysis via cloud controller

No Netflow to the cloud controller - BYO-NfC planned
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ORDERABLE 2H FY25

C | S C O N ex U S » CISFO Nexus Hyperfabric Al
Hyperfabric Al | s

On-prem Al Infrastructure

Pods of plug-and-play Cisco 6000
leaf-spine fabrics Series switches

High-performance Cloud-managed
Ethernet operations

Unified stack Al-native
including NVAIE operational model

Democratize Al Visibility into — A
infrastructure full stack Al = S ISR

Cisco UCS NVIDIA GPU NVIDIA DPU/NIC VAST Storage
C885A M8 BlueField-3

/




Building high-density
GPU servers to the Cisco
UCS family and to Cisco’s
Al solution portfolio

Discover data-intensive use cases
like model training and deep learning

Orderable in Oct

UCS Accelerated

UCS C885A M8

Nvidia HGX with
8 Nvidia H100 GPUs

AMD Mi300X

2 AMD 4% Gen
EPYC™ Processors




Generative Al Spectrum

Use the Model Optimize the Model

Pre-trained models Pre-trained models, RAG, and fine tuning Custom foundation models or extensive fine tuning

2 GPU Nodes 4-8 GPU Nodes 100, 1,000, 10,000 GPU Clusters
Ethernet Ethernet InfiniBand or Ethernet

Most GenAl projects are here Training/Inferencing

Hypertabric

Al Pods Al
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as-a-Service
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Product

DCI (Border GW)
Mesh & spine/leaf Super-spine
Al fabric

<50 switches

Increase in scale
<2K host ports

uS EMEA, then APJC

EVPN, VXLAN underlay
Static & BGP routing
MLAG, IPv4/IPv6

Hypershield
Common policy (SGT/SXP)

Advantage (advanced features)

Essentials Premier (for Hyperfabric Al)

HF6100-32D (32-port 100/400G)

HF6100-60L4D (60-port 10/25/50G, 4x400G) 800G

alialrn Subject to change
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Minimal capex Subscription opex

. Subscription, 3-year minimum
) Controller service + features + TAC + RMA

Cisco 6000 switch

© 2024 Cisco and/or its affiliates. All rights reserved.
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Additional

Announcing Cisco Nexus HyperFabric

Cisco Nexus
HyperFabric

Cisco Nexus HyperFabric

Customers require simple and agile data centers that are easy to design, deploy and operate. The s
ergonomics offered by cloud providers consisting of simple dashboards, operating systems, and user Cioco Nea HimarFairk
experience, are especially warranted, as the IT workforce become more generalist and are often On-prem Al Infr
shifting from cloud to on-premises for certain workloads.

Cisco Nexus HyperFabric is a cloud-managed data center network (fabric as-as-a service), a plug
and play that manages the fulllifecycle of data center operations with ease. It enables customers to
easily design, deploy and manage any number of fabrics located anywhere, to ensure predictable and
replicable outcomes for IT.

Cisco and NVIDIA announced and are collaborating to democratize Al so Enterprises can deploy a
full-stack Al solution called Nexus HyperFabric Al Clusters. The converged ethemet solution combines
Nexus HyperFabric with NVIDIA GPU based servers and storage managed from the cloud. Easy to
deploy and operate by research and data science teams, it enables enterprises to focus on Al

oRuGC

Cisco.com - Cisco Nexus Hyperfabric
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https://www.cisco.com/site/us/en/products/networking/networking-cloud/data-center/nexus-hyperfabric/index.html
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Programmability Performance

Flexibility Efficiency

il ‘
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Cisco Nexus 9000 Services Accelerated Switch

Silicon One |

» Rich NX-OS Features and Services
» High-speed connectivity and scalable performance
» Optimized for latency and power efficiency

e © Q@ 63 %)

Power
Efficiency

Line-rate
Encryption

Rich
Telemetry

EVPN/MPLS/

Routing/
VXLAN/SR

Switching

\_

\

/
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» Software-defined Stateful Services

* Programmable at all layers: add new services
without HW change
» Scale-out services with wire-rate performance

NG A Y

It e
Large-Scale DoS
NAT Protection

Event-Based
Telemetry

IPSEC
Encryption

Distributed
Firewall




Silicon One |
|

Cisco Nexus 9364E-SG2

64x 800GE, capable of 100GE and
400GE breakouts

high-performance compute (HPC),
webscaler, media provider, and Telco SP

segments
NX-OS, and Nexus Dashboard

Cisco 8122-64EH/EHF

64x 800GE , capable of 100GE and 400GE
hyperscalers and webscalers adopting the
hyperscaler model

open customizable solutions

SONIC network operating system or other
3rd party NOS

API support for open tooling
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Noveé use-cases a zarizeni v SP portfoliu

"Novinky v HW, managemente a monitoringu siete, prefixov
a sluzieb"







