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Purpose of this document

This document describes the steps to deploy Azure Arc-enabled data services on Cisco Intersight® Kubernetes
Services (IKS) running on premises or at the edge.

Customers can confidently deploy this solution because it has been successfully validated by Microsoft’s Azure
Arc-enabled Kubernetes and Data Services Validation Program. The solution has been validated with Cisco IKS
deployed on top of VMware ESXi hypervisors and Cisco Intersight Workload Engine (IWE).

The benefits of this validated solution to customers include a database-as-a-service offering, elastic scale,
built-in capabilities such as high availability, and unified management for data workloads running on Cisco IKS
enabled for Azure Arc data services. Cisco IKS integrates the Kubernetes lifecycle management capabilities into
the Intersight hybrid-cloud platform to offer Kubernetes as a service. It enables customers to deploy quickly and
easily and manage the lifecycle of Kubernetes clusters across the globe using a single cloud portal - Cisco
Intersight.

Audience

The intended audience of this document includes but is not limited to cloud and database administrators, IT
architects and managers, sales engineers, partner engineering, and customers who want to deploy Azure Arc
hybrid offerings and services on Cisco IKS.

Introduction

Cisco Intersight is an API-driven, cloud-based, Software-as-a-Service (SaaS) hybrid-cloud operations
platform. It delivers intelligent automation, observability, and optimization for traditional and cloud-native
applications and infrastructure.

Cisco Intersight Kubernetes Service (IKS) introduces lifecycle management capabilities allowing customers to
quickly provision, deploy, and easily manage multicluster Kubernetes across multiple clouds globally using
Cisco Intersight. IKS also has a full stack of observability, monitoring, and logging for Kubernetes management.

Azure Arc is an offering of Azure service that simplifies the governance and management of complex and
distributed environments across on-premises, edge, and multicloud sites. It provides a single pane of glass by
projecting your non-Azure, on-premises, and other cloud resources (such as AWS, Google Cloud Platform,
etc.) into Azure Resource Manager.

With Azure Arc you can:

» Easily organize, govern, and secure servers (Windows and Linux), SQL Servers, and Kubernetes clusters
across data centers, the edge, and multicloud environments and use Azure tools such as Azure Policy
and Azure Resource Graph with both traditional and cloud workloads.

« Ensure consistent deployments and configuration - deploy and manage Kubernetes applications with
GitHub and Azure Policy. Ensure that applications and clusters are consistently deployed and configured
at scale from source control.

« Automate and enforce policies to meet data governance and security requirements, and manage costs
efficiently. Get the latest cloud innovation and automation, elastic scale, and unified management for
data workloads that are running across hybrid infrastructure.
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Azure Arc-enabled Kubernetes

Using Azure Arc, organizations can connect Kubernetes clusters located anywhere to Azure. You can manage
clusters in a consistent way. Azure Arc-enabled Kubernetes lets you control the cluster configuration and
workloads at scale, using git repositories for the clusters. It also lets organizations use management capabilities
in Azure for cluster management needs such as inventory, monitoring, policy compliance, security, user access,
and more.

Azure Arc-enabled data services

Azure Arc-enabled data services make it possible to run Azure data services such as Azure Arc-enabled-SQL
Managed Instance and Azure Arc-enabled PostgreSQL Hyperscale. You can run these systems on premises, at
the edge, in Azure, and in other public clouds. Using Kubernetes allows you to use the infrastructure of your
choice. You get an always-current, elastically scaled, self-provisioning deployment. You also get a unified
command-line and graphical management and monitoring system. Azure Arc-enabled data services have both
direct and indirect connected modes. Azure Arc-enabled data services also provide deep security and
compliance monitoring.

Azure Arc-enabled Kubernetes and data services validation program

Azure Arc-enabled Kubernetes works with any Cloud Native Computing Foundation (CNCF)-certified
Kubernetes clusters. The Azure Arc team has worked with Cisco and other industry partners to validate
conformance of their Kubernetes distributions with Azure Arc-enabled Kubernetes

Cisco successfully validated and passed the conformance tests of Azure Arc-enabled Kubernetes for the two
standard IKS deployments: (1) IKS with VMware ESXi, and (2) IKS with Cisco Intersight Workload Engine (IWE).
For more information on Azure Arc service and technology partners and the validated distributions, refer to the
following links:

Azure Arc service and technology partners
Azure Arc-enabled Kubernetes validation program
Azure Arc-enabled data services validation program

Azure Arc-enabled data services validation program

The Azure Arc-enabled data services team has also worked with industry partners to validate specific
distributions and solutions to host Azure Arc-enabled data services. This validation extends the Azure Arc-
enabled Kubernetes validation for the data services. The below link provides information on partner solutions,
versions, Kubernetes versions, SQL engine versions, and PostgreSQL Hyperscale versions that have been
verified to support the data services.

The conformance tests run as part of the Azure Arc-enabled data services validation. A prerequisite to running
these tests is to pass on the Azure Arc-enabled Kubernetes tests for the Kubernetes distribution in use. These
tests verify that the product is compliant with the requirements of running and operating data services. This
process helps assess if the product is enterprise ready for deployments.

The validation tests for data services on Cisco IKS covered the following in indirectly connected mode
« Deploy data controller in indirect mode

o Deploy Azure Arc-enabled SQL Managed Instance
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Plan an Azure Arc-enabled data services deployment

Careful planning and preparing the infrastructure to support the database workloads based on your business
requirements is required to deploy Azure Arc-enabled data services. For more information on planning to
deploy Azure Arc-enabled data services, refer to this link.

This document covers the steps to deploy Azure Arc-enabled data services on Cisco IKS in the following way:
« Connect an existing Cisco Intersight Kubernetes Service (IKS) cluster to Azure Arc
o Deploy the Azure Arc-enabled data controller (in direct connectivity mode)
e Deploy an Azure Arc-enabled SQL managed instance

Connect an existing Cisco Intersight Kubernetes Service (IKS) cluster to Azure Arc

To deploy Cisco IKS and connect the cluster to Azure using Azure Arc-enabled Kubernetes, refer to the white
paper “Azure Arc-enabled Kubernetes with Cisco IKS”.

Deploy the Azure Arc-enabled data controller (direct connectivity mode)

This section describes how to prepare and deploy a data controller for Azure Arc-enabled data services in
direct-connect mode from the Azure portal. Deploying an Azure Arc data controller requires additional

understanding and concepts as described in Plan to deploy Azure Arc-enabled data services.

Install tools
¢ On your administration workstation:
« Install client tools for creating and managing Azure Arc-enabled data services
o Install arcdata extension (Azure CLI)

« Download and install Azure Data studio.

Prerequisites

The prerequisites for creating Azure Arc data controller in direct connectivity mode include:

Access to your Kubernetes cluster

Run the following command to make sure you have access and are connected to your Kubernetes cluster on
which you want to deploy Azure Arc-enabled data services:

> kubectl cluster-info

> kubectl config view

Login and set Azure subscription

Run the commands below on your administration workstation to log in to Azure and set the subscription.

> az login

> az account set --subscription XXXXXXXX-XXXX-XXXX-XXXX~XXXXKXXXXXXXX
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Connect the Kubernetes cluster to Azure using Azure Arc-enabled Kubernetes

To deploy Cisco IKS and connect to Azure Arc, refer to the section above: “Connect an existing Cisco Intersight

Kubernetes Service (IKS) cluster to Azure Arc”.

For this documentation purpose, we are using the Cisco IKS cluster named “sn-arc-iwe-glxy” as shown in the
figure below for deploying the Azure Arc data controller.

laal Intersight

) MONITOR Monitor

OPERATE Details Inventory

Nodes

Node Pools Node Pools by Infra Clusters

Networking

Network & Addons

Active Netwo. Total Add-ons Status Add-on Versi

1 0

This Cisco IKS cluster is already connected to Azure using Azure Arc-enabled Kubernetes, as shown in the
figure below. The Azure Arc-enabled Kubernetes cluster “sn-arc-iwe-glxy” is placed in the “az-arc-iks-proxy”
resource group, and the status of the projected cluster is “Connected.”

Microsoft Azure L Search resources, services, and docs (G+/)

Home

&% sn-arc-iwe-glxy =

Kubernetes - Azure Arc

| O lSear( h (Cmd+/) | « il pelete () Refresh

£ overview  Essentials

= Activity log Resource group Last connectivity time
az-arc-iks-proxy 17:27:16, 25/03/2022

7R Access control (IAM) Status Distribution

@ Tags Connected generic
Location Infrastructure

Z? Diagnose and solve problems East US generic

o Security (preview) Subscription Agent version
CloudMativeSolutions 166

Kubernetes resources (preview) Subscription 1D Kubernetes version

1.20.14
B3 Namespaces

Tags (edit)
" Workloads
Datacenter : galaxy  proxy : no

&% Services and ingresses
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Create Azure Arc data controller in direct connectivity mode from Azure portal

1. Login to the Azure portal. Locate and open “Azure Arc” from Azure services.

Microsoft Azure R Search resources, services, and docs (G+/)

Azure services

+ = (%) @ ! 4 ®

Create a Azure Arc Resource Monitor Subscriptions Azure Active Managed
resource groups Directory Identities
Custom Management All services

locations groups

2. Select Management > Data Controllers and click on “Create Azure Arc data controller” button.

= Microsoft Azure £ Search resources, services, and docs (G+/) vy o0 & @ &

Home > Azure Arc

g Azure Arc | Data controllers =

— Microsoft

|}3 Search (Cmd+/) ‘ « -+ Create ¢33 Manageview ~ () Refresh | Exportto Csv 55 Open query

# Overview Filter for any field... Subscription == all +5 Add filter

581 All Azure Arc resources

No grouping % ‘ [

Management
Name T Resource group Ty Location Ty g
& Custom locations
B Data controllers
o
-

Resource bridges (preview)

Service principals

Infrastructure

B Azure Arc virtual machines

(preview)
No Azure Arc data controllers to display
©  Azure Stack HCI
Create an Azure Arc data controller to enable Azure data services in the Kubernetes enviro
# Kubernetes clusters

Create Azure Arc data controller
Servers

>
SQL Servers Learn more o

(=

-
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3. Select “Azure Arc-enabled Kubernetes cluster (Direct connectivity mode)” and click Next.

Microsoft Azure R Search resources, services, and docs (G+/)

Home > Azure Arc >

Create Azure Arc data controller

Microsoft
o Prerequisites 2) Data controller details Additional Settings 4) Tags 5 ) Review + Create

Before you create your data controller, tell us more about the cluster you plan to use

An Azure Arc data controller enables you to create and manage Azure Arc-enabled data services within a
variety of Kubernetes hosting environments. Learn more about Azure Arc-enabled data services

.:.:. Azure Arc-enabled Kubernetes @ Any other Kubernetes cluster O
= cluster (Direct connectivity (Indirect connectivity mode)
mode) Deploy and manage data services on an
Deploy and manage data services on an existing Kubernetes cluster that is not
existing Azure Arc-enabled Kubernetes managed by Azure.

cluster.

Next, identify a Kubernetes cluster which will host the data controller

* An existing Azure Arc-enabled Kubernetes cluster
The cluster must use a supported Kubernetes or OpenShift version.
Learn how to create a Kubernetes cluster

) Next: Data controller details >
4. In the Data controller details section, specify the details below by replacing the values as per your
environment and click Next to provide additional details:

¢ Select the subscription and resource group where the Azure Arc-enabled Cisco IKS is deployed from
the drop-down button

e Specify a name for the data controller
o Specify a custom location (namespace). If not available, create a new one.

Custom location

A custom location is an Azure resource that represents the namespace on your Kubernetes cluster where the data
controller will be hosted. Learn more about custom locations

Custom location * @ [ blrlab-3 (arcds) N
Create new

“1ted with the selected custom
Create new custom location

Name *

Kubernetes configuration [ glxy-lab \/ ‘

Select a template appropriate for your clust Cluster* ©
| sh-arc-iwe-glxy v |

Kubernetes configuration template * Namespace * © %
[ glxy-lab N ‘

Metrics and Logs Dashboard Credential m
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« In the Kubernetes configuration, select “azure-arc kubeadm” as the template, “onpremises” for
infrastructure, and “default” storage class for both data and log. To find out the storage classes
available in your cluster, run the command below:

> kubectl get sc

snaldurg@SNALDURG-M-WH74 -~ % kubectl get sc

NAME PROVISIONER RECLAIMPOLICY VOLUMEBINDINGMODE ALLOWVOLUMEEXPANSION AGE
default esi-hxesi Delete Immediate false 25d
standard (default) csi-hxecsi Delete Immediate false 28d

« Select a Service type and enter Metrics and Logs dashboard credentials and click Next.

AP Search resources, services, and docs (G+/)

Home > Azure Arc >

Create Azure Arc data controller
Microsoft

o Prerequisites © Data controller details Additional Settings Tags Review + Create

Create an Azure Arc data controller to enable Azure data services in the Kubernetes environment of your choice.

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * O ‘ CloudNativeSolutions % ‘

Resource group * O ‘ az-arc-iks-proxy % ‘

Data controller details
Provide a name to identify your data controller for remote management and monitoring.
ﬂ This data controller will be installed in direct connectivity mode to an existing Azure Arc-enabled Kubernetes cluster.

This connectivity mode will allow you to create and manage Arc-enabled data services, such as Arc-enabled SQL
Managed Instance and Arc-enabled PostgreSQL Hyperscale, directly from the Azure portal.

Data controller name * arc-glxy-dc v

Custom location

A custom location is an Azure resource that represents the namespace on your Kubernetes cluster where the data
controller will be hosted. Learn more about custom locations

Custom location * @ glxy-lab v

Create new

Kubernetes configuration

Select a template appropriate for your cluster configuration.

Kubernetes configuration template * (O l azure-arc-kubeadm v l
Infrastructure * l onpremises % l
Data storage class * 0] l default v l
Log storage class * O l default v l

Service type * X .
@ Node port: Exposes the service on each node’s IP at a static port.

O Load balancer: Exposes the service externally through a load

balancer.
Metrics and Logs Dashboard Credentials
Username * © l logadmin v l
Password * (O cersesene o l
< Previous ‘ ‘ Next : Additional Settings > ‘
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5. In Additional settings, provide the Log Analytics workspace, ID, and primary key and click Next.

£ Search resources, services, and docs (G+/)

Home > Azure Arc >

Create Azure Arc data controller

Microsoft

&

0 Prerequisites ODala controller details ° Additional Settings Tags Review + Create

Configure optional settings for metrics and logs upload below.

Metrics upload

You may choose to automatically upload your metrics to Azure Monitor so you can aggregate and analyze metrics, raise
alerts, send notifications, or trigger automated actions. The required Monitoring Metrics Publisher role will be granted

to the Managed Identity of the extension,

Enable metrics upload ﬂ

Logs upload

You may choose to automatically upload logs to an existing Log Analytics workspace. To enable, provide Log Analytics

workspace information below.

Enable logs upload
Log Analytics workspace DefaultWorkspace-0f03ee59-b846-475f-ach1-68202f100cBe-EUS
Log Analytics workspace ID * d12fe361-19e4-4410-9aa9-f888ede740c3

Log Analytics primary key *

< Previous | Next : Tags >

6. Add tags, if any, to categorize resources and click Next.

7. In the Review + Create section, review the details and click Create.

/O Search resources, services, and docs (G+/)

Home > Azure Arc >

Create Azure Arc data controller

Micrasoft

@ prerequisites @ Data controller details @ Additional Settings @ Tags @ Review + Create

Azure Arc data controller Estimated cost per month

Terms of use | Privacy policy Frae

Terms

By clicking "Create", | (a) agree to the legal terms and privacy statement(s) associated with the Marketplace offering(s)

listed above; (b) authorize Microsaft to bill my current payment method for the fees associated with the offering(s), with
the same billing frequency as my Azure subscription; and (c) agree that Microsoft may share my contact, usage and
transactional information with the provider(s) of the offering(s) for support, billing and other transactional activities,

Microsoft does not provide rights for third-party offerings. For additional details see Azure Marketplace Terms.

Data controller details

Subscription —
Resource group az-arc-iks-proxuy

Data controller name arc-glxy-de

Connection made direct

Custom location glxy-lab

Namespace gley-lab
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8. The deployment of the data controller begins; it takes a few minutes to complete. Click on “Go to

resource group” when it is done.

P Search resources, services, and docs (G+/)

Home >

J, arc-glxy-dc | Overview #

Deployment
[ .2 search (cmd+ « [i] Delete () Cancel |T| Redeploy () Refresh
o G € We'd love your feedbacki —
¥ Inputs
= Outputs @ Your deployment is complete
.
5] Template Deployment name: arc-glxy-dc Start time: 3/21/2022, 7:20:56 PM

Subscription: CloudNativeSolutions Correlation ID: b59bb1fe-c374-4a96-af63-0e75075b6623

Resource group: az-arc-iks-proxy

. Deployment details (Download)

Resource Type
@ arc-glxy-dc Microsoft AzureArcData/data...
@ glxy-lab Microsoft.ExtendedLocation/c...
@ 4b5Sb7e84-ad4f-41f6-96ea-9770 Microsoft.Authorization/roleA...
@ 5859eafa-52a0-4cb9-ac72-a2f8 Microsoft. Authorization/roleA..
@ glxy-lab-ext Microsoft KubernetesConfigu...
@ glxy-lab-ext Microsoft.KubernetesConfigu...
v Next steps

Go to resource group

9. In the resource group, click on the newly deployed data controller resource to view the details.

data controller status should be in “Ready” state.

Status

OK

OK

Created

Created

OK

oK

= Microsoft Azure 2 Search resources, services, and docs (G+/)

Home >

g arc-glxy-dc =

Azure Arc data controller

I}J Search (Cmd+/) | « O Refresh ]ﬁl Delete ,'l‘;‘ Feedback
B Overview A Essentials
Activity log Resource group

az-arc-iks-proxy

A2 Access control (IAM) Location

@ Tags East US
Subscription

/? Diagnose and solve problems CloudNativeSolutions

Subscription ID

g ottings 0f03ee59-b846-475-ach1-68202f100c8e

Bl Upgrade Management

E] Locks

© 2022 Cisco and/or its affiliates. All rights reserved.
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Operation details
Operation details
Operation details
Operation details
Operation details

Operation details

Custom location
glxy-lab

Namespace
glxy-lab

Last usage upload

4 minutes ago

Connection mode

direct

Status
Ready

The
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10. Check the status using the kubectl CLI by running the following commands to see if the namespace
mentioned above is created and that the data controller and all pods in that namespace are in ready
and running states, respectively, as shown below

> kubectl get ns

[[snaldurg@galaxy.cisco.com@GFFA-INX-2 testsuite]$ kubectl get ns

NAME STATUS RGE
azure-arc Active 28m
default hotive 21d
glzxy-lab Active 113s
iks Active 21d
kube-node-lease Active 21d
kube-public Active 21d
kube-system Active 21d

> kubectl -n glxy-lab get datacontrollers

[isnnldu:é@énlnxi.cisco.com@GFFh-LHX-Z tastsuitaj$ kubectl -n glxy-lab get datacontroller
NAME STATE
arc-glxy-de Ready

> kubectl get pods -n glxy-lab

[isnnlduré@;nlux}.cisco.comEGFFh-LHx-Z testsuitei# kubectl get pods -n glxy-lab

NAME READY STATUS RESTARTS AGE
bootstrapper-fd75f888-s25ew 1/1 Running 0 8md2s
control-86wp] 2/2 Running 0 6mS8s
controldb-0 2/2 Running 0 6m58s
logsdb-0 3/3 Running 1] Smis
logsui-qdgnp 3/3 Running 0 3m5s
metricsdb-0 2/2 Running 0 SmBs
metricsde-755bd 2/2 Running 0 SmBs
metricsde-sb2tt 2/2 Running 1] SmBs
metricsdec-sfévg 2/2 Running 0 SmBs
metricsui-cvzje 2/2 Running 0 Smis

Create an Azure SQL-managed instance on Azure Arc

Prerequisites

1. Install tools - Azure CLI, Azure Data Studio, and the required extensions. Follow this link to install
client tools.

2. An Azure Arc data controller is already installed.
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Create an Azure SQL-managed instance from Azure portal
This section provides steps to create an Azure SQL-managed instance on Azure Arc using an Azure portal.

1. In Azure portal, open Azure Arc services as shown in the figure below, and click on Create SQL
managed instance - Azure Arc.

= Microsoft Azure L Search resources, services, and docs (G+/)

Home > Azure Arc

B, Azure Arc | SQL managed instances =

—  Microsoft

l,U Search (Cmd+/) | « -+ Create 5% Manageview ~» () Refresh L Exportio CSV %5 Open query @ Assigntags [i] Delete )

§  Custom locations | Filter for any field... Subscription == all Resource group == all < Location == all X T Add filter

B Data controllers

Showing 0 to 0 of 0 records. No grouping ~ == List

& Resource bridges (preview)

‘ . Name T Resource group T\ Location T Subscription T Type 1
Service principals

Infrastructure

B Azure Arc virtual machines
(preview)

(¢ ]
Azure Stack HCI e ]

(1]

# Kubernetes clusters
A Servers
B sl Servers No SQL managed instances - Azure Arc to display

Create a fully managed Azure Arc-enabled SQL managed instance on the infrastructure of your choice, with built-in
management capabilities that drastically reduce your management overhead.

Data services Create SQL managed instance - Azure Arc

B PostgreSQL Hyperscale (preview)

!, VMware vCenters (preview)

Learn more o

B SQL managed instances

Aelimadinm Enminnn

2. In the Basics section of the Create Azure SQL Managed Instance - Azure Arc page, do the following:

o Select the subscription and resource group from the dropdown list where the data controller is
deployed. Use the same values that were set in the previous section.

« Set a name for the SQL-managed instance, and select a custom location from the dropdown list
associated with Azure Arc-enabled Kubernetes and also where the data controller is deployed.

o Set the Node Port as Kubernetes service type.
« Edit the Compute + Storage information as per your requirements, or leave it to the defaults.

« Provide credentials for the managed instance administrator account.
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= Microsoft Azure £ Search resources, services, and docs (G+/) ﬂ.—'v @ £
Home > Azure Arc >
Create Azure SQL Managed Instance - Azure Arc

Microsoft

Basics Tags  Review + create

Deploy an Azure Arc-enabled SQL Managed Instance in the Kubernetes environment of your choice. Learn more

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * © [ CloudNativeSolutions v ‘

Resource group * @ [ az-arc-iks-proxy % ‘

Managed Instance details

Instance name * (O [ sqldemo1-glxy \/‘

Custom location * (D [ glxy-lab (glxy-lab) % ‘

o You can only deploy to custom locations that you have access to and for which a data controller has been configured.

Learn more.
Service type * (D [ NodePort v
Compute + Storage O 4 vCores, 8 Gi memory

Configure compute + storage

Administrator account

Managed Instance admin login * © [ sqladmin v ‘

Password * (O csesesens v ‘

Confirm password * (© | cesesseee \/l
3. Click Next.

4. Enter any tag-related information in the “Tags” section, and click on Next. This step is optional.
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5. In the “Review + create” section, verify the details, and click on the “Create” button.

6. Wait for the completion of the creation of a SQL-managed instance, as shown in the figure below.

Microsoft Azure P Search resources, services, and docs (G+/)

Home >

& sqldemo1-glxy | Overview =

Deployment
£ Search (Cmd+/) « [§ Delete () Cancel (T) Redeploy () Refresh
% Overview € We'd love your feedback! —
E Inputs
= Outputs @ Your deployment is complete
& Template

P

Deployment name: sqgldemal-glxy
Subscription; CloudNativeSolutions
Resource group: az-arc-iks-proxy

~  Deployment details (Download)

Resource Type

@ sqldemol-glxy

~ Next steps

GO to resource

Microsoft AzureArcData... OK

Start time: 3/21/2022, 8:00:52 PM
Correlation ID: 25bd40f0-a348-418d-8cbf-cb103b2c9f30

Operation details

Operation details

7. Once the deployment is complete, click on the “Go to resource” button to see the details of the
installed instance. Note down the “External endpoint” details required to connect using a SQL client

such as Azure Data Studio.

Microsoft Azure 4 Search resources, services, and docs (G+/)

Home > sgldemol-ghy >

B sqldemol-glxy =

SOL managed instance - Azure Arc

| 2 Search (Cmd+/) &

B Overview

Bl Activity log

Ay Access control (IAM)

¢ Tags

/2 Diagnose and solve problems
Settings

' Compute + Storage

B Upgrade Management

B Locks

Maonitoring

© 2022 Cisco and/or its affiliates. All rights reserved.

() Refresh [ Delete &7 Feedback

A This rescurce is currently being created,

- Essentials
Resource group
az-arc-iks-proxy

Location
East US

Subscriptian
CloudNativeSoluti
Subscription ID

aram  ma s mia gmmr 1y passsrd s

Data controller
arc-glxy-dc

Custom location
glxy-lab
MNamespace
glwy-lab

External endpoint

Status
Creating
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8. To verify the instance has been created, and also to check the pod deployment of SQL, enter the
following commands:

> kubectl get sglmi -n glxy-lab

> kubectl get all -n glxy-lab

> az sqgl mi-arc list --k8s-namespace glxy-lab --use-k8s
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> az sql mi-arc endpoint list --use-k8s

[[snaldurg@galaxy.cisco.com@GFFA-LNX-2 testsuite]$ az sql mi-arc endpoint list --use-k8s
[Fubernetes Namespace: glxy-lab
{
"instances": [
{
"endpoints": [
{
"description": "SQL Managed Instance",
"endpoint": "10.100.52.16,32202"

e
{
"description”": "Log Search Dashboard",
"endpeint”: "https://10.100.52.17:31053/app/kibana#/discover? a=(query:(language:kuery,query:'custom resource na
me:sqgldemol-glxy'))"
Fe
{

"description": "Metrics Dashboard"”,
"endpoint"”: "https://10.100.52.16:31054/d/40g72HnGk/sgl-managed-instance-metrics?var-hostname=sqldemol-glxy-0"

}
14
"name": "sgldemol-glxy"
b
1.
"namespace"”: "glxy-lab"

} -

Monitor and manage Azure Arc resources using Azure Data Studio

Azure Data Studio is a client tool used to connect to and view information about your Azure Arc resources from
your local environment. This section provides steps to connect to an existing Azure data controller and SQL-

managed instances using Azure Data Studio.

1. Launch Azure Data Studio on your administration workstation.

e Welcome

CONNECTIONS Welcome X

v SERVERS BERE

.P Azure Data Studio

~ AZURE + O '

Sanjeev Naldurgkar (snald...

Create a connection \ Run a query
Connect to a database instance \ Interact with data through a
W through the connection dialog. query editor.
PROBLEMS OUTPUT TERMINAL TASKS Tasks v|= ﬁ ~ X

 AZURE ARC CONTROLLERS + &

No Azure Arc controllers registered. Learn
More

Connect Controller

2. Select the Connections tab on the left navigation pane and expand the Azure panel. Click on the “+”
button next to the Azure panel to sign in to your Azure subscription where the Azure data controller

and SQL-managed instance are deployed.
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3. Next, select the Connections tab on the left navigation pane, and expand the Azure Arc Controllers
panel. Click on the “+” next to Azure Arc Controllers panel to connect to an existing Azure Arc
controller.

CONNECTIONS <+ @ Welcome X

v SERVERS Bp

Azure Data Studio

[ . A

v AZURE =)
> @ Sanjeev Naldurgkar (snaldurg) - sn.

» AZURE ARC CONTROLLERS oI o e
Create a connection J Run a query
8 Connect to a database instance 1 Interact with data through a
g through the connection dialog query aditor,

4. In the Connect to Existing Controller wizard on the right-side pane, enter the following details and
click on the Connect button:

« Namespace - where the data controller and SQL-managed instance are deployed
« Kube Config File Path - path to the kubeconfig file of the cluster

o Cluster Context - Select the correct cluster context from multiple cluster contexts configured in the
above kubeconfig file

« Name - enter the name of the existing Azure data controller

o0 e Welcome

EONRERIIONS Connect to Existing Controller

~~ SERVERS B O

Add Connection Namespace *

| glxy-lab |

Kube Config File Path *

| [Users/snaldurg/.kube/config |

Cluster Context *

~ AZURE + U

> @ Sanjeev Naldurgkar (snaldurg) - snal...
(@ admin@sn-arc-iwe-glxy

Name @

| arc-glxy-de

~ AZURE ARC CONTROLLERS + &

Mo Azure Arc controllers registered. Learn
More

Connect Controller

onee IR
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5. On successful connection, the Azure Arc data controller is now seen under the Azure Arc

Controllers panel in the Connections tab in the left navigation pane. Expand the data controller
under the Azure Arc Controllers panel to view all the SQL managed instances deployed under it.

"

[ ] [ ] Welcome

CONNECTIONS Welcome X m ---

~ SERVERS B

Add Connection

© nzure . Azure Data Studio

> @ Sanjeev Maldurgkar (snaldurg) - snal...

‘ Open... ‘
s AZURE ARC CONTROLLERS
@, arc-glxy-dc
gy Manage o
B sqldemot-gixy OUTPUT -+ | Tasks v | = 5 ~ K

Edit Connection

Refresh

Remove Controller

6. Right-click on the data controller as shown in the figure below, and click on Manage to open the

© 2022 Cisco and/or its affiliates. All rights reserved.

Azure Arc Data Controller Dashboard on the right side of the navigation page.

[ ] ® Azure Arc Data Controller Dashboard (Preview) - arc-glxy-dc
CONNECTIONS Welcome Azure Arc Data Controller Dashboard (Preview) - arc-glxy-dc =
v SERVERS EL m = () Refresh | [7] Open in Azure Portal | /? Troubleshoot
Add Connection Name Resource Group
arc-glxy-dc az-arc-iks-proxy
Region Subscription 1D
East US 0f03ee59-bB46-475f-ach1-682021100c8e
Type Connection Mode
Azure Arc Data Controller Direct
Namespace
~ AZURE + O glxy-lab

» @ Sanjeev Naldurgkar (snald...
Azure Arc Resources

Name Type State

& sgldemol-gley SQL managed instance - Azure Arc  Ready

~ AZURE ARC CONTROLLERS + 7
v B arc-gly-de PROELEMS ~ OUTPUT  TERMINAL  TASKS =

B saldemol-gixy
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7. Similarly, you can right-click on the SQL-managed instance, and click on Manage, to open the SQL-
managed instance - Azure Arc Dashboard. On the overview tab, you can view details about the
SQL-managed instance, as shown in the figure below.

[ ] [ ] SQL d instance - Azure Arc Dashb (Preview) - sqldemol-glxy
Q CONMECTIONS --- rd (Preview) - arc-glxy-dc SQL managed instance - Azure Arc Dashboard (Preview) - sqldemol-glxy x [1] ---
ERCERVERE E m E ﬁl Delete O Refresh \ Open in Azure Portal
B [T 5
Add Connection I Overview Resource Group Status
az-arc-iks-proxy Ready
Settings Data controller Region
arc-glxy-dc East US
«» Connection Strings Subscription 1D Managed instance admin
0f03ee59-b846-475f-acb1-68202f100cBe -
External Endpoint Compute
" Compute + Storage
@B +ou © 10.100.52.16,32202 4vCores
> @ Sanjeev Naldurgkar (snald... é Backups
Service endpoints
Name Endpoint Description
Kibana Dashboard for viewing
https://10.100.52.17:31053, ib.
Dashboard AEpS: logs
Grafana Dashboard for viewing
https://10.100.62.16:31054/d/40g72Hn... .
~+ AZURE ARC CONTROLLERS + 7 Dashboard ps:lf {d/40q72Hn metrics
~ K arc-glxy-de
B saldemol-giy Databases
A connection is required to list the databases on this instance.
Connect to Server
PROBLEMS ~ OUTPUT  TERMINAL  TASKS =5 ~ X

8. Next, click on “Connect to Server” under Databases on the right navigation pane, and enter the
details for the server endpoint, username, and password, and click on Connect. The details for the
server endpoint can be noted down from the figure for step 7, above.

] [ ] SQL managed instance - Azure Arc Dashboard (Preview) - sgldemol-glxy

Q CONNECTIONS dc SQL m

B Connect to SQL managed instance - Azure Arc (sgldemo1-glxy)
 SERVERS AR E

Add Connection 1! Overview Server Endpoint *

| 10.100.52.16,32202 |

Settings

Username *
#» Connectior |sqladm'" |
= + 0 Password *
» @ Sanjeev Maldurgkar (snald... ¢ Compute + | |
4 Backups

Remember Password
PROBLEMS o

v AZURE ARC CONTROLLERS |+ 7
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9. On the SQL-managed instance - Azure Arc Dashboard on the right navigation pane, click on the link
next to Grafana Dashboard under Service endpoints to view the SQL-managed instance metrics for
that context. At the login prompt, key in the credentials provided during the creation of the SQL-

managed instance.

92 SQL Managed Instance Metrics ¥ <5

st sqldemo1-glxy-0

Transactions/sec

Transactions/sec

4.2 min
3.3 min
2.5min
1.7 min

50s |

Memory Broker Clerks
2.4 MiB

2.0 MiB Buffer Pool

— Columnstore
1.5 MiB
1000 KiB

500 KiB

0KiB

Database Activity
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max
2MiB

4KiB

& 10.100.52.16

e

) sQL Managed Instance Metrics - Grafana

Batch Requests/sec

Wait Statistics (Wait time ms)

B

4KiB

current
2MiB

4KiB

Batch Requests/sec

SOS_WORK_DISPATCHER

HADR_WORK_QUEUE

SOS_SCHEDULER_YIELD s 0ms
RESERVED_MEMORY_ALLOCATION_EXT s 0ms
PAGE LATCH (non-_0) s 0ms

MEMORY_ALLOCATION_EXT s 0ms

Wait Statistics (Waiting task count)

MEMORY_ALLOCATION_EXT
— SOS_WORK_DISPATCHER

SOS_SCHEDULER_YIELD

RESERVED_MEMORY_ALLOCATION_EXT

HADR_WORK_QUEUE

PAGE LATCH (non-1_0)

HADR_CLUSAPI_CALL

SQL Server Activity
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10. On the SQL-managed instance - Azure Arc Dashboard on the right navigation pane, click on the link
next to Kibana Dashboard under Service endpoints to view the SQL- managed instance logs for that
context. At the login prompt, key in the credentials provided during the creation of the SQL-
managed instance.

& 10.100.52.17

ver - Elastic

= -'._4 Discover [is)] =

New Save Open Share Inspect

(3 + Add filter

- .
logstash-* 496 hits
Q) search field names Mar 28, 2022 @ 23:20:49.276 - Mar 28, 2022 @ 23:35:49.276 Auto ~
) Filter by type 0 w0
Selected fields .
<> _source ‘g‘
'3 20
Available fields
10
0
t _index
232100 232200 232300 23:24:00 232500 232600 232700 232800 232900 2330:00 233100 233200 23300 23:34:00 23:35:00
# _score @timestamp per 30 seconds
t _type Time » _source
timestam 95+
a et E ?  Mar 28, 2022 © 23:35:41.862 upernetes_pod_name: sqldemol-glxy-@ custom_resource_name: sqldemol-glxy Otimestamp: Mar 28, 2822
t agent @ 23:35:41.862 kubernetes_node_name: sn-arc-iwe-glxy-sn-arc-iwe-184de7ca97
t code kubernetes_container_name: arc-sqlmi file_path: /var/log/mssql/miaa-agent-2822-83-28.log

t] contentlangth service_name: mssql message: 2822-83-28

18:85:48.9171 | INFO|Microsoft.Azure .Hybrid.Sql.Schedule.ScheduleRunner |[Heartbeat at 83/28/2022
t custom_resour...
) es_process_ti.. 2 Mar 28, 2822 © 23:35:41.862 kubernetes_pod_name: sqldemol-glxy-8 custom_resource_name: sqldemol-glxy Otimestamp: Mar 28, 2022

” > @ 23:35:41.862 kubernetes_node_name: sn-arc-iwe-glxy-sn-arc-iwe-184de7ca97
t file_pat

kubernetes_container_name: arc-sqlmi file_path: /var/log/mssql/miaa-agent-2822-83-28.log
t] kubernetes_co... service_name: mssql message: 2822-83-28

t kubernetes_na... 18:85:40.9225|INFO|Microsoft.Azure .Hybrid.Sql.Schedule.ScheduleRunner |SQL managed instance role:
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11. To connect to and query Azure Arc SQL server-managed instances using Azure Data Studio,
expand the Servers panel in the Connections tab on the left navigation pane, and click on the Add
Connections button. Enter the details for your SQL-managed instance as shown in the figure below,

and click Connect.

o o SQL managed instance - Azure Arc Dashboard (Preview) - sgldemol-glxy
Q CONNECTIONS - de sQL m Eennachion
 SERVERS BME
Recent Browse
Add Connection 'I' Overview No recent connection
Settings

+» Connectior
~ AZURE 4k 73 Connection Details

» (@ Sanjeev Naldurgkar (snald... € Compute +

Connection type
& Backups

Server *

Authentication type

.
~ AZURE ARC CONTROLLERS + ;&G User name
~ B arc-glxy-dc Password
B saldemol-glxy
Database

PROBLEMS a

Server group

Name [cptional)

| Microsoft SQL Server

| 10.100.52.16,32202 |
| SQL Login v |
| sqladmin |
Remember password

|<Defau|t> v |
| <Default> v |
| |

12. Right-clicking on the server as shown below allows you to perform a variety of operations.

® L] 10.127.61.159,30024

CONNECTIONS & Welcome B 10.127.61.159,30024 X

v SERVERS

29}

Home > 10.127.61.159,30024
10.127.61.159,30024, <def
Manage
Databases
) New Query
Security

New Notebook
Server Objects "

Disconnect

Edit Connection

Delete Connection

Refresh

Data-tier Application wizard ckup Status

t Updated: 18:26:54 24/11/2021
Import wizard

Within 24hrs
D Older than 24hrs
0 No backup found

Launch Profiler

~ AZURE + O
v (® Sanjeev Naldur.. D Y
> @ CloudNativeSolutions

» AZURE ARC CONTROLLERS + 7
v B arc-dcl
B sqldemot

New Query =] New Notebook [3 Restore

() Refresh (D) Learn More

Edition

General Purpose (64-bit)
OS Version

Ubuntu 20.04

~

Database Size (MB)

msdb
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Create an Azure SQL-managed instance using Azure CLI
Refer this link to create an Azure SQL-managed instance on Azure Arc using Azure CLI.

The example below can be used to create a SQL-managed instance for direct connectivity modes:

> az sqgl mi-arc create --name sgldemo-azcli --resource-group az-arc-iks-proxy --location

eastus --subscription XXXXXXRRK-XXKKX-XXXX-XXXX-XXXXXXXXXXXX —--custom-location glxy-lab
|snaldurﬁ?sm1)m-u—wnﬂ -~ % az sgl mi-arc create --name sgldemo-azcli --resource-group az-arc-iks-proxy -|
-lecation eastus --gubseription woo.oo.. Lo.w-_._F-¢ "T-€77°77°°° ", —_eustom-loecation glxy-lab

SQL Managed Instance admin username: sgladmin

|SQL Managed Instance admin password: 1
IConfirm SQL Managed Instance admin password: 1

To view the created instance, use the following command:

> az sql mi-arc list --k8s-namespace glxy-lab --use-k8s

[enaldurg@SNALDURG-M-WH74 ~ % az sql mi-arc list --k8s-namespace glxy-lab --use-k8s
[
{
"name": "sgldemo-azcli",
"primaryEndpoint": "10.100.52.17,31666",
"replicas": "1/1",
“state": "Ready"

"name": "sgldemol-glxy",
"primaryEndpoint": "10.100.52.16,32202",
"replicas": "1/1",

"state": "Ready"

For more information
For additional information, see the following resources:
o https://intersight.com/help/saas/resources/intersight kubernetes service user guideHoverview
o https://docs.microsoft.com/en-us/azure/azure-arc/kubernetes/overview
e https://docs.microsoft.com/en-us/azure/azure-arc/data/
e https://docs.microsoft.com/en-us/azure/azure-arc/data/managed-instance-overview
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https://docs.microsoft.com/en-us/azure/azure-arc/data/create-sql-managed-instance?tabs=directly
https://intersight.com/help/saas/resources/intersight_kubernetes_service_user_guide#overview
https://docs.microsoft.com/en-us/azure/azure-arc/kubernetes/overview
https://docs.microsoft.com/en-us/azure/azure-arc/data/
https://docs.microsoft.com/en-us/azure/azure-arc/data/managed-instance-overview
https://docs.microsoft.com/en-us/sql/azure-data-studio/?view=sql-server-ver15

