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      Chapter 1. Installation
         	 Prerequisites
      

      
      
   
      
      
      Cisco Modeling Labs
         	 Server Requirements
      

      
         

         
         This section details
            		the hardware and software requirements for installing the Cisco Modeling Labs
            		server. 
            	 
         

         
         The following table
            		lists hardware requirements that are based on the number of virtual nodes used.
            		
            	 
         

         
         
         
            
               Hardware
                     		Requirements for Cisco Modeling Labs Server
               
                  
                     	Requirement 
                        			 
                     
                     
                     	Description 
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	Disk Space 
                        			 
                     
                     
                     	500 GB minimum 
                        			 
                     
                     
                  

                  
                  
                     	Chip Set 
                        			 
                     
                     
                     	Intel® with Intel virtualization technology VT-x and Extended
                        				Page Tables (EPT) 
                        			 
                     
                     
                  

                  
                  
                     	Hypervisor 
                        			 
                     
                     
                     	VMware ESXi 5.1 U2, ESXi 5.5 U1, ESXi 6.0 (Build 2494585), ESXi
                        				6.5 (Build 4564106)
                        			 
                     
                     
                  

                  
                  
                     	 Server type for OVA package 
                        			 
                     
                     
                     	 Any server with Intel virtualization technology VT-x and
                        				Extended Page Tables (EPT) 
                        			 
                     
                     
                  

                  
                  
                     	 Server type for ISO package 
                        			 
                     
                     
                     	Supported only on Cisco UCS® C220 M4 and C460 M4 with local
                        				storage 
                        			 
                     
                     
                  

                  
                  
                     	Server Recommendation 
                        			 
                     
                     
                     	 Cisco UCS C-Series 
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
          The recommended servers for Cisco
            		Modeling Labs are the Cisco UCS C220 M4 servers. 
            		
            Important:  4K sector drives are not supported.
               		
            

            
            	 
         

         
          For more information
            		on UCS servers, see the applicable data sheets at 
            		http:/​/​www.cisco.com/​c/​en/​us/​products/​servers-unified-computing/​ucs-c-series-rack-servers/​index.html.
            		
            	 
         

         
         For bare metal installations, Cisco
            		Modeling Labs ISO package is certified only with the Cisco UCS C220 M4 servers.
            		
            	 
         

         
         Sizing the Server: Number
               		  of Cores and Memory Requirements 
            	 
         

         
          The calculation for
            		the number of cores and memory requirement is dependent on a number of factors:
            		
            	 
            
               	 
                  		  
                   Type and number
                     			 of virtual machines concurrently active 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                   Number of
                     			 routing protocols 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                   Timer sets
                     			 within the configurations 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                   Amount of
                     			 traffic generated 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
         The general rule of
            		thumb is three virtual nodes to one physical core CPU for simulation of 49
            		nodes and below, and two virtual nodes to one physical core CPU for 50 nodes
            		and above. 
            	 
         

         
          
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


In order to
                     		  size the Cisco Modeling Lab Server resources, you must use the Cisco Modeling
                     		  Labs resource calculator available at 
                     		  http:/​/​www.cisco.com/​go/​cml
                     		  
                     		
                     

                  
               

            

            
            	 
         

         
         
         
            
               Software
                     		Requirements
               
                  
                     	Requirement 
                        			 
                     
                     
                     	Description 
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	VMware 
                        			 
                     
                     
                     	 
                        			 
                     
                     
                  

                  
                  
                     	VMware vSphere 
                        			 
                     
                     
                     	Any of the following: 
                        				
                        
                           	Release 5.1 U2 (Build
                              					 1483097) with VMware ESXi 
                              				  
                           

                           
                           	Release 5.5 U1 (Build
                              					 1623387) with VMware ESXi 
                              				  
                           

                           
                           	Release 6.0 (Build 2494585)
                              					 with VMware ESXi 
                              				  
                           

                           
                           	Release 6.5 (Build
                              					 4564106) with VMware ESXi 
                              				  
                           

                           
                        

                        
                        				
                        
                           
                              	Note   
                                    
                                    
                              	You must
                                 				  verify that you are using vSphere Client v5.5 Update 2 (Build 1993072) or later
                                 				  before deploying Cisco Modeling Labs.  Failure to use the minimum version will
                                 				  result in a failed deployment that will return an error stating that nested
                                 				  virtualization is not supported. 
                                 				
                              
                           

                        

                        
                        			 
                     
                     
                  

                  
                  
                     	Browser 
                        			 
                     
                     
                     	Any of the following: 
                        				
                        
                           	Google Chrome 33.0 or later
                              					 
                              				  
                           

                           
                           	Internet Explorer 10.0 or
                              					 later 
                              				  
                           

                           
                           	Mozilla Firefox 28.0 or
                              					 later 
                              				  
                           

                           
                           	 Safari 7.0 or later 
                              				  
                           

                           
                        

                        
                        				 
                        				
                        
                           				  
                           
                              
                                 	Note   
                                       
                                       
                                 	Internet Explorer is not supported for use with the AutoNetkit
                                    					 Visualization feature, the Live Visualization feature or with the 
                                    					 User
                                       						Workspace Management interface. See 
                                    					 Cisco Modeling Labs Corporate
                                          						  Edition User Guide, Release 1.3 for more information. 
                                    				  
                                 
                              

                           

                           
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
         
         
            
               Required BIOS
                     		Virtualization Parameters
               
                  
                     	 
                        				
                        Name 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Description 
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	 
                        				
                         Intel Hyper-Threading
                              					 Technology 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                         
                           				  
                           
                              
                                 	Note   
                                       
                                       
                                 	This
                                    					 parameter must be 
                                    					 Enabled. 
                                    				  
                                 
                              

                           

                           
                           				
                        

                        
                        				
                        The
                           				  processor uses Intel Hyper-Threading Technology, which allows multithreaded
                           				  software applications to execute threads in parallel within each processor. The
                           				  processor can be either of the following: 
                           				
                           
                              	 
                                 					 
                                 Enabled—The processor
                                    						allows for the parallel execution of multiple threads. 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 Disabled—The processor
                                    						does not permit Hyper-Threading. 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                           

                           
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                         
                           				  Intel
                              					 VT 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                         
                           				  
                           
                              
                                 	Note   
                                       
                                       
                                 	 This
                                    					 parameter must be 
                                    					 Enabled. 
                                    				  
                                 
                              

                           

                           
                           				  
                           
                              
                                 	Note   
                                       
                                       
                                 	If you
                                    					 change this option, you must power-cycle the server before the change takes
                                    					 effect. 
                                    				  
                                 
                              

                           

                           
                           				
                        

                        
                        				
                        The
                           				  processor uses Intel Virtualization Technology (VT), which allows a platform to
                           				  run multiple operating systems and applications in independent partitions. The
                           				  processor can be either of the following: 
                           				
                           
                              	 
                                 					 
                                 Enabled—The processor
                                    						allows multiple operating systems in independent partitions. 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 Disabled—The processor
                                    						does not permit virtualization. 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                           

                           
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                         Intel VT-d 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                         
                           				  
                           
                              
                                 	Note   
                                       
                                       
                                 	 This
                                    					 parameter must be 
                                    					 Enabled. 
                                    				  
                                 
                              

                           

                           
                           				
                        

                        
                        				
                        The
                           				  processor uses Intel Virtualization Technology for Directed I/O (VT-d). The
                           				  processor can be either of the following: 
                           				
                           
                              	 
                                 					 
                                 Enabled—The processor
                                    						uses virtualization technology. 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 Disabled—The processor
                                    						does not use virtualization technology. 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                           

                           
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
          
            	 
         

         
          
            		
            Important: Check that these server requirements are in place before
               		  proceeding to the next step in the installation process. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Planning Network
         	 Configurations on VMware ESXi Servers
      

      
         

         
         Cisco Modeling Labs
            		can be set up in a variety of ways to meet the requirements of end users. Prior
            		to setting up the ESXi server for the Cisco Modeling Labs server, we recommend
            		that you create an installation plan that considers the following factors: 
            	 
         

         
         
            	 
               		  
               Provide end-user access to
                     				the Cisco Modeling Labs server 
                  		  
               

               

               
               		  
               Cisco Modeling
                  			 Labs has a server-client architecture. The client is Java-based and uses
                  			 several well know and custom ports to communicate with the server. If there is
                  			 a firewall in the lab between the client and the Cisco Modeling Labs server, it
                  			 should be configured as to allow these sessions to pass. The User Workspace
                  			 Management interface is web-based and uses specific TCP ports to configure and
                  			 manage the server resources. After a simulation is started, end users connect
                  			 to the specific IP address and port number of the node’s management ports. This
                  			 is done using either the Cisco Modeling Labs client GUI’s Telnet functionality
                  			 or a third-party Telnet client. For a list of all of the User to Cisco Modeling
                  			 Labs Server ports, refer to the 
                  			 Cisco
                     				Modeling Labs Default Port Numbers section. 
                  		  
               

               

               
               		  
               As a system
                  			 administrator, you should determine if end users will access the Cisco Modeling
                  			 Labs server only when they are on an internal network, such as a lab network,
                  			 or if they need access to the server via the Internet. If end users plan to
                  			 access the Cisco Modeling Labs server remotely, you should plan their access
                  			 accordingly. 
                  		  
               

               

               
               		
            

            
            	 
               		  
               Provide direct access to
                     				the virtual topologies 
                  		  
               

               

               
               		  
               After end users
                  			 create their virtual topologies and launch their simulations, they may connect
                  			 to the nodes in the topologies in numerous ways. Understanding the access needs
                  			 is important for determining the configuration and IP address details for the
                  			 ESXi server and the Cisco Modeling Labs server. 
                  		  
               

               

               
               		  
                
                  		  
               

               

               
               		  
               There are three
                  			 access strategies to consider: 
                  		  
               

               

               
               		  
               
                  	 
                     				
                     End users bypass the Cisco
                           					 Modeling Labs client and connect directly to nodes (Using the node's
                           					 out-of-band [OOB] management interface through the FLAT interface) 
                           				   
                        				
                     

                     

                     
                     				
                     When the
                        				  simulation is configured to use a Shared Flat Network as the Management
                        				  Network, each node within the topology is configured such that its first
                        				  interface (e.g., GigabitEthernet0/0) is assigned with an IP address associated
                        				  with the Flat interface (by default, from the 172.16.1.0/24 range). This
                        				  represents the node's OOB_Management interface. All OOB_Management interfaces
                        				  are connected to a shared management network segment known as FLAT. 
                        				
                     

                     

                     
                     				
                     When
                        				  OOB_Management access is required, the Cisco Modeling Labs server uses a
                        				  specific configuration that enables a bridge segment on the Ethernet 1 port.
                        				  External devices that attach to the Ethernet 1 port, using the correct IP
                        				  address are then able to communicate directly with the nodes. The simulation
                        				  continues to be driven by an end user via the Cisco Modeling Labs client GUI
                        				  communicating with the Cisco Modeling Labs server at its IP address bound to
                        				  the Ethernet 0 port. 
                        				
                     

                     

                     
                     			 
                  

                  
                  	 
                     				
                     In-band IP access using
                           					 FLAT 
                        				
                     

                     

                     
                     				
                     Consider this
                        				  option when end users have to connect to one or more nodes in a running
                        				  simulation to an external networking device, and the interconnecting link can
                        				  carry both data-plane and management plane traffic. In other words, end users
                        				  need to pass data-plane and control plane packets from external devices, such
                        				  as routers or traffic generators, into the nodes running in a network
                        				  simulation. With this method, end users associate the FLAT network object in
                        				  the GUI to a virtual node's interface. Virtual nodes associated with a FLAT
                        				  network object are assigned an IP address from the FLAT address pool (by
                        				  default, 172.16.1.0/24). This network segment is bridged to the Cisco Modeling
                        				  Labs server's Ethernet 1 port. 
                        				
                     

                     

                     
                     				
                     External
                        				  devices attached to the Ethernet 1 port are able to pass packets to the
                        				  interconnected nodes, and may also be used for Telnet sessions to, or launched
                        				  from the virtual node to other virtual nodes in the simulation. The simulation
                        				  continues to be controlled by the user via the Cisco Modeling Labs client GUI.
                        				  The Cisco Modeling Labs server reserves two interfaces for bridging external
                        				  traffic into running topology simulations. By default, inserting a FLAT network
                        				  object on the Cisco Modeling Labs client design canvas will use the first FLAT
                        				  interface. Modifying the object's configuration can enable the use of the
                        				  second interface, FLAT1. By default, virtual node interfaces associated with
                        				  the FLAT1 port (Ethernet 2) will be assigned IP addresses from the
                        				  172.16.2.0/24 range. 
                        				
                     

                     

                     
                     				
                     When using
                        				  FLAT or FLAT1 objects, external nodes on the common subnet may ping, trace
                        				  route, or connect via Telnet directly to the associated virtual node. Adding
                        				  the appropriate static/default routes on the virtual node associated with the
                        				  FLAT/FLAT1 objects and advertising it (using the configured routing protocol)
                        				  within the simulation can extend this connectivity to the other virtual nodes.
                        				  Making similar routing adjustments on the external node integrated with the
                        				  simulation environment can extend IP connectivity to physical endpoints beyond
                        				  the gateway device. 
                        				
                     

                     

                     
                     			 
                  

                  
                  	 
                     				
                     In-band access using Static
                           					 Network Address Translation (SNAT) 
                        				
                     

                     

                     
                     				
                     The SNAT
                        				  network object provides a Layer-3 based approach to integrating external
                        				  devices with topology simulations. This method leverages an integral
                        				  OpenStack-controlled NAT gateway to facilitate static mapping of external IP
                        				  addresses (by default, 172.16.3.0/24) to internal IP addresses (generally in
                        				  the 10.254.0.0/24 range). The SNAT interface is bound to the Ethernet 3 port.
                        				  The SNAT approach is used when the internal particulars of the network
                        				  simulation are hidden from the external devices. 
                        				
                     

                     

                     
                     				
                     Upon
                        				  launching the simulation from the Cisco Modeling Labs client, the internal and
                        				  external IP addresses assigned to the SNAT integration are presented in the 
                        				  Simulation perspective. Alternatively, the assigned mappings
                        				  may be referenced via the Cisco Modeling Labs server's 
                        				  User
                           					 Workspace Management interface. 
                        				
                     

                     

                     
                     			 
                  

                  
               

               
               		
            

            
            	 
               		  
               Determine your IP
                     				addressing plan 
                  		  
               

               

               
               		  
               The following are
                  			 the key points to note when determining your IP addressing plan for the ESXi
                  			 server and the Cisco Modeling Labs server: 
                  		  
                  
                     	 
                        				
                        When using the
                           				  OVA-based deployment, the Cisco Modeling Labs management interface (Ethernet 0)
                           				  is initially set to use DHCP to acquire host addressing details. We recommended
                           				  that this is changed to a static assignment immediately after installing the
                           				  software within the ESXi host. 
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                         It is not
                           				  recommended to enable public Internet access to the Cisco Modeling Labs
                           				  management interface. If remote access is required, proper security
                           				  considerations should be applied to prevent unauthorized access (e.g., VPN
                           				  access, ACLs) As a lab/test focused system, no provision has been made for
                           				  maintaining/applying security related patches to the underlying Ubuntu
                           				  operating system, thus unencumbered access can represent a security risk. In
                           				  addition, allowing the included Open Source components to update automatically
                           				  can introduce untested executables that may break the integration. By default,
                           				  Cisco Modeling Labs applies rfc1918 private addresses to virtual nodes within
                           				  simulations and to interfaces associated with node management/external device
                           				  integration. This should prevent unintended access in cases of inadvertent
                           				  leakage to outside of the lab domain. 
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                        By default,
                           				  the following IPv4 address ranges are assigned by Cisco Modeling Labs upon
                           				  launching a topology simulation and are associated with communications with
                           				  external devices: 
                           				
                           
                              	 
                                 					 
                                 Flat:
                                    						172.16.1.0/24 DHCP scope: .50 - .250 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 Flat1:
                                    						172.16.2.0/24 DHCP scope: .50 - .250 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 SNAT
                                    						(External) 172.16.3.0/24 DHCP scope: .50 - .250 Gateway: 172.16.3.1 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 SNAT
                                    						(Internal) 10.254.0.0/24 DHCP scope: .50 - .250 Gateway: 10.254.0.1 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                           

                           These are system level assignments that are shared across all
                           				projects and simulations launched within a Cisco Modeling Labs server. The
                           				defaults are configured in the System Configuration section of the User
                           				Workspace Management interface and may be adjusted to meet existing lab
                           				integration requirements. If multiple instances of Cisco Modeling Labs servers
                           				are deployed, the default networks associated with the FLAT, FLAT1, and SNAT
                           				interfaces must be configured as to not overlap. 
                           				
                        

                        
                        			 
                     

                     
                     	 
                        				
                        By default,
                           				  the following IPv4 address ranges are used by Cisco Modeling Labs AutoNetkit
                           				  function upon building a topology simulation: 
                           				
                           
                              	 
                                 					 
                                 IPv4
                                    						Infrastructure 10.0.0.0/8 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 IPv4
                                    						Loopbacks 192.168.0.0/22 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                              	 
                                 					 
                                 IPv4 VFR
                                    						172.16.0.0/24 
                                    					 
                                 

                                 

                                 
                                 				  
                              

                              
                           

                           Upon launching the simulation within the Cisco Modeling Labs
                           				server, these address assignments are typically constrained within that
                           				simulation’s environment. This is the same for any manually configured
                           				addressing applied to the simulation’s virtual nodes. However, conflicts can
                           				arise if the simulation is enabled to use external communications, and a
                           				routing protocol is enabled to advertise the virtual node’s networks
                           				externally. We recommend that any such advertisements from the simulation
                           				environment not be propagated outside of the designated lab environment. 
                           				
                        

                        
                        			 
                     

                     
                  

                  
                  		  
               

               
               		
            

            
            	 
               		  
               Determine if you need to
                     				use VLANs in your configurations 
                  		  
               

               

               
               		  
               Cisco Modeling
                  			 Labs requires five network interfaces to enable full functionality. If the
                  			 server is fitted with the sufficient network interfaces, the application’s
                  			 interfaces may be mapped on a 1:1 basis to vNICs associated with dedicated
                  			 physical NICs to the adjacent access switch. Alternatively, deploying Cisco
                  			 Modeling Labs within a VM allows these interfaces to be virtualized as Port
                  			 Groups on a common ESXi vSwitch, and carried as VLANs across an 802.1q trunk to
                  			 an adjacent access switch. The ESXi vSwitch can be set to tag the appropriate
                  			 VLAN ID onto each frame based on its originating Port Group, and direct
                  			 appropriately tagged incoming frames to the designated Port Group. The adjacent
                  			 switchport is configured as a trunk, and set to pass the VLAN IDs associated
                  			 with the Cisco Modeling Labs. 
                  		  
               

               

               
               		  
               For bare-metal
                  			 deployments using the ISO-formatted distribution file, the compute platform
                  			 should have all five network interface ports installed in the system prior to
                  			 initiating the installation. For servers fitted with less than the recommended
                  			 ports, the missing ports may be “dummied.” Binding the application interfaces
                  			 to a dummy-port will reduce the external communications options for that Cisco
                  			 Modeling Labs deployment. 
                  		  
               

               

               
               		  
               For either VM or
                  			 bare-metal deployments, it is possible to extend VLANs into the simulation as a
                  			 method to aggregate multiple Layer-3 connections into the project simulation.
                  			 The involved Port Groups must be optioned to pass all tagged frames. We
                  			 recommend that the adjacent switchport be configured as to prune any VLAN not
                  			 destined for the Cisco Modeling Labs server. 
                  		  
               

               

               
               		
            

            
         

         
          
            	 
         

         
      

      
      
      
         
         	Installation Methods

         
      

      
      
      
         
      

      
      
      
   
      
      
      Installation
         	 Methods
      

      
         

         
          There are a variety
            		of installation methods that enable interconnection of the Cisco Modeling Labs
            		interfaces to external devices. 
            	 
         

         
          One installation
            		design is to associate each Cisco Modeling Labs interface to a distinct
            		vSwitch, from which each is assigned a dedicated host NIC attached to an
            		external switch. This deployment method is shown in the following figure. 
            		
            Deployment
                  			 using Dedicated NICs


[image: ../images/411664.jpg]



            
            	 
         

         
          Depending on the
            		number of physical NICs being allocated to Cisco Modeling Labs connections,
            		other Port Group to vSwitch combinations may be employed. Each of the Port
            		Groups's security policies must be configured to allow 
            		Promiscuous
               		  Mode. 
            	 
         

         
          
            	 
         

         
          An alternative ESXi
            		setup is to consolidate the Cisco Modeling Labs interfaces onto a single
            		vSwitch associated to an 802.1Q trunk for external connectivity. This
            		deployment configuration is shown in the following figure . 
            		
            Deployment
                  			 Using a Shared NIC


[image: ../images/411666.jpg]



            
            	 
         

         
          A
            		single physical adapter should be used for each vSwitch associated with the
            		Cisco Modeling Labs application. ESXi's NIC-teaming feature is not recommended
            		for vSwitch connections (either dedicated or shared/trunked) to external
            		devices. See the 
            		External
               		  Connectivity chapter in the 
            		Cisco Modeling Labs Corporate
               		  Edition User Guide, Release 1.3 for more information. 
            	 
         

         
          
            		
            Important: 
               		  For bare-metal deployments, the machine must be configured with five NICs. If
               		  Cisco Modeling Labs is installed directly on a server with less than five
               		  interfaces, the missing interfaces must be mapped to dummy interfaces in
               		  accordance with Cisco Modeling Labs implementation. This will reduce options
               		  for integrating with external devices. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cisco Modeling Labs
         	 Default Port Numbers
      

      
         

         
         This section details
            		the default port numbers that are provided in Cisco Modeling Labs. 
            	 
         

         
          
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


These default
                     		  port numbers are required for communication between the Cisco Modeling Labs
                     		  server and the Cisco Modeling Labs client. If employed, firewalls between the
                     		  two devices must be configured to permit these session flows. These values can
                     		  be updated as required by the system administrator for your Cisco Modeling Labs
                     		  server installation. 
                     		
                     

                  
               

            

            
            	 
         

         
          
            	 
         

         
          
            	 
         

         
          
            	 
         

         
          
            	 
         

         
         
         
            
               Default Port
                     		Numbers
               
                  
                     	 
                        				
                        Port Number 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Description 
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	 
                        				
                        19399 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Services Topology
                              					 Director—Generates OpenStack calls for the creation of nodes and links
                           				  based on the XML topology definition created in Cisco Modeling Labs client. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        19400 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        User Workspace
                              					 Management—Provides a web interface used to manage accounts, user projects,
                           				  licenses, and virtual machine (VM)images on the Cisco Modeling Labs server. See
                           				  the chapter 
                           				  User Workspace
                                 						Management for more information. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        19401 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        AutoNetkit
                              					 Visualization—Provides a graphical representation of the topology displayed
                           				  in a web browser. See the chapter 
                           				  Visualizing the Topology in 
                           				  Cisco Modeling Labs User
                              						Guide, Release 1.3 for more information. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        19402 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Live
                              					 Visualization—Provides a live representation of a running simulation
                           				  displayed in a web browser. See the chapter 
                           				  Visualizing the Simulation in 
                           				  Cisco Modeling Labs User
                              						Guide, Release 1.3 for more information. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        6080, 6081 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Virtual
                           				  Network Computing (VNC) access to virtual machines—Allows you to connect to the
                           				  Cisco Modeling Labs server using VNC, if enabled. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        6083 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        WebSocket
                           				  Connection Proxy—Allows you to use Telnet over WebSocket to ports on a
                           				  particular node. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        17000-18000 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Serial
                           				  Console Connections—Indicates the value range for connecting using Telnet to
                           				  serial ports on nodes. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        22 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Linux: Used
                           				  for SSH sessions to jumphost within project/simulation. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        23 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Linux:
                           				  Telnet to virtual nodes when external communications is enabled. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        80 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Linux: HTTP
                           				  sessions to Cisco Modeling Labs server or virtual hosts within simulation. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        443 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Linux:
                           				  Default for Telnet over Websocket. 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        3306 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Linux: MySQL
                           				  
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        3333 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Linux: HTTP 
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        5000 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Linux: UPnP 
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
          
            		
            Important: Check that the required port numbers are in place before
               		  proceeding to the next step in the installation process. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 2. Cisco Modeling Labs
         	 OVA Installation
      

      
      
   
      
      
      Prepare for an OVA
         	 File Installation
      

      
         

         
         There is a number of
            		key prerequisites that must be in place in order to successfully install Cisco
            		Modeling Labs using an OVA file. 
            	 
         

         
         These prerequisites
            		are: 
            	 
         

         
          
            	 
            
               	 
                  		  
                  The host must
                     			 support Intel VT-x/EPT virtualization extensions, and these extensions must be
                     			 enabled in the BIOS. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  The target disk
                     			 must be at least 250 GB. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  For
                     			 installations to a VM, the following hypervisors are supported: 
                     		   
                     		  
                     
                        	 
                           				
                           VMware vSphere ESXi 5.5 Update 2 (Build 1993072) or later 
                              				
                           

                           

                           
                           			 
                        

                        
                        	 
                           				
                           VMware vSphere ESXi 6.0 (Build 2494585). 
                              				
                           

                           

                           
                           			 
                        

                        
                        	 
                           				
                           VMware vSphere ESXi 6.5 (Build 4564106). 
                              				
                           

                           

                           
                           				
                           
                              
                                 	[image: ../images/note.gif]
Note
                                 	


Additionally, you must verify that you are using vSphere
                                    				  Client v5.5 Update 2 (Build 1993072) or later before deploying Cisco Modeling
                                    				  Labs.  Failure to use this minimum version will result in a failed deployment
                                    				  that returns an error stating that nested virtualization is not supported. 
                                    				
                                    

                                 
                              

                           

                           
                           			 
                        

                        
                     

                     
                     		  
                  

                  
                  		  
                  
                     
                        	[image: ../images/note.gif]
Note
                        	


The
                           			 implementation of Cisco Modeling Labs within a VM is limited to the listed
                           			 VMware vSphere ESXi versions. Other hypervisors such as Oracle VirtualBox,
                           			 Microsoft HyperV, XenServer, etc. are not supported. Depending on network speed
                           			 and target platform performance, an installation can take between 30 and 60
                           			 minutes. 
                           		  
                           

                        
                     

                  

                  
                  		
               

               
            

            
            	 
         

         
          
            		
            Important: Check that the above requirements are in place before proceeding
               		  to the next step in the installation process. If at any time the installation
               		  appears to fail or you do not see the expected results, we recommend that you
               		  delete the virtual machine and restart the installation. 
               		
            

            
            	 
         

         
          
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Download the Cisco
         	 Modeling Labs OVA File
      

      
         You must download the
            		Cisco Modeling Labs OVA file using the link provided in your purchase
            		confirmation email. 
            	 
         

         
         The OVA files are
            		large (~4 GB), so rather than HTTP downloads using a web browser, the use of a
            		download manager for Mac or Windows is recommended. 
            	 
         

         
         An MD5 hash sum for
            		the OVA file is provided along with the download link on the download website.
            		You must calculate and verify that the hash sum of the downloaded OVA file
            		matches the source file: 
            	 
         

         
          
            	 
            
               	 On OS X, use the command 'md5 <filename>'. 
                  		
               

               
               	 On Linux, use the command
                  		  'md5sum <filename>'. 
                  		
               

               
               	On Windows, use Microsoft
                  		  File Checksum Integrity Verifier (FCIV). 
                  		
               

               
            

            
            	 
         

         
          
            		
            Important: Verify that the hash sum of the downloaded OVA
               		  file matches the source file before proceeding to the next step in the
               		  installation process. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configure Security
         	 and Network Settings
      

      
         
            
               

            
 
            		
             
               		  
               
                  
                     	[image: ../images/note.gif]
Note
                     	


You must enable
                        			 Intel VT in the BIOS for Cisco Modeling Labs to operate correctly. 
                        		  
                        

                     
                  

               

               
               		
            

            
            		
            The ESXi host must
               		  be enabled for remote access using SSH sessions. This is necessary for Cisco’s
               		  Technical Support staff to provide diagnostic and corrective assistance should
               		  the need arise. 
               		
            

            
            		
            The Cisco Modeling
               		  Labs virtual machine requires connections to five distinct virtual network port
               		  groups. The first connection is for Cisco Modeling Labs server management, and
               		  is named 
               		  VM_Network,
               		  by default. Depending on the vSphere deployment policies, this port group may
               		  be assigned to the same address space as the host’s VMkernel port (placing it
               		  on the same network), or on a distinct VLAN if isolation from the ESXi
               		  management is required. The other four port groups 
               		  FLAT, 
               		  FLAT1, 
               		  SNAT, and 
               		  INT are used
               		  by Cisco Modeling Labs for external communications. These ESXi port groups must
               		  be prepared prior to initiating the installation of Cisco Modeling Labs. 
               		
            

            
            		
            The following
               		  steps illustrates the most common deployment method of Cisco Modeling Labs in a
               		  VM environment. 
               		
            

            
            	 
         

         
         Before You Begin
               

            
 
            		
             
               		
               
                  	Ensure that you have met the
                     			 requirements as specified in the section 
                     			 Cisco Modeling Labs Server Requirements.
                     			 
                     		  
                  

                  
                  	Ensure that you have
                     			 administrator access to the VMware ESXi server in which you plan to deploy the
                     			 Cisco Modeling Labs OVA in order to enable nested virtualization. 
                     		  
                  

                  
               

               
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Log in as
                        			 administrator to the VMware ESXi server using the VMware vSphere Client. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	Click the 
                        			 Configuration
                        			 tab. 
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Choose 
                        			 Software > Security
                              				  Profile. 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	Click 
                        			 Properties to
                        			 edit the properties associated with security services. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	The 
                        			 Services Properties dialog box is displayed. Enable 
                        			 SSH access, 
                        			 ESXi Shell,
                        			 and 
                        			 Direct Console
                              				  UI as follows: 
                        		  
                        	Click 
                              				  Options. 
                              				

                        
                        	Click the 
                              				  Start and Stop with
                                    						Host radio button. 
                              				

                        
                        	Click 
                              				  Start. 
                              				

                        
                        	Click 
                              				  OK. 
                              				  
                           				  
                            
                              					 
                              Services Properties
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                  	Step 6  
                     
                  
                  	Click 
                        			 OK. 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	To add the four
                        			 additional port groups—FLAT, 
                        			 FLAT1, 
                        			 SNAT, and 
                        			 INT, which
                        			 are required for external Layer-2 and Layer-3 connectivity and configure
                        			 network settings, choose 
                        			 Networking > Properties. 
                        		  
               

               
               
                  	Step 8  
                     
                  
                  	Click 
                        			 Add. 
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	 In the 
                        			 Add
                           				Network wizard, choose the 
                        			 Virtual Machine
                        			 connection type. 
                        		    
                     			 
                      
                        				
                        Connection Type
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                  	Step 10  
                     
                  
                  	Click 
                        			 Next. 
                        		  
               

               
               
                  	Step 11  
                     
                  
                  	Under 
                        			 Port Group
                           				Properties, in the 
                        			 Network Label
                        			 field, enter 
                        			 Flat and
                        			 assign a site-relevant VLAN ID, for example, 19, in the 
                        			 VLAN ID
                        			 field. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	VLAN IDs
                              				are unique for each port group. A VLAN ID is used to identify which VLAN a
                              				packet belongs to; specifically, switches use the VLAN ID to determine which
                              				port(s), or interface(s), to send a broadcast packet to. 
                              			 
                           
                        

                     

                     
                     		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	If you have
                              				previously installed Cisco Modeling Labs version 1.0, you will only need to add
                              				the 
                              				FLAT1 and 
                              				INT port
                              				groups, since 
                              				FLAT and 
                              				SNAT are
                              				already available. 
                              			 
                           
                        

                     

                     
                     		    
                     			 
                     Flat
                           				  Connection Settings
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                  	Step 12  
                     
                  
                  	Click 
                        			 Finish to
                        			 add the port group. 
                        		  
               

               
               
                  	Step 13  
                     
                  
                  	 Repeat Step 7
                        			 through Step 13 to add the remaining port groups. 
                        		    
                     			 
                     SNAT
                           				  Port Group Assigned
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                              	Note   
                                    
                                    
                              	 
                                 					 
                                 Ensure
                                    						that the SNAT port group has been created. 
                                    					 
                                 

                                 
                                 				  
                              
                           

                        

                        
                     

                     
                     		    
                     			 
                     Flat1
                           				  Port Group Assigned
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                              	Note   
                                    
                                    
                              	 
                                 					 
                                 Ensure
                                    						that the Flat1 port group has been created. 
                                    					 
                                 

                                 
                                 				  
                              
                           

                        

                        
                     

                     
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     INT Port
                           				  Group Assigned
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                              	Note   
                                    
                                    
                              	 
                                 					 
                                 Ensure
                                    						that the INT port group has been created. 
                                    					 
                                 

                                 
                                 				  
                              
                           

                        

                        
                     

                     
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 14  
                     
                  
                  	Configure all
                        			 the port groups to allow promiscuous mode: 
                        		  
                        	Under the 
                              				  Configuration
                              				  tab, choose 
                              				  Hardware > Networking and click 
                              				  Properties of
                              				  the port group for which you want to enable promiscuous mode, for example, 
                              				  Flat1.
                              				  
                              				

                        
                        	Select the
                              				  
                              				  Flat1
                              				  port group and click 
                              				  Edit. 
                              				

                        
                        	Click the 
                              				  Security tab. 
                              				

                        
                        	Check the 
                              				  Promiscuous Mode check box, and from the 
                              				  Promiscuous Mode drop-down list, choose 
                              				  Accept. 
                              				  
                           				  
                           
                              
                                 	Note   
                                       
                                       
                                 	Ensure
                                    					 that the values for 
                                    					 MAC
                                       						Address Changes and 
                                    					 Forged
                                       						Transmits are also set to their default value of 
                                    					 Accept. 
                                    				  
                                 
                              

                           

                           
                           				  
                           				  
                           Promiscuous Mode for the Flat1 Port Group
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                        	Click 
                              				  OK. 
                              				

                        
                     

                     
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	Promiscuous
                              				mode permits traffic to flow between Cisco Modeling Labs simulated nodes and
                              				other virtual machines running on the ESXi host. 
                              			 
                           
                        

                     

                     
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 15  
                     
                  
                  	 Repeat Step
                        			 15a through Step 15e to set the promiscuous mode for all port groups. 
                        		  
               

               
               
                  	Step 16  
                     
                  
                  	Click 
                        			 Close. 
                        		    
                     			 
                      
                        				
                        Available Port Groups
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                        Important: Check that the following requirements are in place before
                           				  proceeding to the next step in the installation process. 
                           				  
                           
                              	 
                                 						
                                 All
                                    						  five unique virtual network port-groups have been created. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                              	 
                                 						
                                 Intel
                                    						  VT in the BIOS has been enabled. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                              	 
                                 						
                                 The
                                    						  port group parameters 
                                    						  Promiscuous Mode, 
                                    						  MAC
                                       							 Address Changes and
                                       							 Forged Transmits are all set to 
                                    						  Accept. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                              	 
                                 						
                                 Only
                                    						  single VMNICs are used for the Flat, Flat1, and SNAT interfaces. NIC-teaming
                                    						  should not be employed for external connections. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                           

                           
                           				
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Deploy the Cisco
         	 Modeling Labs OVA
      

      
         
            
               

            
 
            		
             
               		  
               Attention: Verify your vSphere Client. Please verify that you are using
                  			 vSphere Client v5.1 Update 2 (Build 1483097) or later before deploying Cisco
                  			 Modeling Labs. Failure to use the minimum version will result in a failed
                  			 deployment that will not support nested virtualization. 
                  		  
               

               
               		
            

            
            	 
         

         
         Before You Begin
               

            
 
            		
             
               		
               
                  	Ensure that you have
                     			 configured the necessary security and network settings. 
                     		  
                  

                  
               

               
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	To install the
                        			 OVA, log in to the VMware ESXi server. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	From the vSphere
                        			 client menu, choose 
                        			 File > Deploy OVF
                              				  Template. 
                        		   The 
                     			 Deploy OVF
                           				  Template > Source window is displayed. 
                     			 
                     Source
                           				  Details
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                  	Step 3  
                     
                  
                  	In the 
                        			 Source window, click 
                        			 Browse to
                        			 navigate to the OVA package. 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	In the dialog
                        			 box displayed, click 
                        			 Open. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Click 
                        			 Next. 
                        		    
                     			 
                      
                        				
                        OVF
                              					 Template Details
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                     		   Information about the OVA you are about to deploy is displayed. 
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	In the 
                        			 Name and
                           				Location window, provide a name for the virtual machine and click 
                        			 Next. 
                        		    
                     			 
                     Name and
                           				  Location Details
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                  	Step 7  
                     
                  
                  	In the 
                        			 Disk
                           				Format window, choose the target data storage (Datastore) disk
                        			 format, and click 
                        			 Next. 
                        		    
                     			 
                     Disk
                           				  Format Details


[image: ../images/420508.jpg]



                     
                     		  
                  
               

               
               
                  	Step 8  
                     
                  
                  	In the 
                        			 Network
                           				Mapping window, map the virtual networks defined in the OVA, with
                        			 those present in the host, and click 
                        			 Next. 
                        		    
                     			 
                     Network
                           				  Mapping Details
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                  	Step 9  
                     
                  
                  	In the 
                        			 Ready to
                           				Complete window, ensure that the 
                        			 Power on after
                              				  deployment check box remains unchecked to allow the virtual
                        			 machine settings to be updated before it is powered on. 
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	Click 
                        			 Finish to start
                        			 the OVA deployment. 
                        		    
                     			 
                      
                        				
                        Ready to
                              					 Complete Details
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                     OVA deployment
                        				starts. 
                        			 
                     

                     
                     			 
                     Deploying the OVA
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                  	Step 11  
                     
                  
                  	When the
                        			 deployment completes, click 
                        			 Close. 
                        		    
                     			 
                      
                        				
                        Important: Check that the following requirements are in place before
                           				  proceeding to the next step in the installation process. 
                           				  
                           
                              	 
                                 						
                                 You
                                    						  have verified your version of vSphere client in use. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                              	 
                                 						
                                 The VM
                                    						  network port-group is mapped to a valid site-relevant port-group used for
                                    						  virtual machine management and Internet access. All others are mapped
                                    						  one-to-one to the port-group of the same name. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                           

                           
                           				
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Edit the Virtual
         	 Machine Settings
      

      
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	In the vSphere
                        			 client, click 
                        			 Edit Virtual
                           				Machine Settings. 
                        		   The 
                     			 Virtual
                        				Machine Properties dialog box is displayed. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Update the value
                        			 for 
                        			 Memory as
                        			 required for your environment. 
                        		    
                     			 
                     Updated
                           				  Memory Properties
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                  	Step 3  
                     
                  
                  	Update the value
                        			 for 
                        			 CPUs as
                        			 required for your environment. 
                        		    
                     			 
                     Updated
                           				  CPUs Properties
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                  	Step 4  
                     
                  
                  	After revising the Memory and CPU settings for the virtual machine
                        			 properties, it is recommended that the memory resources be reserved for the VM.
                        			 To do this, select the 
                        			 Resources tab and highlight 
                        			 Memory in the settings list. Check the 
                        			 Reserve all guest memory (All locked) checkbox and click 
                        			 OK to save the change. 
                        		    
                     			 
                     Reserve All Guest Memory Setting
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                  	Step 5  
                     
                  
                  	In addition,
                        			 confirm that the network adapters have been setup correctly. 
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	Under the 
                        			 Options tab,
                        			 ensure that the setting 
                        			 CPUID Mask
                        			 is set to 
                        			 Expose Nx flag
                           				to guest as shown. 
                        		    
                     			 
                     CPUID Mask
                           				  Setting
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                  	Step 7  
                     
                  
                  	Click 
                        			 OK to save
                        			 the changes. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Customize the Cisco
         	 Modeling Labs Server Deployment
      

      
         Following the software
            		installation, the Cisco Modeling Labs server must be customized for the
            		environment within which it will operate and desired integration with existing
            		lab/test devices. This customization includes setting the following attributes:
            		
            	 
         

         
          
            	 
            
               	The server's system details: 
                  		  
                  
                     	 
                        				
                        Host name and
                           				  domain details 
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                        Host name, IP
                           				  address and domain details 
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                        The management
                           				  interface (Ethernet0) configuration 
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                        Primary and
                           				  secondary DNS servers 
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                        NTP server 
                           				
                        

                        

                        
                        			 
                     

                     
                  

                  
                  		
               

               
               	 
                  		  
                  The interface
                     			 configurations associated with external communications (Ethernet1 [Flat],
                     			 Ethernet2 [Flat1], and Ethernet3 [SNAT]), if required. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Application
                     			 details such as ports associated with the VIRL-services, internal passwords,
                     			 resource over-commit ratios, and access/download proxy details. 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
          In previous releases,
            		the Cisco Modeling Labs server was customized via GUI/CLI invoked scripts using
            		the server’s console. This release of Cisco Modeling Labs incorporates the
            		system configuration into the 
            		User Workspace
                  			 Management > CML Server > System
                  			 Configuration interface accessible via a web browser
            		session to the server’s management address. 
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


When
                     		  deploying Cisco Modeling Labs using the OVA-formatted install file, the
                     		  installed application is preconfigured to use DHCP services to acquire an IP
                     		  address for the management port, Ethernet0. 
                     		
                     

                  
               

            

            
            	 
         

         
      

      
      
      
         
         	Start the Cisco Modeling Labs Server for the First Time

         
      

      
      
      
         
      

      
      
      
   
      
      
      Start the Cisco
         	 Modeling Labs Server for the First Time
      

      
         
            
               

            
 
            		
            On initial startup
               		  of Cisco Modeling Labs, a virtual console session is started to ascertain the
               		  assigned IP address, or to set the static addressing details to the Ethernet0
               		  interface. Complete the following steps to start the Cisco Modeling Labs server
               		  for the first time. 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	In the vSphere
                        			 client, click 
                        			 Power On the
                           				Virtual Machine. 
                        		   The
                     			 virtual machine starts up. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Open a console
                        			 window by right-clicking on 
                        			 Cisco Modeling
                           				Labs 1.3 and choose 
                        			 Open Console
                        			 from the list. 
                        		   In the
                     			 Console window, you can see the virtual machine starting up. 
                     			 
                     When the virtual
                        				machine has started, the login screen is displayed, as shown. 
                        				
                        Login Screen
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                           	Note   
                                 
                                 
                           	As detailed on the login screen, no IP address is detected on
                              				eth0 at this point; you must assign a static IP address or deploy DHCP.
                              			 
                           
                        

                     

                     
                     			 
                     The following
                        				sections outline the steps involved for assigning static IP addressing or DHCP
                        				deployment. Click the applicable section as required. 
                        			 
                        
                           	 
                              				  
                              Static IP Address Assignment
                                 					 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              DHCP Deployment
                                 					 
                                 				  
                              

                              

                              
                              				
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
         	Static IP Address Assignment

         
         	DHCP Deployment

         
      

      
      
      
         
      

      
      
      
   
      
      
      Static IP Address
         	 Assignment
      

      
         
            
               

            
 
            		
            From the ESXi
               		  virtual machine console, assign the static IP address as follows: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Login using
                        			 username/password virl/VIRL, as shown. 
                        		    
                     			 
                     Login
                           				  Details
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                  	Step 2  
                     
                  
                  	 Edit the
                        			 /etc/network/interface file, using the command: 
                        			 sudo nano
                           				/etc/network/interfaces. 
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Scroll through
                        			 the file to the configuration associated with Ethernet0 and make the following
                        			 changes: 
                        		    
                     			 
                      
                        			 
                        
                           	 
                              				  
                              Change the
                                 					 addressing method to static: 
                                 					 iface eth0 inet
                                       						  static. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              Add the
                                 					 static IP address: 
                                 					 address
                                       						  n.n.n.n. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              Add the
                                 					 network mask: 
                                 					 netmask
                                       						  mmm.mmm.mmm.mmm. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              Add the
                                 					 gateway address: 
                                 					 gateway
                                       						  n.n.n.n 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              Add the
                                 					 dns-nameserver: 
                                 					 dns-nameserver
                                       						  n.n.n.n 
                                 				  
                              

                              

                              
                              				
                           

                           
                        

                        
                        			 
                     

                     
                     			 
                     Updated
                           				  Interfaces File
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                  	Step 4  
                     
                  
                  	Enter Ctrl-X
                        			 to exit the editor. Enter Y to save the edits, then Enter to confirm
                        			 overwriting the 
                        			 /etc/network/interfaces file. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Reboot the
                        			 virtual machine using the 
                        			 sudo reboot
                              				  now command. 
                        		    
                     			 
                     Sudo
                           				  Reboot Command
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                  	Step 6  
                     
                  
                  	Once the
                        			 virtual machine completes the reboot cycle, the login screen provides
                        			 information on how to establish a browser session to the Cisco Modeling Labs
                        			 server’s management interface, using the static address 
                        			 http://<static_ip_address> added to the
                        			 /etc/network/interfaces file. 
                        		    
                     			 
                     Login
                           				  Details
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                     The CML Server
                        				main menu is displayed. 
                        			 
                     

                     
                     		    
                     			 
                      
                        				
                        CML
                              					 Server Main Menu
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                  	Step 7  
                     
                  
                  	Click the 
                        			 User
                           				Workspace Management interface link. Login with the default
                        			 credentials (username= uwmadmin, password=password). The 
                        			 User
                           				Workspace Management Overview page is displayed. 
                        		    
                     			 
                      
                        				
                        User
                              					 Workspace Management Overview
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                  	Step 8  
                     
                  
                  	From the options
                        			 on the left, expand the 
                        			 CML Server
                        			 option and select 
                        			 System
                           				Configuration. Click 
                        			 System to
                        			 set the system management details. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	 Details for the primary
                              				(eth0) port should be updated to reflect the same entries made to the
                                 				  /etc/network/interfaces file. 
                              			 
                           
                        

                     

                     
                     			 
                     
                        			 
                     

                     Update the system configuration as required. 
                     		    
                     			 
                      
                        				
                        System
                              					 Configuration Controls
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                              System
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Hostname
                                          						  
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       cml 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Changing
                                          						  hostname is supported. The hostname must be an alphanumeric string less than 14
                                          						  characters. Special characters are limited to '-'.
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Domain
                                          						  Name 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       cml.info
                                          						  
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       NTP
                                          						  Server 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       pool.ntp.org 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       An NTP
                                          						  resource is required. If behind a firewall/proxy, this parameter should point
                                          						  to an NTP server reachable by this device. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Ramdisk enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       This
                                          						  option must be enabled to speed up I/O operations. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary Ethernet Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       eth0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary ethernet port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Use
                                          						  DHCP on Primary Ethernet port? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       checked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       When
                                          						  enabled, permits DHCP to configure the management interface (Ethernet0.) A
                                          						  static IP configuration is recommended. This parameter should be unchecked and
                                          						  the primary port configuration options set manually. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Static
                                          						  IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       127.0.0.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Set as
                                          						  the desired IP address. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port network 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  127.16.16.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Set as
                                          						  the IP network. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Set
                                          						  network mask information. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port gateway 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  127.16.16.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Set
                                          						  network gateway IP address. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the secondary DNS server IP address. Ensure you do not set the same address as
                                          						  you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Is
                                          						  your system behind a proxy? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option if your system is behind a proxy. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       HTTP/HTTPS Proxy 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  http://ymbk.example. 
                                          						
                                       

                                       
                                       						
                                       com:80/ 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  Replace with the URL of the Internet Access Proxy, in the format
                                          						  "http://<proxy IP or name>:<port number>/". 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 9  
                     
                  
                  	 Click 
                        			 Networks
                        			 to configure the other interfaces for external communications. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                               Networks
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Eth1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.254/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.0/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network address/mask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network netmask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network gateway IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.50 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool start address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.253 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool end address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat secondary DNS server IP address. Ensure you do not set the same
                                          						  address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option if a second Flat network, Flat1, is to be enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Eth2 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the name of the host's physical port used for the L2 Flat network, Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                        2nd
                                          						  Flat Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.254/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the IP address for the second Flat network, Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.0/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat network address/mask for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat network netmask for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network gateway IP address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.50 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat address pool start address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.253 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool end address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat primary DNS server IP address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat secondary DNS server IP address for Flat1. Ensure you do not set the
                                          						  same address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Eth3 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the name of the host's physical port used for L3 Snat network, ext-net. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.254/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the IP address for the CML host in the L3 Snat network. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.0/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network address/mask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network netmask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       72.16.3.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network gateway IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.50 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat address pool start address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.253 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat address pool end address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat secondary DNS server IP address. Ensure you do not set the same
                                          						  address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 10  
                     
                  
                  	 Click 
                        			 Services
                        			 to configure the port numbers for VIRL services. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              Services
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       
                                          						  Apache Server Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       80 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the number of the Apache server port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Start
                                          						  Host-granted TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       10000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Host
                                          						  grants TCP ports to the simulations starting from this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       End
                                          						  Host-granted TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       17000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Host
                                          						  grants TCP ports to the simulations starting ending with this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       First
                                          						  VM Serial Console TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       17000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Simulated VMs with serial consoles use TCP ports starting from
                                          						  this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Last
                                          						  VM Serial Console TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       18000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Simulated VMs with serial consoles use TCP ports ending with
                                          						  this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       VIRL
                                          						  Web Services Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19399 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the simulation engine services. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       UWM
                                          						  Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19400 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the User Workspace Management interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       AutoNetkit Webserver Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19401 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the configuration engine preview interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Live
                                          						  Visualization Webserver Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19402 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the Live Visualization interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       UWM
                                          						  Web-SSH Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19403 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the User Workspace Management SSH web interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Nova
                                          						  Websocket Serial Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19406 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the websocket-based serial console connections. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Disable Serial Timeout 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Disable timeout of serial consoles after 15 minutes of
                                          						  inactivity. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Nova
                                          						  Websocket VNC Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19407 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the websocket-based VNC console connections. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Docker
                                          						  Registry Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19397 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the port number for the docker registry. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 11  
                     
                  
                  	 Click 
                        			 Infrastructure to configure the other interfaces for
                        			 external communications. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              Infrastructure Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       OpenStack Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for administrator access to OpenStack operations. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       MySQL
                                          						  Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for OpenStack database access. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Guest
                                          						  Account Present? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       checked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option to create a default guest account. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 12  
                     
                  
                  	 Click 
                        			 Resources
                        			 to configure the other interfaces for external communications to meet
                        			 integration requirements. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              Resources
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Download Proxy 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the proxy server for downloading files, such as images and external git
                                          						  repositories, from outside the local network. Leave blank if the use of a proxy
                                          						  is not required. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Download Proxy Authentication 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  download proxy credentials in the format "<username>:<password>". 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Download Proxy Exceptions 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Provide a list all host names and/or IP addresses for image and
                                          						  git repository sources where the download proxy shall not be used, such as
                                          						  servers, on the local network. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 13  
                     
                  
                  	With all
                        			 configuration options set, click 
                        			 Apply
                           				Changes. At this point, the system will ask you to please enable
                        			 maintenance mode first as shown. 
                        		    
                     			 
                     Enable
                           				  Maintenance Mode


[image: ../images/417984.jpg]



                     Click 
                     			  Enable
                        				Maintenance Mode as requested. 
                     		    A
                     			 Maintenance Mode dialog box is displayed. 
                     			 
                     Maintenance Mode Dialog Box


[image: ../images/417985.jpg]



                     
                     			 
                     Click 
                        				Enable.
                        				The system is now in maintenance mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 14  
                     
                  
                  	Click 
                        			 Apply
                           				Changes as shown. 
                        		    
                     			 
                     Apply
                           				  Changes Made


[image: ../images/417986.jpg]



                     
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	 
                              				
                              You must
                                 				  click 
                                 				  Apply
                                    					 Changes at this point in order for your configuration updates to take
                                 				  effect. 
                                 				
                              

                              
                              			 
                           
                        

                     

                     Under the 
                     			 Jobs in
                        				Progress panel, you can see the progress of the rehost operations as the
                     			 page refreshes periodically, as shown. 
                     			 
                     Jobs in
                           				  Progress
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                  	Step 15  
                     
                  
                  	When
                        			 completed, click 
                        			 Reboot to
                        			 reboot the system. 
                        		   The
                     			 Reboot System dialog box is displayed. 
                     			 
                     Reboot
                           				  System Dialog Box
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                  	Step 16  
                     
                  
                  	Click 
                        			 Reboot to
                        			 reboot the system. 
                        		   The
                     			 System Configuration page is displayed. 
                     			 
                     System
                           				  Configuration Page
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                  	Step 17  
                     
                  
                  	Click 
                        			 Disable
                           				Maintenance Mode. 
                        		   A
                     			 Maintenance Mode dialog box is displayed. 
                     			 
                     Maintenance Mode Dialog Box
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                  	Step 18  
                     
                  
                  	Click 
                        			 Disable.
                        			 The system is no longer in maintenance mode. 
                        		   Your
                     			 configuration is complete. 
                     			 
                     System
                           				  Configuration Completed
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                  	Step 19  
                     
                  
                  	Click 
                        			 OK on the 
                        			 System
                           				Configuration page to return to the 
                        			 System
                           				Configuration Controls page. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      DHCP
         	 Deployment
      

      
         
            
               

            
 
            		
            On initial startup
               		  of Cisco Modeling Labs, a virtual console session is started to ascertain the
               		  assigned IP address, or to set the static addressing details to the Ethernet0
               		  interface. Complete the following steps to start the Cisco Modeling Labs server
               		  for the first time. 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	In the vSphere
                        			 client, click 
                        			 Power On the
                           				Virtual Machine. 
                        		   The
                     			 virtual machine starts up. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Open a console
                        			 window by right-clicking on 
                        			 Cisco Modeling
                           				Labs 1.3 and choose 
                        			 Open Console
                        			 from the list. 
                        		   In the
                     			 Console window, you can see the virtual machine starting up. 
                     			 
                     Virtual
                           				  Machine Starting Up
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                  	Step 3  
                     
                  
                  	From the ESXi
                        			 virtual machine console, deploy DHCP as follows: 
                        		    
                     			 
                     
                        	 
                           				  
                           Run the
                              					 command: 
                              					 ifconfig eth0. 
                              				  
                           

                           

                           
                           				
                        

                        
                        	 
                           				  
                           Copy the IP
                              					 address as shown. 
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                  	Step 4  
                     
                  
                  	Establish a
                        			 browser session to the Cisco Modeling Labs server’s management interface, using
                        			 the IP address 
                        			 http://<eth0_ip_address> 
                        		    
                     			 
                     CML Server
                           				  Main Menu
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                           	Note   
                                 
                                 
                           	 
                              				
                              If any configuration changes are required, complete Steps 6 to
                                 				  18 as detailed in the section 
                                 				  Static IP Address Assignment
                                 				  
                                 				
                              

                              
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Determine License
         	 Key Requirements
      

      
         
            
               

            
 
            		
            Returning to the
               		  User Workplace Management interface shows the server’s current licensing
               		  status; the red banner indicates that there is no product licensing in place. 
               		  
[image: ../images/412758.jpg]

               		
            

            
            		
            To license the Cisco Modeling Labs server, complete the following
               		  steps:
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	In the left
                        			 pane, click 
                        			 Licenses. 
                        		   The 
                     			 Licenses page is displayed.
                     			 
                     Licenses Page
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                  	Step 2  
                     
                  
                  	In the 
                        			 Licenses page, click 
                        			 Register
                              				  Licenses. 
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Record the 
                        			 Host Name and 
                        			 Mac Address for
                        			 license key registration. 
                        		    
                     			 
                      
                        				
                        Information
                              					 for License Key Registration
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                     Use this
                        				information when completing the 
                        				Register Claim
                           				  Certificates instructions in the eDelivery Order Notification email to
                        				request your license key for use with the Cisco Modeling Labs server. 
                        			 
                     

                     
                     			 
                     Two types of
                        				licenses are available, as shown in the following table. 
                        			 
                        
                        
                           
                              License
                                    				Types
                              
                                 
                                    	License Type 
                                       					 
                                    
                                    
                                    	Description 
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	Base Subscription 
                                       					 
                                    
                                    
                                    	15-node capacity for initial deployment. 
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	Capacity Subscription 
                                       					 
                                    
                                    
                                    	10-node, 50-node, and 100-node bundles available. 
                                       						
                                       
                                          
                                             	Note   
                                                   
                                                   
                                             	You
                                                						  can have any number or type of licenses. Licenses are determined by the node
                                                						  capacity you want to deploy. 
                                                						
                                             
                                          

                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     			 
                     You will receive
                        				your license key as an attachment via an email. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	Open the
                        			 attachment in a text editor and copy all of the contents. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Return to the 
                        			 Register
                           				Licenses 
                           			  page and paste the details into the 
                        			 Licenses
                        			 text area. 
                        		    
                     			 
                      
                        				
                        License Key Details
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                  	Step 6  
                     
                  
                  	Click 
                        			 Register to
                        			 register the license key. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	 
                              				
                              We recommend
                                 				  that you add the Base Subscription license first. 
                                 				
                              

                              
                              			 
                           
                        

                     

                     
                     		   Under 
                     			 Licenses,
                     			 you will see the license that is added, the number of nodes permissible, and an
                     			 expiry date for the license. 
                     			 
                     Licenses
                           				  Applied
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                  	Step 7  
                     
                  
                  	Repeat Steps 4
                        			 – 6 for each license file received from the registration process. Verify that
                        			 the 
                        			 Licenses page correctly reports the applied node
                        			 count and expiration dates. 
                        		  
               

               
               
                  	Step 8  
                     
                  
                  	Click 
                        			 Log Out to exit
                        			 the 
                        			 User Workspace
                           				Management interface. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 3. Cisco Modeling Labs
         	 ISO Installation
      

      
      
   
      
      
      Cisco UCS C-Series
         	 Server Installation
      

      
         

         
         Cisco Modeling Labs
            		can be run natively on Cisco UCS compute platform without an underlying ESXi
            		hypervisor. Referred to as a bare-metal deployment, the installation requires
            		the ISO installation file downloaded and accessible to the installation
            		workstation. Bare metal deployments are exclusively supported on Cisco UCS
            		products. The following UCS C-Series servers are supported: 
            	 
            
               	 
                  		  
                  Dual Socket
                     			 servers for small to medium sized deployments: 
                     		  
                     
                        	 
                           				
                           Cisco UCS
                              				  C220-M3 
                              				
                           

                           

                           
                           			 
                        

                        
                        	 
                           				
                           Cisco UCS
                              				  C220-M4 
                              				
                           

                           

                           
                           			 
                        

                        
                        	 
                           				
                           Cisco UCS
                              				  C240-M3 
                              				
                           

                           

                           
                           			 
                        

                        
                        	 
                           				
                           Cisco UCS
                              				  C240-M4 
                              				
                           

                           

                           
                           			 
                        

                        
                     

                     
                     		  
                  

                  
                  		
               

               
               	
                  		  
                  		  
                  Quad Socket servers for larger deployments that demand higher number
                     			 of CPU-cores than can be supported on the dual socket variants: 
                     		  
                  

                  

                  
                  		  
                  
                     	 
                        				
                        Cisco UCS C460-M3 
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                        Cisco UCS C460-M4 
                           				
                        

                        

                        
                        			 
                     

                     
                  

                  
                  		
               

               
            

            
            	 
         

         
         Cisco Modeling Labs
            		has relatively modest storage requirements, with a 250GB capacity (or larger)
            		Direct Attached Storage disk (DAS) recommended. RAID configurations are
            		optional. When using a RAID configuration on the UCS C-Series server, the
            		hardware based (MRAID module) version is the recommended method. 
            	 
         

         
         Storage Area Network
            		(SAN) options are beyond the scope of this installation guide. SAN options are
            		not supported for Cisco Modeling Labs bare metal deployments on Cisco UCS
            		C-Series. 
            	 
         

         
         If the Cisco UCS
            		C-Series server is being freshly deployed, there are some preliminary
            		preparations that are necessary to prepare the hardware. These include
            		configuring the server’s dedicated management interface (CIMC); verifying that
            		the necessary Virtualization Technology features are enabled in the BIOS; and
            		preparing the storage for the installation. The following steps are associated
            		with the Cisco UCS C220 M4S platform running Version 2.06(6d) BIOS/CICM
            		firmware. Refer to the applicable documentation if other server types or
            		firmware levels are to be used and adjust the process accordingly. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Prepare the Cisco
         	 Integrated Management Controller (CIMC) Interface
      

      
         
            
               

            
 If not previously used, the server's Cisco
            		Integrated Management Controller (CIMC) must be provisioned as follows: 
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 Connect a USB
                        			 keyboard and VGA monitor to the server using one of the following methods: 
                        		  
                        	 Using the corresponding connectors on the rear panel. 
                              				

                        
                        	 Using the optional KVM cable (Cisco PID N20-BKVM) to the
                              				  connector on the front panel. 
                              				

                        
                     

                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	 Power on the
                        			 server via the front panel 
                        			 Power button. The server will undergo its Power-On Self
                        			 Testing (POST) cycles and hardware initializations, as shown. 
                        		    
                     			 
                     Power-On Self Testing Cycles and Hardware
                           				  Initialization
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                  	Step 3  
                     
                  
                  	When the POST
                        			 cycles finish, the server setup menu is presented. Press the 
                        			 <F8> key to enter the Cisco IMC Configuration Utility. 
                        		    
                     			 
                     Cisco Setup Menu
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                  	Step 4  
                     
                  
                  	 In the Cisco
                        			 IMC Configuration Utility, enter the networking details to be assigned to the
                        			 server's dedicated management port. Use the 
                        			 <Up>/<Down> arrow keys to select parameter,
                        			 and the <Space> key to toggle on/off. 
                        		    
                     			 
                     CIMC Configuration Utility
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                      Typical settings are to set 
                        				NIC mode to 
                        				Dedicated and to set 
                        				NIC redundancy to 
                        				None. Configure IP addressing and VLAN details per site
                        				requirements. Press the 
                        				<F10> key to save the entries and continue the boot
                        				process. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	 If not already
                        			 done, connect the server's dedicated management port to its adjacent access
                        			 switch. From a Windows (or Apple) client machine, verify network connectivity
                        			 to the CIMC host interface. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Access the CIMC
         	 Interface
      

      
         
            
               

            
 
            		
             With the CIMC
               		  interface configured, it is accessed to complete the machine preparation and to
               		  facilitate the software installation. 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Using a Windows
                        			 (or Apple) workstation, initiate a browser session to the CIMC interface using
                        			 the address provisioned in the previous steps. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	In the CIMC
                        			 login page, enter the username and password for the CIMC interface. The default
                        			 credentials are admin and password. If the password was changed during server
                        			 setup, use the currently configured password. 
                        		    
                     			 
                     CIMC
                           				  Interface
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                  	Step 3  
                     
                  
                  	At this point,
                        			 BIOS CPU Virtualization Technology (VTx) features may be verified, as follows: 
                        		  
                        	Choose 
                              				  Server > BIOIS. 
                              				

                        
                        	Choose 
                              				  Actions > Configure
                                    						BIOS 
                              				

                        
                        	In the pop
                              				  up window, select the 
                              				  Advanced tab. For Cisco UCS platforms, the VT extensions
                              				  should be enabled by default, as shown. 
                              				  
                           				  
                           Verify BIOS Configuration
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                  	Step 4  
                     
                  
                  	Verify the CIMC
                        			 network configuration is set for best performance. Select 
                        			 Network
                        			 under the 
                        			 Admin tab.
                        			 Enable the management port’s 
                        			 Auto
                           				Negotiation. By default, the port may be set for 100mbps/Half Duplex; this
                        			 will severely impair the ISO file transfer process. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     Verify
                           				  Network Configuration
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                  	Step 5  
                     
                  
                  	If this is a new
                        			 machine, the storage sub-system may need to be set up and initialized. As there
                        			 are a wide variety of options with respect to storage, the exact deployment
                        			 details will depend on the employed storage components utilized. For specific
                        			 installation procedures, review product documentation and feature descriptions
                        			 associated with actual storage options. The following illustrates the most
                        			 common Direct Attached Storage (DAS) using the integral MRAID module. To
                        			 configure the MRAID controller: 
                        		  
                        	A pre-boot
                              				  utility may be invoked by entering <Ctrl-R> during the boot-up process.
                              				  This will directly access the on-board ROM-based configuration utility. 
                              				

                        
                        	Within the
                              				  CIMC interface, select the 
                              				  Storage tab to display the Modular Raid Controller. Under
                              				  the 
                              				  Controller
                                 					 Info tab, click the 
                              				  Create
                                 					 Virtual Drive from Unused Physical Drives option. In the popup window,
                              				  choose the desired RAID level from the drop-down menu. In the list of 
                              				  Physical
                                 					 Drives, select the participating member(s) by clicking the 
                              				  Select
                              				  box, as shown. 
                              				

                        
                     

                     
                     			 
                     Configure the MRAID Controller


[image: ../images/412702.jpg]



                     
                     		    
                     			 
                     Depending on
                        				the selected RAID level, this can be one or more selections. When the array
                        				members have been selected, click >> to allocate them to the Drive Group. With the
                        				Drive Group membership defined, click 
                        				Create
                           				  Virtual Drive. Clicking the Virtual Drive Info tab displays a report of the
                        				Virtual Drives controlled by the MRAID module and their status. 
                        				
                        
                           
                              	Note   
                                    
                                    
                              	In this
                                 				  example the Virtual Drive #0 is the selected boot drive, as shown. 
                                 				
                              
                           

                        

                        
                        				
                        Create
                              					 a Virtual Drive
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      Map the Cisco
         	 Modeling Labs ISO Disk Image
      

      
         
            
               

            
 
            		
             
               		
            

            
            		
            To map the Cisco
               		  Modeling Labs ISO disk image, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 With the Cisco
                        			 UCS server properly prepared for the Cisco Modeling Labs installation, the ISO
                        			 installation media must be virtually (remote) mounted to the target server. In
                        			 the CIMC interface, open a KVM Console to the server by clicking the associated
                        			 icon in the tool bar or the within the 
                        			 Actions
                        			 pane. 
                        		    
                     		    
                     			 
                     KVM
                           				  Console
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                              	Note   
                                    
                                    
                              	If using
                                 				  a Java-enabled browser, a series of PopUp windows will appear; acknowledge each
                                 				  and the KVM Console window will open. If the browser is not java-enabled (e.g.
                                 				  Chrome), manually open the downloaded viewer.jnlp file with the javaws.exe
                                 				  application and acknowledge the series of PopUps. 
                                 				
                              
                           

                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	In the KVM
                        			 Console window, click 
                        			 Virtual
                           				Media from the menu bar. From the drop-down, choose the 
                        			 Activate
                           				Virtual Devices. Acknowledge the 
                        			 Unencrypted
                           				Virtual Media Session warning and click 
                        			 Apply, as
                        			 shown. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     Activate
                           				  Virtual Devices


[image: ../images/412705.jpg]



                     
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Virtual Media from the menu bar again. In the expanded
                        			 drop-down list, choose the 
                        			 Map CD/DVD… option. In the resultant Virtual Media – Map
                        			 CD/DVD dialog box, browse to and select the Cisco Modeling Labs ISO file. The
                        			 ISO image file will appear in the selected Drive/Image File field; click 
                        			 Map Device to continue, as shown. 
                        		    
                     			 
                     Map CD/DVD
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                  	Step 4  
                     
                  
                  	In the KVM
                        			 Console window, click 
                        			 Macros
                        			 from menu banner. In the drop-down list, choose 
                        			 Static Macros
                           				> Ctrl-Alt-Del to trigger a server reboot. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	During the
                        			 reboot cycle, when the server setup screen is displayed, press the 
                        			 <F6>
                        			 key. Choose the 
                        			 Cisco
                           				vKVM-Mapped vDVD option for the boot device. When complete, the server will
                        			 boot the ISO disk image file. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Run the VIRL
         	 Installer
      

      
         
            
               

            
 
            		
            The system boots
               		  from the previously mapped Virtual Media CD/DVD Device. On initial startup, the
               		  system reports the status of the eth0 interface. This can be set for the
               		  assigned static IP address later. After a small delay, the Ubuntu (GRUB) boot
               		  loader menu is displayed. 
               		  
               VIRL
                     				Installer Window
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            Complete the
               		  following steps to install Cisco Modeling Labs. 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Select the 
                        			 VIRL Live
                           				Installer option and press 
                        			 Enter to
                        			 continue booting from the mounted ISO image file. Upon completion of the
                        			 startup cycle, the Ubuntu Desktop is presented. 
                        		    
                     			 
                     Ubuntu
                           				  Desktop
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                  	Step 2  
                     
                  
                  	On the desktop,
                        			 double-click 
                        			 Install CML
                        			 to begin the installation. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     Installation Started
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                  	Step 3  
                     
                  
                  	 After verifying
                        			 the installation configuration, the 
                        			 Installation
                           				Type page is presented. Set the Installation type to Erase disk and Install
                           				Ubuntu. We recommend that you enable the 
                        			  Use LVM with
                           				the new Ubuntu installation option, to setup Logical Volume Management.
                        			 Click 
                        			 Install Now.
                        			 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     Installation Type Page
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                  	Step 4  
                     
                  
                  	 When the Disk
                        			 formatting warning is presented, click the 
                        			 Continue
                        			 button to initiate the software installation process. The bar graph indicates
                        			 the software transfer process. 
                        		    
                     			 
                     Copying
                           				  Files
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                  	Step 5  
                     
                  
                  	When
                        			 completed, you are prompted to remove the install installation medium. Using
                        			 the virtual console menus, deselect the ISO mapping and returning to the
                        			 console session. Press 
                        			 Enter to
                        			 trigger a system reboot using the freshly installed system. 
                        		    
                     			 
                     Newly
                           				  Installed System
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                     Once the
                        				system has rebooted to the local storage, return to the virtual KVM Console via
                        				the UCS CIMC interface. Logging back into the system with the virl/VIRL
                        				credentials presents the Ubuntu desktop. The upper right corner of the desktop
                        				will report the DHCP acquired IP address to the management interface. If no
                        				DHCP services are available, the report will indicate IP No Address. We
                        				recommend that the management interface be statically configured. If the system
                        				booted with an IP address, this may be changed using the 
                        				User
                           				  Workspace Management interface. 
                        			 
                     

                     
                     			 
                     When no DHCP
                        				services are available, a static IP address must first be configured for the
                        				management interface. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	From the KVM
                        			 Console, double-click the 
                        			 Terminal
                           				Emulator icon. Using a text editor, open the 
                        			 /etc/network/interfaces file, as shown. 
                        		    
                     			 
                     Edit the
                           				  Interfaces File
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                  	Step 7  
                     
                  
                  	Scroll to the
                        			 configuration associated with the eth0 interface. Replace the 
                        			 dhcp entry
                        			 with 
                        			 static.
                        			 Add the following interface configuration lines to the file immediately after
                        			 the 
                        			 static
                        			 entry, as shown: 
                        		    
                     			 iface eth0 inet static
     address nnn.nnn.nnn.hhh
     netmask mmm.mmm.mmm.mmm
     gateway nnn.nnn.nnn.ggg



                     
                     			 Assign a
                           				  Static IP Address
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                  	Step 8  
                     
                  
                  	Enter ^X to exit the file
                        			 edit mode, followed by 
                        			 Y to
                        			 confirm saving the changes and 
                        			 Enter to
                        			 confirm overwriting the 
                        			 /etc/network/interfaces file. 
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	To reboot the
                        			 system, enter 
                        			 sudo
                           				reboot now. 
                        		   Once
                     			 the system reboot has completed, returning to the KVM virtual console shows the
                     			 IP Address to the CML's management interface, as displayed in the top
                     			 right-hand corner. 
                     			 
                     Static
                           				  IP Address Assigned
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                  	Step 10  
                     
                  
                  	Cisco Modeling
                        			 Labs installed directly onto hardware as a bare metal deployment requires (5)
                        			 network interfaces to achieve full functionality. To verify that these required
                        			 network interfaces are recognized by the system, double-click the 
                        			 Terminal
                           				Emulator icon to open an XTerminal session on the console’s desktop and
                        			 enter 
                        			 ifconfig
                           				| grep eth at the command prompt, as shown. 
                        		    
                     			 
                     Verify
                           				  the Required Network Interfaces
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                     With all (5)
                        				Ethernet interfaces recognized by the system, the installation process may be
                        				completed using the User Workplace Management interface. If less than
                        				(5) Ethernet interfaces are reported, an interface-constrained deployment must
                        				first be prepared. This entails creating an alias for the missing OpenStack
                        				services IP address, and then creating a pseudo-interface (dummy) for each of
                        				the missing interfaces. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 11  
                     
                  
                  	Using a web
                        			 browser, connect to the IP address configured to the management interface and
                        			 login to the administrative account using the default credentials
                        			 (uwmadmin/password), as shown. 
                        		    
                     			 
                     Log in
                           				  to the User Workspace Management Interface
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                     		   The UWM
                     			 Overview page is displayed. 
                     			 
                     Overview
                           				  Page
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                  	Step 12  
                     
                  
                  	Access the 
                        			 CML
                              				  Server > System Configuration page to set the
                        			 server’s attributes. Under the 
                        			 System
                        			 tab, update the details for the primary (eth0) Ethernet port. To reconfigure
                        			 the management interface, uncheck the 
                        			 Use DHCP on
                           				primary Ethernet port toggle to disable the DHCP assignment motif and enter
                        			 the desired static assignments for the primary Ethernet port in their
                        			 respective fields. 
                        		    
                     			 
                     System
                           				  Configuration Page
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                     If the
                        				external communication interfaces must be adapted to integrate to local
                        				requirements, select the 
                        				Networks
                        				tab, and edit the entries associated with the Flat, Flat1, and SNAT interfaces.
                        				
                        			 
                     

                     
                     			 
                     When the
                        				adjustments have been completed, click 
                        				Apply
                           				  Changes. A summary list of changes is presented. You must 
                        				Enable 
                        				Maintenance
                           				  Mode to effect the changes. A message may be sent to any current users
                        				notifying them of the system reconfiguration event. When all simulations are
                        				shut down, the system will commence its reconfiguration. For most scenarios,
                        				this process may range from 20 minutes up to about an hour to complete. When
                        				finished, the system will prompt for a reboot, after which 
                        				Maintenance
                           				  Mode may be disabled 
                        			 
                     

                     
                     			 
                      
                        				
                        Important:  
                           				  
                           See the
                              					 section 
                              					 Launch the User Workspace Management Interface
                              					 for detailed instructions on how to 
                              					 Enable
                                 						Maintenance Mode (Steps 13 to 19). 
                              				  
                           

                           
                           				
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
         	Verify that Required Interfaces are Present

         
      

      
      
      
         
      

      
      
      
   
      
      
      Verify that Required
         	 Interfaces are Present
      

      
         

         
          The Cisco Modeling
            		Labs bare-metal install requires 5 network interfaces, named eth0, eth1, eth2,
            		eth3, and eth4. The presence of these interfaces should be verified at this
            		point. Following install options 1 (live) or 2 (install), the Cisco Modeling
            		Labs server is re-booted from the local disk. On completion of the reboot, log
            		back into the console and open an xterm session.
            	 
         

         
          From a console xterm
            		session, running the command 
            		ifconfig | grep eth should return a list of 5 interfaces
            		named eth0 though eth4.
            		
            List of Five
                  			 Interfaces
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          If a PCI or LOM-based
            		Ethernet controller is confirmed as installed, but the 
            		ifconfig command returns a listing of only 2 interfaces,
            		it is possible that the server detected the interfaces using a different name
            		(e.g. em2, em3, and so on.
            		
            List of Two Interfaces Only
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         This naming
            		discrepancy can be verified using the 
            		ip link show command. In this example, the PCIe-based
            		interfaces are recognized as em1 – em4 as highlighted.
            		
            Use the ip
                  			 link show Command
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          To reset the
            		interface names to the format expected by the Cisco Modeling Labs installer,
            		complete the following steps:
            	 
            
               	
                  		  
                  Edit the /etc/default/grub file: 
                     			 sudo nano /etc/default/grub
                     		  
                  

                  

                  
                  		
               

               
               	
                  		  
                  Search for the follow two lines: 
                     			 
GRUB_CMDLINE_LINUX_DEFAULT=””
GRUB_CMDLINE_LINUX=””


                     
                     		  

                  
                  		
               

               
               	
                  		  
                  Edit the lines as follows:
                     			 
GRUB_CMDLINE_LINUX_DEFAULT=”biosdevname=0”
GRUB_CMDLINE_LINUX=”biosdevname=0”

                     
                     			 Updated File
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                  Save the /etc/default/grub file and exit using 
                     			  [Ctrl-X; Yes; Enter]
                     		  
                  

                  

                  
                  		
               

               
               	
                  		  
                  Complete the update using the command: 
                     			 sudo update-grub
                     		  
                  

                  

                  
                  		
               

               
               	
                  		  
                  Reboot the server to effect the changes: 
                     			 sudo reboot now
                     		  
                  

                  

                  
                  		
               

               
               	
                  		  
                  On completion of the system restart, verify that the required number
                     			 of Ethernet interfaces conforming to the ethN naming format are now available
                     			 on the operating system. If not, this must be diagnosed and resolved before
                     			 proceeding, or the interface-constrained installation steps performed.
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      (Optional) Prepare
         	 for an Interface-Constrained Installation
      

      
         
            
               

            
 
            		
            In a bare metal
               		  deployment, if the Cisco Modeling Labs server does not have the required 5
               		  network interfaces, the missing interfaces require pseudo-interface (dummy)
               		  references. This is done by creating an alias for the missing OpenStack
               		  services IP address, and then creating a pseudo-interface for each of the
               		  missing interfaces.
               		
            

            
            		
            The steps described
               		  here are for a server fitted with only two network interfaces (eth0 and eth1).
               		  Three pseudo-interfaces (dummy1, dummy2, and dummy3) must be configured to
               		  compensate for the missing interfaces. Adapt the number of pseudo-interfaces in
               		  accordance with the number required for your specific deployment. This section
               		  can be skipped if the server has the requisite five network interfaces.
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	From a console
                        			 xterm session, edit the network configuration file: 
                        			 sudo nano
                           				/etc/network/interfaces 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	Add a new line
                        			 in the eth0 section and enter 
                        			 up ip addr
                           				add 172.16.10.250/24 dev eth0 to create a new alias for the missing
                        			 OpenStack services address. 
                        		   For example: 
                     			 iface eth0 inet dhcp
        dns-nameservers 8.8.8.8 8.8.4.4
        up ip addr add 172.16.10.250/24 dev eth0

                     
                     			  
                        			 
                     

                     
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	When configuring a server for interface-constrained deployment,
                              				this is a good time to also set the application’s management interface for
                              				static address assignment and to enter its primary interface details. This will
                              				save time associated with machine reset cycles.
                              			 
                           
                        

                     

                     For example:
                     			 
iface eth0 inet static
   address nnn.nnn.nnn.hhh
   netmask nnn.nnn.nnn.0
   gateway nnn.nnn.nnn.g
   dns-nameservers 8.8.8.8 8.8.4.4
   up ip addr add 172.16.10.250/24 dev eth0

                     
                     			 
                        
                           	Note   
                                 
                                 
                           	When setting the eth0 static IP assignment, the dns-nameservers
                              				should be set to a local DNS reference, or pointed to a loopback reference
                              				(127.0.0.1) if there is no Internet access. Otherwise, issues can arise during
                              				the rehost process as a result of timeouts from failed DNS queries. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Open the
                        			 configuration file for editing: 
                        			 sudo nano
                           				/etc/virl.ini 
                           			  
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	Change the
                        			 hostname to 
                        			 ubuntu. This
                        			 can be modified later during customization if desired. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Enter Ctrl-W and
                        			 search for 'l2_port:'. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	If the host
                              				has only one network interface, 'l2_port' would need to be set to a dummy
                              				interface, starting with dummy1 and incrementing sequentially for additional
                              				interfaces. In this case, it is left as eth1. 
                              			 
                           
                        

                     

                     
                     		    
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	Enter Ctrl-W and
                        			 search for 'l2_port2:'. In this example, since interface eth2 is missing,
                        			 l2_port2: must be mapped to interface dummy1. Replace eth2 with dummy1. 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	Enter Ctrl-W and
                        			 search for 'l3_port:'. In this example, since interface eth3 is missing,
                        			 l3_port: must be mapped to interface dummy2. Replace eth3 with dummy2. 
                        		  
               

               
               
                  	Step 8  
                     
                  
                  	Enter Ctrl-W and
                        			 search for 'internalnet_port:'. In this example, since interface eth4 is
                        			 missing, internalnet_port: must be mapped to interface dummy3. Replace eth4
                        			 with dummy3. 
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	Enter Ctrl-W and
                        			 search for 'dummy_int'. Since dummy interfaces are required dummy_int must be
                        			 set to True. 
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	Enter Ctrl-X to
                        			 exit nano. 
                        		  
               

               
               
                  	Step 11  
                     
                  
                  	Enter Y and
                        			 Enter to confirm saving the configuration file and exit. 
                        		  
               

               
               
                  	Step 12  
                     
                  
                  	Enter 
                        			 sudo reboot
                           				now to reboot the virtual machine. 
                        		  
               

               
               
                  	Step 13  
                     
                  
                  	Once rebooted,
                        			 log in again using username virl and password VIRL. 
                        		  
               

               
               
                  	Step 14  
                     
                  
                  	Click the 
                        			 xterm icon to
                        			 open a terminal window. 
                        		  
               

               
               
                  	Step 15  
                     
                  
                  	Confirm that the
                        			 OpenStack services IP address is reachable: 
                        			 ping -c 4
                           				172.16.10.250 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	If no replies
                              				are received, check that the interfaces were updated correctly. 
                              			 
                           
                        

                     

                     
                     		    
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 16  
                     
                  
                  	Enter 
                        			 nova
                           				service-list to display the status of the Nova services. 
                        		   Verify
                     			 that the status for each Nova service is enabled and that the state for each is
                     			 up. 
                     			 
                      
                        			 
                     

                     
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	If the Nova
                              				services are not enabled and up, verify the changes to the network
                              				configuration file, reboot, and try again. 
                              			 
                           
                        

                     

                     
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 17  
                     
                  
                  	Enter 
                        			 neutron
                           				agent-list to display the status of the OpenStack Neutron agents. 
                        		   Verify
                     			 that the status for the Metadata, DHCP, and L3 agents is :-). 
                     			 
                      
                        			 
                     

                     
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	If the
                              				Metadata, DHCP, or L3 agents are not alive, verify the changes to the network
                              				configuration file, reboot, and try again. 
                              			 
                           
                        

                     

                     
                     			 
                      
                        			 
                     

                     
                     			 
                      
                        				
                        Important: Check that the following requirements are in place before
                           				  proceeding to the next step in the installation process. 
                           				  
                           
                              	 
                                 						
                                 Confirm that the OpenStack services IP address is reachable. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                              	 
                                 						
                                 Verify
                                    						  that the status for each Nova service is enabled and that the state for each is
                                    						  up. 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                              	 
                                 						
                                 Verify
                                    						  that the status for the Metadata, DHCP, and L3 agents is :-). 
                                    						
                                 

                                 

                                 
                                 					 
                              

                              
                           

                           
                           				
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Reconfigure Default
         	 Console Resolution
      

      
         
            
               

            
 
            		
            Once the software has been installed on the server, changing the
               		  default video resolution will enable the Cisco Modeling Labs Desktop Manager
               		  GUI (Ubuntu Light Display Manager) to be accessible via the CIMC’s virtual KVM.
               		  This requires applying a shell script changing the default resolution to the
               		  lightdm configuration file.
               		
            

            
            		
            
               		  
               
                  
                     	[image: ../images/note.gif]
Note
                     	


Changing the video resolution via the Desktop Manager’s GUI menu
                        			 (Preferences > Monitor Settings) is ineffective, as it does not apply to the
                        			 Login page, thus preventing remote logins.
                        		  
                        

                     
                  

               

               
               		
            

            
            		
            To manually set the
               		  video to a resolution supported by the CIMC’s virtual KVM, complete the
               		  following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	In the KVM
                        			 Console window, click 
                        			 Macros on the menu bar. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	From the
                        			 drop-down menu, choose the 
                        			 Macros > Static
                              				  Macros > Ctrl-Alt-F > Ctrl-Alt-F2,
                        			 followed by 
                        			 <Enter> to switch the vConsole to a command line
                        			 interface (CLI). If necessary, login with virl/VIRL.
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Edit the
                        			 lightdm.conf file: 
                        			 sudo nano /etc/lightdm/lightdm.conf 
                           			 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	 Add the following line to the file: 
                        			 display-setup-script=/etc/lightdm/lightdm_cml.sh 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Save the file, and exit the editor: 
                        			 Ctrl-x; Yes; Enter
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	Create a lightdm_cml.sh file: 
                        			 sudo nano /etc/lightdm/lightdm_cml.sh 
                           			 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	Add the following lines:
                        		   
                     			 
#!/bin/sh
xrandr --output default --mode 1024x768

                     
                     		  
               

               
               
                  	Step 8  
                     
                  
                  	Save the file, and exit the editor: 
                        			 Ctrl-x; Yes; Enter
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	Set the shell-script as executable by entering: 
                        			 sudo chmod +x /etc/lightdm/lightdm_cml.sh
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	Reboot the machine using the command: 
                        			 sudo reboot now 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Launch the User
         	 Workspace Management Interface
      

      
         
            
               

            
 
            		
             
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Once the virtual
                        			 machine completes the reboot cycle, establish a browser session to the Cisco
                        			 Modeling Labs server’s management interface (either the DHCP acquired address
                        			 noted earlier, or the static address added to the /etc/network/interfaces
                        			 file.) 
                        		    
                     			 
                     CML
                           				  Server Main Menu
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                  	Step 2  
                     
                  
                  	Click the 
                        			 User
                           				Workspace Management interface link. Login with the default
                        			 credentials (username= uwmadmin, password=password). The 
                        			 User
                           				Workspace Management Overview page is displayed. 
                        		    
                     			 
                      
                        				
                        User
                              					 Workspace Management Overview
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                  	Step 3  
                     
                  
                  	From the options
                        			 on the left, expand the 
                        			 CML Server
                        			 option and select 
                        			 System
                           				Configuration. Click 
                        			 System to
                        			 set the system management details. 
                        		    
                     			 
                      
                        				
                        System
                              					 Configuration Controls
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                              System
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Hostname
                                          						  
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       cml 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Changing
                                          						  this parameter is not supported. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Domain
                                          						  Name 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       cml.info
                                          						  
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       NTP
                                          						  Server 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       pool.ntp.org 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       An NTP
                                          						  resource is required. If behind a firewall/proxy, this parameter should point
                                          						  to an NTP server reachable by this device. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Ramdisk
                                          						  enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       This
                                          						  option must be enabled to speed up I/O operations. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       VNC
                                          						  enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use this
                                          						  option to start the VNC server on the host. It operates on TCP port 5901. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       VNC
                                          						  Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       letmein 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for the VNC server. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary
                                          						  Ethernet Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       eth0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary ethernet port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Use DHCP
                                          						  on Primary Ethernet port? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       checked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       When
                                          						  enabled, permits DHCP to configure the management interface (Ethernet0.) A
                                          						  static IP configuration is recommended. This parameter should be unchecked and
                                          						  the primary port configuration options set manually. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Static
                                          						  IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       127.0.0.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Set as
                                          						  the desired IP address. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary
                                          						  port network 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  127.16.16.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Set as
                                          						  the IP network. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Set
                                          						  network mask information. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port gateway 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  127.16.16.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Set
                                          						  network gateway IP address. Entries are not allowed when DHCP is enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the secondary DNS server IP address. Ensure you do not set the same address as
                                          						  you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Is
                                          						  your system behind a proxy? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option if your system is behind a proxy. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       HTTP/HTTPS Proxy 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  http://ymbk.example.com:80/ 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       
                                          						  Replace with the URL of the Internet Access Proxy, in the format
                                          						  "http://<proxy IP or name>:<port number>/". 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	 Click 
                        			 Networks
                        			 to configure the other interfaces for external communications. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                               Networks
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Eth1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.254/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.0/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network address/mask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network netmask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network gateway IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.50 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool start address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.1.253 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool end address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat secondary DNS server IP address. Ensure you do not set the same
                                          						  address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option if a second Flat network, Flat1, is to be enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Eth2 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the name of the host's physical port used for the L2 Flat network, Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                        2nd
                                          						  Flat Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.254/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the IP address for the second Flat network, Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.0/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat network address/mask for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat network netmask for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network gateway IP address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.50 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat address pool start address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.2.253 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool end address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat primary DNS server IP address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat secondary DNS server IP address for Flat1. Ensure you do not set the
                                          						  same address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Eth3 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the name of the host's physical port used for L3 Snat network, ext-net. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.254/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the IP address for the CML host in the L3 Snat network. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.0/24 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network address/mask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       255.255.255.0 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network netmask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       72.16.3.1 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network gateway IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.50 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat address pool start address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       172.16.3.253 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat address pool end address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.8.8 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       8.8.4.4 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat secondary DNS server IP address. Ensure you do not set the same
                                          						  address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	 Click 
                        			 Services
                        			 to configure the port numbers for services. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                               Services
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       
                                          						  Apache Server Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       80 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the number of the VIRL Apache server port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Start
                                          						  Host-granted TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       10000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Host
                                          						  grants TCP ports to the simulations starting from this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       End
                                          						  Host-granted TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       17000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Host
                                          						  grants TCP ports to the simulations starting ending with this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       First
                                          						  VM Serial Console TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       17000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Simulated VMs with serial consoles use TCP ports starting from
                                          						  this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Last
                                          						  VM Serial Console TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       18000 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Simulated VMs with serial consoles use TCP ports ending with
                                          						  this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       VIRL
                                          						  Web Services Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19399 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the simulation engine services. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       UWM
                                          						  Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19400 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the User Workspace Management interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       AutoNetkit Webserver Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19401 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the configuration engine preview interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Live
                                          						  Visualization Webserver Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19402 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the Live Visualization interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       UWM
                                          						  Web-SSH Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19403 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the User Workspace Management SSH web interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Nova
                                          						  Websocket Serial Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19406 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the websocket-based serial console connections. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Disable Serial Timeout 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Unchecked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Disable timeout of serial consoles after 15 minutes of
                                          						  inactivity. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Nova
                                          						  Websocket VNC Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19407 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the websocket-based VNC console connections. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Docker
                                          						  Registry Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       19397 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the port number for the docker registry. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	 Click 
                        			 Infrastructure to configure the other interfaces for
                        			 external communications. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              Infrastructure Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       OpenStack Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for administrator access to OpenStack operations. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       MySQL
                                          						  Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for OpenStack database access. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Guest
                                          						  Account Present? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       checked 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option to create a default guest account. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 7  
                     
                  
                  	 Click 
                        			 Resources
                        			 to configure the other interfaces for external communications to meet
                        			 integration requirements. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              Resources
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Default 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Download Proxy 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the proxy server for downloading files, such as images and external git
                                          						  repositories, from outside the local network. Leave blank if the use of a proxy
                                          						  is not required. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Download Proxy Authentication 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  download proxy credentials in the format "<username>:<password>". 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Download Proxy Exceptions 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Provide a list all host names and/or IP addresses for image and
                                          						  git repository sources where the download proxy shall not be used, such as
                                          						  servers, on the local network. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 8  
                     
                  
                  	With all
                        			 configuration options set, click 
                        			 Apply
                           				Changes. At this point, the system will ask you to please enable
                        			 maintenance mode first as shown. 
                        		    
                     			 
                     Enable
                           				  Maintenance Mode


[image: ../images/417984.jpg]



                     Click 
                     			  Enable
                        				Maintenance Mode as requested. 
                     		    A
                     			 Maintenance Mode dialog box is displayed. 
                     			 
                     Maintenance Mode Dialog Box


[image: ../images/417985.jpg]



                     
                     			 
                     Click 
                        				Enable.
                        				The system is now in maintenance mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 9  
                     
                  
                  	Click 
                        			 Apply
                           				Changes as shown. 
                        		    
                     			 
                     Apply
                           				  Changes Made


[image: ../images/417986.jpg]



                     
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	 
                              				
                              You must
                                 				  click 
                                 				  Apply
                                    					 Changes at this point in order for your configuration updates to take
                                 				  effect. 
                                 				
                              

                              
                              			 
                           
                        

                     

                     Under the 
                     			 Jobs in
                        				Progress panel, you can see the progress of the rehost operations as the
                     			 page refreshes periodically, as shown. 
                     			 
                     Jobs in
                           				  Progress


[image: ../images/417987.jpg]



                     
                     		  
                  
               

               
               
                  	Step 10  
                     
                  
                  	When
                        			 completed, click 
                        			 Reboot to
                        			 reboot the system. 
                        		   The
                     			 Reboot System dialog box is displayed. 
                     			 
                     Reboot
                           				  System Dialog Box


[image: ../images/417988.jpg]



                     
                     		  
                  
               

               
               
                  	Step 11  
                     
                  
                  	Click 
                        			 Reboot to
                        			 reboot the system. 
                        		   The
                     			 System Configuration page is displayed. 
                     			 
                     System
                           				  Configuration Page


[image: ../images/417989.jpg]



                     
                     		  
                  
               

               
               
                  	Step 12  
                     
                  
                  	Click 
                        			 Disable
                           				Maintenance Mode. 
                        		   A
                     			 Maintenance Mode dialog box is displayed. 
                     			 
                     Maintenance Mode Dialog Box


[image: ../images/417990.jpg]



                     
                     		  
                  
               

               
               
                  	Step 13  
                     
                  
                  	Click 
                        			 Disable.
                        			 The system is no longer in maintenance mode. 
                        		   Your
                     			 configuration is complete. 
                     			 
                     System
                           				  Configuration Completed


[image: ../images/417991.jpg]



                     
                     		  
                  
               

               
               
                  	Step 14  
                     
                  
                  	Click 
                        			 OK on the 
                        			 System
                           				Configuration page to return to the 
                        			 System
                           				Configuration Controls page. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 4. Complete Your Cisco
         	 Modeling Labs Installation
      

      
      
   
      
      
       Cisco Modeling Labs
         	 Accessibility Requirements
      

      
         

         
         As system administrator,
            		you must provide the following information to end users so that they can access
            		and use Cisco Modeling Labs: 
            	 
         

         
         
            	 
               		  
               The IP address or
                  			 hostname of the Cisco Modeling Labs server. 
                  		  
               

               

               
               		
            

            
            	 
               		  
               The IP addresses of
                  			 the default gateways for Flat and SNAT. 
                  		  
                  
                     	 
                        				
                        Flat—This is the
                           				  L2 gateway address that is configured in the 
                           				  User Workspace
                                 						Management > CML System > System
                                 						Configurationinterface. See 
                           				  Networks Configuration
                           				  for more information.
                           				
                        

                        

                        
                        			 
                     

                     
                     	 
                        				
                        SNAT—See 
                           				  Determine the Default Gateway IP Address for a SNAT Router
                           				  for information on how to do this. 
                           				
                        

                        

                        
                        			 
                     

                     
                  

                  
                  		  
               

               
               		
            

            
            	 
               		  
               The URL for
                  			 downloading the Cisco Modeling Labs client software. 
                  		  
               

               

               
               		
            

            
            	 
               		  
               The Web Services
                  			 port number (applicable only if the default port number has changed). 
                  		  
               

               

               
               		
            

            
            	 
               		  
               The AutoNetkit
                  			 Visualization port number (applicable only if the default port number has
                  			 changed). 
                  		  
               

               

               
               		
            

            
         

         
          
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Determine the
         	 Default Gateway IP Address for a SNAT Router
      

      
         
            
               

            
 
            		
            When setting up a
               		  SNAT router, you need to define a default gateway. In Cisco Modeling Labs, the
               		  default gateway is the internal SNAT router that the system defines for each
               		  active project. As system administrator, you need to provide end users with the
               		  IP address of the SNAT router that maps to their project(s). 
               		  
               
                  
                     	[image: ../images/note.gif]
Note
                     	


 
                        			 
                        The SNAT router
                           				IP address is statically defined. It is only reset when a project is deleted;
                           				in which case, it is removed. 
                           			 
                        

                        
                        		  
                        

                     
                  

               

               
               		
            

            
            		
            To determine the IP
               		  address for a SNAT router, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Log in to the
                        			 Cisco Modeling Labs server. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	Enter the 
                        			 neutron
                           				net-list command to verify that the targeted SNAT project(s) appear. This
                        			 command lists all of the active networks on the Cisco Modeling Labs server.
                        			 Each project is automatically assigned a SNAT network. The format is
                        			 <project name>_snat. Verify that the project is active and that it has a
                        			 corresponding SNAT network. 
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Enter the 
                        			 neutron
                           				router-list command to locate the unique identifier (ID) for the SNAT
                        			 router for the targeted project. Take note of this identifier as you will need
                        			 it to run the next series of commands. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	The Cisco
                              				Modeling Labs server automatically creates a SNAT router for reach project. 
                              			 
                           
                        

                     

                     For example, if you have a project 
                     			 demo, you
                     			 will need to provide the IP address of the SNAT router associated with the 
                     			 demo project
                     			 to the members of that project. 
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	Enter the 
                        			 neutron
                           				router-show <id> command to verify that the router for the targeted
                        			 project is ACTIVE. The id you enter is the string displayed next to the project
                        			 name for the network_id field. You should see that the status field for the 
                        			 demo SNAT
                        			 router is ACTIVE. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	To determine
                        			 which IP address on the SNAT router will act as the gateway, first determine
                        			 the full list of ports on the SNAT router for the targeted project by entering
                        			 the 
                        			 neutron
                           				router-port-list <id> command, where id is the id field from the list
                        			 displayed from the neutron router-show <id> command. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	 
                              				
                              The SNAT
                                 				  router may have a number of active ports. 
                                 				
                              

                              
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	To determine
                        			 which one is assigned to the SNAT router and will therefore be used by the end
                        			 users as the default gateway in their nodes, enter the 
                        			 neutron
                           				subnet-show <id> command for each port until you see one that has the
                        			 name format of <project name>_snat, for example, 
                        			 demo_snat.
                        			 This is the default gateway IP address to provide to your end users. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 5. Cisco Modeling Labs
         	 OpenStack Clusters
      

      
      
   
      
      
      Cisco Modeling Labs
         	 OpenStack Clusters Overview
      

      
         

         
         Cisco Modeling Labs
            		uses OpenStack's clustering capability to allow you to run simulations across
            		multiple servers, with a single point of control. The system supports up to
            		five servers operating within a cluster. Cisco Modeling Labs on OpenStack
            		Clusters is available for local installation on Vmware ESXi only. No special
            		licenses are required in order to operate a Cisco Modeling Labs Cluster. The
            		maximum number of Cisco VMs that you can run will be subject to: 
            	 
            
               	 
                  		  
                  The Cisco Modeling
                     			 Labs license key (node count) that applies 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  The hardware
                     			 resources that you have available within the set of computers 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
          
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


 
                     		  
                     Cluster
                        			 installation and operation have only been tested on VMware ESXi and on the
                        			 Cisco UCS C-series systems. Installation issues may be encountered when using
                        			 other types of hardware. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            	 
         

         
         An OpenStack cluster
            		is minimally comprised of one controller and one compute node. Currently, Cisco
            		Modeling Labs clusters can be scaled to a maximum of one controller and four
            		compute nodes. 
            	 
         

         
      

      
      
      
         
         	Cisco Modeling Labs OpenStack Cluster Terminology

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cisco Modeling Labs
         	 OpenStack Cluster Terminology
      

      
         

         
         The terminology used
            		for Cisco Modeling Labs OpenStack clusters is described in the following table.
            		
            	 
            
            
               
                  Cisco Modeling
                        		Labs OpenStack Cluster Terminology
                  
                     
                        	 
                           				
                           Term 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Description 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           Controller 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The primary
                              				  Cisco Modeling Labs node that includes a complete installation of the Cisco
                              				  Modeling Labs server software, including full compute, storage, and network
                              				  functionality and all of the node and container images. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Compute Node 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           A node that
                              				  includes a partial installation of the Cisco Modeling Labs server software that
                              				  enables it to provide additional compute and networking resources for use by a
                              				  Cisco Modeling Labs simulation. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Cluster 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           A collection
                              				  of nodes operating in concert. At a minimum, a cluster can be composed of one
                              				  controller and one compute node. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Cisco Modeling Labs Server
                                 					 Image 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           A standard
                              				  Cisco Modeling Labs installation source (OVA or ISO) that contains the full
                              				  complement of Cisco Modeling Labs software. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Cisco Modeling Labs Compute
                                 					 Image 
                                 				   
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           A Cisco
                              				  Modeling Labs installation source (OVA or ISO) that contains only the Cisco
                              				  Modeling Labs software necessary to provide compute and networking services. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
          
            		
            Important:  
               		  
               When using Cisco
                  			 Modeling Labs Clusters, the IP address used to reach the User Workspace
                  			 Management interface and by the Cisco Modeling Labs client will be that of the
                  			 Controller. 
                  		  
               

               
               		
            

            
            	 
         

         
          
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cisco Modeling Labs
         	 OpenStack Clusters Installation Requirements
      

      
         

         
         This section details
            		the hardware and software requirements for successfully deploying a Cisco
            		Modeling Labs cluster. 
            	 
         

         
          
            		
            Attention: The following instructions were developed for use with Cisco UCS
               		  C-series servers running vSphere ESXi.  You may encounter installation issues
               		  and need to adapt them to suit other environments. 
               		
            

            
            	 
         

         
         Cluster-Member Resources 
            	 
         

         
         To successfully deploy
            		a Cisco Modeling Labs OpenStack Cluster, ensure that the following minimum
            		requirements are met: 
            	 
            
               	 
                  		  
                  Each node must
                     			 have at least 16GB RAM and 4 CPU or vCPU cores. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Each node must
                     			 support and expose Intel VT-x/EPT extensions. 
                     		  
                  

                  

                  
                  		  
                  
                     
                        	[image: ../images/note.gif]
Note
                        	


 
                           			 
                           When using
                              				virtual machines, each must be configured to support nested virtualization.
                              				This is the default for Cisco Modeling Labs OVA-based installations. 
                              			 
                           

                           
                           		  
                           

                        
                     

                  

                  
                  		
               

               
               	 
                  		  
                  Controllers must
                     			 have at least 250GB of disk or virtual disk space available. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Compute nodes must
                     			 have at least 250GB of disk or virtual disk space available. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Each node must
                     			 have five physical or virtual network interfaces. 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
          
            	 
         

         
         Software Requirements 
            	 
         

         
         The following minimum
            		requirements for Cisco Modeling Labs software must be met when deploying Cisco
            		Modeling Labs OpenStack Clusters: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Node Type 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Cisco
                              					 Modeling Labs Software Release 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           Controller 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           CML 1.3
                              					 (Build 1.3.286.04) 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Compute Node
                              					 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           CML 1.3
                              					 (Build 1.3.286.04) 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
         Network Time Protocol (NTP) 
            	 
         

         
         Every ESXi-node and
            		cluster-member must be configured to properly synchronize with a valid NTP
            		clock source. 
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


 
                     		  
                     If you are in a
                        			 lab or other environment where special requirements apply to the use of NTP,
                        			 work with your network administrators to ensure that NTP is properly and
                        			 successfully configured. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            	 
         

         
         Networking 
            	 
         

         
         The Cisco Modeling
            		Labs networks are named 
            		Management, 
            		Flat, 
            		Flat1, 
            		SNAT, and 
            		INT.  These are
            		used for management, Layer-2 and Layer-3 connectivity, and cluster
            		control-plane functions, respectively. 
            	 
         

         
         Each of the five
            		required interfaces on a cluster member are connected to these networks in
            		order, as shown. 
            	 
         

         
          
            		
            Interface
                  			 Mapping
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         vSphere ESXi Interface
               		  Mapping 
            	 
         

         
         In vSphere ESXi
            		deployments, multiple port-groups should be used to provide seamless, isolated
            		connectivity for each of the Cisco Modeling Labs networks. 
            	 
         

         
         The following table
            		details the vNIC to port-group connections to use: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Interface 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           LAN Switch
                              					 or VLAN/Port Group 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           eth0 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           
                              					 Management (default VM Network) 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           eth1 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Flat 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           eth2 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Flat1 
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                           INT 
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Note
                  	


The default
                     		vSphere ESXi port-group used for the Management network is VM Network but any
                     		port-group may be used. Update as required to conform to site-specific
                     		configurations. 
                     	 
                     

                  
               

            

            
            	 
         

         
          
            		
            Important: The Flat, Flat1 and SNAT port-groups must be configured for 
               		  Promiscuous-Mode in order to allow inbound communications to
               		  virtual nodes running within simulations. Refer to the vSphere Client
               		  installation section for detailed steps. 
               		
            

            
            	 
         

         
         As cluster-members
            		are deployed across multiple vSphere ESXi hosts, care must be taken to ensure
            		that seamless connectivity is maintained for each Cisco Modeling Labs network. 
            		This can be done in one of two ways: 
            	 
            
               	 
                  		  
                  Using a vSphere
                     			 Distributed Virtual Switch (DVS). For further information, refer to VMware
                     			 documentation for details on DVS configuration. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Using physical
                     			 network connections between network interfaces on each host that are associated
                     			 with the Cisco Modeling Labs networks and port-groups. 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
          
            		
            Important: The INT (eth4) interface is used for OpenStack’s intra-cluster
               		  communications between the participating nodes. Communications between virtual
               		  nodes running on different cluster nodes leverage VXLAN exchanges across this
               		  interface. As such, the adjacent access switch handling the eth4 uplinks must
               		  be enabled for jumbo frame support. The physical access switch must also be
               		  multicast enabled by configuring an igmp snooping querier, or by deploying a
               		  PIM router to manage igmp messaging.
               		
            

            
            	 
         

         
         Interface Addressing 
            	 
         

         
         The default
            		interface addressing convention for Cisco Modeling Labs on OpenStack Clusters
            		is detailed below.  The addresses for the Management, Flat, Flat1, and SNAT
            		networks can and should be adjusted to suit your exact deployment requirements
            		when necessary. 
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Caution
                  	


Do
                     		not change the subnet used for the INT network. This must remain on the
                     		172.16.10.0/24 subnet, and the Controller must be assigned 172.16.10.250 on
                     		interface eth4. 
                     		
                     If you are
                        		  installing a Cisco Modeling Labs OpenStack Cluster alongside an existing
                        		  standalone Cisco Modeling Labs deployment, you must ensure that they remain
                        		  isolated using distinct switches, VLANs, or port-groups.  Otherwise, conflicts
                        		  will occur on one or more of the Controller interfaces. 
                        		
                     

                     
                     	 
                     

                  
               

            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Controller
         	 Deployment
      

      
         

         
         This section details
            		the process involved in controller deployment. 
            	 
         

         
      

      
      
      
         
         	Install Controller Software

         
         	Configuring the Controller

         
      

      
      
      
         
      

      
      
      
   
      
      
      Install Controller
         	 Software
      

      
         

         
         The Controller in a
            		Cisco Modeling Labs OpenStack Cluster is adapted from a Cisco Modeling Labs
            		standalone node.  As such, complete the installation steps as described in the 
            		Cisco Modeling Labs Corporate Edition System Administrator
               		  Installation Guide appropriate to your target environment. 
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Note
                  	


 
                     		  
                     Do not proceed
                        			 until you have fully installed, configured, licensed, and verified your Cisco
                        			 Modeling Labs node using the installation process for your environment. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring the
         	 Controller
      

      
         
            
               

            
 
            		
             The first series of
               		  steps inform the new Cisco Modeling Labs standalone node that it will be
               		  operating in a cluster: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Login to the
                        			 controller at the IP address recorded during the installation process using
                        			 username 
                        			 virl and
                        			 password 
                        			 VIRL. 
                        		    
                     			 ssh virl@<controller-ip-address>

                     
                     		  
               

               
               
                  	Step 2  
                     
                  
                  	Make a copy of
                        			 the Cisco Modeling Labs configuration file, settings.ini. 
                        		    
                     			 sudo cp /etc/settings.ini /etc/settings.ini.orig

                     
                     		  
               

               
               
                  	Step 3  
                     
                  
                  	Open the
                        			 settings.ini file using the nano editor. 
                        		    
                     			 sudo nano /etc/settings.ini

                     
                     		  
               

               
               
                  	Step 4  
                     
                  
                  	Locate the
                        			 configuration element 
                        			 virl_cluster:
                           				FALSE and update its value to 
                        			 TRUE. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Identify how
                        			 many compute nodes from 1 to 4 will be present in the cluster and locate the
                        			 configuration element for the first compute node: 
                        			 compute1_active:
                           				FALSE and change its value to 
                        			 TRUE. 
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	Repeat for each
                        			 additional compute node to be included in the cluster, from 2 to 4. 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	Save and apply
                        			 the configuration changes by entering 
                        			 Control-X,
                        			 
                        			 Y and then
                        			 
                        			 Enter to
                        			 save the file and exit. 
                        		  
               

               
               
                  	Step 8  
                     
                  
                  	Apply the
                        			 changes and update the controller's Salt configuration using the following
                        			 commands: 
                        		    
                     			 
vinstall vinstall
vinstall salt
sudo salt-call state.sls common.salt-master.cluster
sudo salt-call state.sls virl.hostname.cluster
vinstall salt

                     
                     		  
               

               
               
                  	Step 9  
                     
                  
                  	Login to the
                        			 User Workspace Management interface and navigate to the controller's ip
                        			 address: http://<controller-ip-address>:19400. 
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	Login using
                        			 username uwmadmin and password password. 
                        		  
               

               
               
                  	Step 11  
                     
                  
                  	Select 
                        			 CML
                              				  Server > System Configuration from the menu.
                        			 The System Configuration page includes tabs for each of the enabled compute
                        			 nodes. 
                        		  
               

               
               
                  	Step 12  
                     
                  
                  	For each compute
                        			 node in your cluster, select the appropriate tab and adjust its configuration
                        			 to match your environment. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	The Cluster
                              				Configuration and Defaults section below includes a description of each cluster
                              				configuration element and the default values associated with each of the four
                              				possible compute nodes. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 13  
                     
                  
                  	Once you have
                        			 made all of the necessary changes made, choose 
                        			 Apply
                           				Changes to save your changes. 
                        		  
               

               
               
                  	Step 14  
                     
                  
                  	You must now
                        			 restart the controller in order to finalize the configuration and services. 
                        		    
                     			 sudo reboot now

                     
                     		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Compute Node
         	 Deployment
      

      
         

         
         Compute nodes are
            		installed using specialized OVAs or ISOs named 
            		compute.n.n.n.ova or 
            		compute.n.n.n.iso, respectively.  Refer to your license
            		confirmation email for information on how to download these installation
            		sources. 
            	 
         

         
      

      
      
      
         
         	Install Compute Node Software

         
         	Validate Compute Node Operations

         
      

      
      
      
         
      

      
      
      
   
      
      
      Install Compute Node
         	 Software
      

      
         

         
         The installation of a
            		compute node starts as an abbreviated version of a standalone installation. 
            	 
            
               	 
                  		  
                  Download the
                     			 compute node OVAs 1 through 4, depending on the number you wish to deploy. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Deploy each of the
                     			 OVAs to your vCenter/ESXi environment. 
                     			 
                     Important:  
                        				
                        It is critical
                           				  that the CML cluster controller and compute-nodes share common port-groups for
                           				  each of the five network interfaces.  These are typically VM Network, Flat,
                           				  Flat1, SNAT, and INT. 
                           				
                        

                        
                        			 
                     

                     
                     		  
                  

                  
                  		
               

               
               	 
                  		  
                  Boot the newly
                     			 deployed compute-node OVA.
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Validate Compute
         	 Node Operations
      

      
         
            
               

            
 
            		
            Once the compute
               		  node has rebooted, continue by validating connectivity to the controller and
               		  enabling the Cisco Modeling Labs compute node software using the following
               		  steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Login to the
                        			 compute node at the IP address recorded during installation using username virl
                        			 and password VIRL. 
                        		    
                     			 ssh virl@<compute-node-ip-address>

                     
                     			 



                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Ensure that
                        			 connectivity to the controller exists by issuing the ping command. 
                        		    
                     			 ping 172.16.10.250
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                           	Note   
                                 
                                 
                           	Connectivity
                              				to the controller must be confirmed.  Explore and resolve any issues before
                              				proceeding. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cluster
         	 Validation
      

      
         
            
               

            
 
            		
            Once the controller
               		  and each compute node has been deployed, you should validate that the cluster
               		  is properly configured and operational. To do this, complete the following
               		  steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Login to the
                        			 controller at the IP address recorded during installation using username virl
                        			 and password VIRL. 
                        		    
                     			 ssh virl@<compute-node-ip-address>

                     
                     		  
               

               
               
                  	Step 2  
                     
                  
                  	Verify that each
                        			 compute node is registered with OpenStack Nova. 
                        		    
                     			 nova service-list

                     In the following example, there are five nova-compute services
                     			 registered; one on the controller and another for each compute node that has
                     			 been deployed. 
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                  	Step 3  
                     
                  
                  	Verify that each
                        			 compute node is registered with OpenStack Neutron. 
                        		    
                     			 neutron agent-list

                     In the following example, there are five Linux bridge agents
                     			 registered; one on the controller and another for each compute node that has
                     			 been deployed. 
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                     At this point
                        				your Cisco Modeling Labs OpenStack Cluster should be fully operational and you
                        				should be able to start a Cisco Modeling Labs simulation and observe all of the
                        				nodes become 
                        				Active. 
                        			 
                     

                     
                     			 
                     The following
                        				figure shows an overview of the compute nodes in the User Workspace Management
                        				interface, when validation has completed. 
                        				
                        Overview
                              					 of Compute Nodes in the User Workspace Management Interface
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      Cluster
         	 Troubleshooting
      

      
         

         
         In situations where
            		communication is lost between the controller and a compute node, or if a
            		compute node becomes inoperable, you can determine the state of each compute
            		node from the controller using the 
            		nova
               		  service-list and 
            		neutron
               		  agent-list commands. 
            	 
         

         
         For example, in the
            		following image communication has been lost with compute4. Note that Nova shows
            		the node in the state 
            		down, and
            		Neutron shows the agent as 
            		xxx (dead
            		state): 
            		
            nova
                     				service-list and 
                  			 neutron agent list Commands Executed
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         In such circumstances,
            		correct operation may be restored by restarting the affected node. 
            	 
         

         
         If restarting the
            		compute node does not restore proper operation, you may also want to check that
            		the node is associated with a valid NTP clock source, using the following
            		command: 
            		sudo ntpq -p

            
            	 

         
          Valid peer
            		associations are indicated by a 
            		* alongside the
            		clock-source name, as shown: 
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      Cluster
         	 Maintenance
      

      
         

         
          
            	 
         

         
      

      
      
      
         
         	Add Additional Compute Nodes

         
      

      
      
      
         
      

      
      
      
   
      
      
      Add Additional
         	 Compute Nodes
      

      
         
            
               

            
 
            		
            To add additional
               		  compute nodes to an existing Cisco Modeling Labs cluster, complete the
               		  following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Login to the
                        			 controller at the IP address recorded during installation using username virl
                        			 and password VIRL. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	Edit the 
                        			 /etc/settings.ini file and set the configuration
                        			 element for the new compute node to True. 
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Apply the
                        			 changes and update the controller's cluster configuration. 
                        		    
                     			 vinstall salt

                     
                     		  
               

               
               
                  	Step 4  
                     
                  
                  	Complete the
                        			 instructions described in 
                        			 Compute
                           				Node Deployment for the new compute node. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Complete the
                        			 instructions described in 
                        			 Cluster
                           				Validation to ensure that the new compute node is properly deployed. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cluster
         	 Configuration and Defaults
      

      
         

         
         The following
            		configuration elements defined in the /etc/settings.ini file or via the User
            		Workspace Management interface are used to define Cisco Modeling Labs OpenStack
            		Cluster configurations. 
            	 
         

         
          
            	 
            
            
               
                  Cluster
                        		Configuration Elements
                  
                     
                        	 
                           				
                           Parameter 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Default 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Description 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                            
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           computeN_active 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           False 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Specifies the
                              				  absence or presence of the compute node N in the cluster. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Set to True
                              				  for each available compute node (1 through 4). 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_nodename 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           computeN 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Specifies the
                              				  hostname associated with the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match the node name defined on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_public_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Specifies the
                              				  name of the port used to reach the Internet on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the public port name and format specified on the compute
                              				  node. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_using_dhcp_on_the_ 
                              				
                           

                           
                           				
                           public_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           True 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Specifies the
                              				  addressing method used for the public port on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Set to False
                              				  if using Static IP addressing. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_static_ip 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.10 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The Static IP
                              				  address assigned to the public port. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Not used if
                              				  DHCP is enabled.  Review and modify to match deployment requirements. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_public_netmask 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           255.255.255.0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The network
                              				  mask assigned to the public port. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Not used if
                              				  DHCP is enabled.  Review and modify to match deployment requirements. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_public_gateway 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The IP address
                              				  of the default gateway assigned to the public port. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Not used if
                              				  DHCP is enabled.  Review and modify to match deployment requirements. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_first_nameserver 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.8.8 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The IP
                              				  address of the first name-server assigned to the public port. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Not used if
                              				  DHCP is enabled.  Review and modify to match deployment requirements. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_second_nameserver 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.4.4 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The IP
                              				  address of the second name-server assigned to the public port. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Not used if
                              				  DHCP is enabled.  Review and modify to match deployment requirements. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The name of
                              				  the first layer-2 network port (Flat) on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the name and format specified on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_address 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.1.24N
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The IP
                              				  address assigned to the first layer-2 network port (Flat) on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the IP address specified on the compute node.  N must match
                              				  the node name / position in the cluster. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_port2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The name of
                              				  the second layer-2 network port (Flat1) on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the name and format specified on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_address2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.2.24N
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The IP
                              				  address assigned to the second layer-2 network port (Flat1) on the compute
                              				  node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the IP address specified on the compute node. N must match
                              				  the node name / position in the cluster. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l3_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth3 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The name of
                              				  the layer-3 network port (SNAT) on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the name and format specified on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l3_address 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.3.24N
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The IP
                              				  address assigned to layer-3 network port (SNAT) on the compute node. 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the IP address specified on the compute node. N must match
                              				  the node name / position in the cluster. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_internalnet_ip 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.10.24N 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           The IP
                              				  address assigned to internal / cluster network interface (eth4). 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           This field
                              				  must match exactly the IP address specified on the compute node.  N must match
                              				  the node name / position in the cluster. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
         The default
            		configuration elements for each compute node in a Cisco Modeling Labs OpenStack
            		Cluster are as follows: 
            	 
            
            
               
                  Default Cluster
                        		Configuration Elements
                  
                     
                        	 
                           				
                           Parameter 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Compute Node
                              				  1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Compute Node
                              				  2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Compute Node
                              				  3 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Compute Node
                              				  4 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           computeN_active 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           False 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           False 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           False 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           False 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_nodename 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           compute1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           compute2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           compute3 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           compute4 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_public_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth0 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_using_dhcp_on_the_ 
                              				
                           

                           
                           				
                           public_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           True 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           True 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           True 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           True 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_static_ip 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.10 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.10 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.10 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.10 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_public_netmask 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           255.255.255.0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           255.255.255.0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           255.255.255.0 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           255.255.255.0 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_public_gateway 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           10.10.10.1 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_first_nameserver 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.8.8 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.8.8 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.8.8 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.8.8 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_second_nameserver 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.4.4 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.4.4 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.4.4 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           8.8.4.4 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth1 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth1 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_address 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.1.241
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.1.242
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.1.243
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.1.244
                              				  
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_port2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth2 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l2_address2 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.2.241
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.2.242
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.2.243
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.2.244
                              				  
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l3_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth3 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth3 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth3 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth3 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_l3_address 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.3.241
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.3.242
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.3.243
                              				  
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.3.244
                              				  
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_internalnet_port 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth4 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth4 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth4 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           eth4 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           computeN_internalnet_ip 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.10.241 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.10.242 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.10.243 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           172.16.10.244 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 6. User Workspace
         	 Management
      

      
      
   
      
      
      Access the User
         	 Workspace Management Interface
      

      
         
            
               

            
 
            		
            After you have
               		  started the Cisco Modeling Labs server, you can access the 
               		  User
                  			 Workspace Management interface to manage user accounts, projects,
               		  licenses, and virtual machine images on the Cisco Modeling Labs server. 
               		
            

            
            		
            To access the 
               		  User
                  			 Workspace Management interface, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	In a web
                        			 browser, enter the IP address or hostname in the format, 
                        			 http://<IP address | 
                           				hostname>. 
                        		   The 
                     			 CML
                        				Server main menu page is displayed. 
                     			 
                     CML Server
                           				  Main Menu


[image: ../images/417982.jpg]



                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 User Workspace
                           				Management to access the 
                        			 User
                           				Workspace Management interface. 
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Log in to the 
                        			 User
                           				Workspace Management interface using the username uwmadmin and the
                        			 password password. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	You can log
                              				in to the 
                              				User Workspace
                                 				  Management as either an administrator or as a non-administrative user.
                              				Uwmadmin is an administrative user. 
                              			 
                           
                        

                     

                     
                     		    The
                     			 application opens on the 
                     			 Overview page. 
                     			 
                     User
                           				  Workspace Management Overview


[image: ../images/417792.jpg]



                     
                     			 
                     The task bar on
                        				the left enables the following functions: 
                        			 
                        
                           	 
                              				  
                              Projects—Allows you to
                                 					 import and export projects. You can also add new projects, enable, disable,
                                 					 modify, and delete current projects. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              Users—Allows you add new
                                 					 user accounts, enable, disable, modify, and delete current user accounts. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              CML Server—Available
                                 					 options are: 
                                 				  
                                 
                                    	 
                                       						
                                       System
                                             							 Configuration—Allows you to control system configuration. You can set
                                          						  configuration parameters for the System, Networks, VIRL Services,
                                          						  Infrastructure, and Resources. 
                                          						
                                       

                                       

                                       
                                       					 
                                    

                                    
                                    	 
                                       						
                                       System Tools—Allows you
                                          						  to collect, view and download system status information. Display Statistics
                                          						  reports historical system operation data such as the number simulations that
                                          						  have been run, the mix of nodes in the simulations, and so on. Download System
                                          						  Logs Collection gathers log files from the system which are invaluable when
                                          						  troubleshooting and diagnosing issues; delivered as a .ZIP file. Check Health
                                          						  Status performs a system check and generates a report on same. 
                                          						
                                       

                                       

                                       
                                       					 
                                    

                                    
                                    	 
                                       						
                                       Download 
                                          						
                                       

                                       

                                       
                                       					 
                                    

                                    
                                 

                                 
                                 				  
                              

                              
                              				
                           

                           
                           	 
                              				  
                              Connectivity—Allows you
                                 					 to add L2 FLAT IP addresses, L3 SNAT IP addresses, and Project Management IP
                                 					 Addresses. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              VM Control—Allows system
                                 					 administrators to stop specific components of an active simulation. Available
                                 					 options are: 
                                 				  
                              

                              

                              
                              				  
                              
                                 	 
                                    						
                                    Nodes 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                                 	 
                                    						
                                    Networks 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                                 	 
                                    						
                                    Ports and Floating IPs 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                                 	 
                                    						
                                    Hosts 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                                 	 
                                    						
                                    Allocated Ports 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                              

                              
                              				
                           

                           
                           	 
                              				  
                              Licenses—Allows you to
                                 					 manage product licenses on the system. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              Node Resources—Available
                                 					 options are: 
                                 				  
                              

                              

                              
                              				  
                              
                                 	 
                                    						
                                    Flavors—Allows you add
                                       						  and delete virtual machine flavors. 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                                 	 
                                    						
                                    Images—Allows you add new
                                       						  virtual machine images, modify, and delete current images. You can also modify
                                       						  and delete image snapshots. 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                                 	 
                                    						
                                    Containers—Allows you to
                                       						  manage and add new LXC images and templates. 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                                 	 
                                    						
                                    Subtypes—Allows you to
                                       						  import, export, and duplicate subtypes. 
                                       						
                                    

                                    

                                    
                                    					 
                                 

                                 
                              

                              
                              				
                           

                           
                           	 
                              				  
                              Repositories—Allows you
                                 					 add, delete, and refresh files from Git repositories. 
                                 				  
                              

                              

                              
                              				
                           

                           
                           	 
                              				  
                              Documentation—Available
                                 					 options are: 
                                 				  
                                 
                                    	 
                                       						
                                       STD API—Allows you to
                                          						  access STD API documentation. 
                                          						
                                       

                                       

                                       
                                       					 
                                    

                                    
                                    	 
                                       						
                                       UWM API—Allows you to
                                          						  access to UWM API documentation. 
                                          						
                                       

                                       

                                       
                                       					 
                                    

                                    
                                    	
                                       						
                                       Simulation Concepts—Allows you to access Cisco
                                          						  Modeling Labs simulation concepts documentation.
                                          						
                                       

                                       

                                       
                                       					 
                                    

                                    
                                 

                                 
                                 				  
                              

                              
                              				
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      User Management
         	 Workspace User Types
      

      
         

         
         Within the User
            		Management Workspace interface there are two types of users available. These
            		are administrator and non-administrator user. The following tables describe the
            		different functions available for each user type. 
            	 
         

         
          
            	 
            
            
               
                  Available
                        		Functions for Administrator Users
                  
                     
                        	 
                           				
                           Function 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Description 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           Overview 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you
                              				  to view current system version information, physical resource usage, and a list
                              				  of all deployed simulations. You can stop all or selected simulations. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Projects 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you to
                              				  import and export projects. You can also add new projects, enable, disable,
                              				  modify, and delete current projects. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Users 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you add
                              				  new users, enable, disable, modify, and delete current users. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           CML Server 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Under System
                              				  Configuration, you can set configuration parameters. Under System Status, you
                              				  can collect, view and download system status information. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Connectivity 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you to
                              				  add and delete L2 Flat IP, L3 Snat IP, and Management IP allocations for
                              				  projects. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           VM Control 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you to
                              				  delete nodes, networks, ports and IP allocations, as well as disable some host
                              				  services when problems are encountered. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Licenses 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                            Allows you to
                              				  manage product licenses on the system. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Node Resources 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you add
                              				  new images, modify, and delete current images. You can also modify and delete
                              				  image snapshots. You can add and delete flavors and import and export subtypes.
                              				  You can also create a new subtype based on one of the available built in
                              				  subtypes. You can manage and add new LXC images and templates. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Repositories 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                            Allows you to
                              				  add, delete, and refresh files from Git repositories. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Documentation 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you
                              				  to access STD and UWM API documentation. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
          
            	 
            
            
               
                  Available
                        		Functions for Non-Administrator Users
                  
                     
                        	 
                           				
                           Function 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Description 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           My Simulations 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Review and
                              				  operate a user's own simulations. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Project Simulations 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Review
                              				  simulations in a user's own project. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Connectivity 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Review a
                              				  user's own IP address allocations. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Node Resources 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Review details
                              				  for flavors and subtypes. Review and add new images, LXC images and templates
                              				  for use by the user's own project. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Repositories 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you to
                              				  add, delete, and refresh files from Git repositories.
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Documentation 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Allows you
                              				  to access STD and UWM API documentation. 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Projects (Admin
         	 User)
      

      
         

         
         Within the 
            		User Workspace
               		  Management 
               		interface, a project represents a set of resources that are available
            		to all users of that project. It has the following characteristics: 
            	 
         

         
          
            	 
            
               	By default, each project is
                  		  created with one user account that has the same name as the project. 
                  		
               

               
               	Each user belongs to exactly
                  		  one project. Users should typically each have a project of their own, hence
                  		  creating a new project is the preferred and efficient process for adding new
                  		  users. 
                  		
               

               
               	Additional users can be
                  		  assigned to a project as required. 
                  		
               

               
               	If a user is added to a
                  		  project, the username of the user is prefixed with the project name. 
                  		
               

               
               	Deleting a user account does
                  		  not delete a project that the user is assigned to. 
                  		
               

               
               	Deleting a project deletes
                  		  all users of the project. 
                  		
               

               
            

            
            	 
         

         
          In the 
            		Projects page, you can perform a number of operations
            		for projects. These operations are: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Operation 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Description 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           Import 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Imports a
                              					 project and its users from a JavaScript Object Notation (JSON) or tab-Separated
                              					 values (TSV) file. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Export 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Exports a
                              					 project and its users as a JSON or TSV file. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Add 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Creates a
                              					 new project and its default user. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Enable 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Enables a
                              					 selected project. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Disable 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Disables a
                              					 selected project. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Modify 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Modifies
                              					 details for a selected project. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Delete 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Deletes a
                              					 selected project and its users. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
         	Create a Project

         
         	Export a Project

         
         	Import a Project

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create a
         	 Project
      

      
         
            
               

            
 
            		
            To create a new
               		  project, and a user for the project complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, click 
                        			 Projects. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Projects page, which lists all of the current
                     			 projects, appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Add to
                        			 create a new project. 
                        		    
                     		   The 
                     			 Create
                        				Project page appears. 
                     			 
                      
                        			 
                     

                     
                     			 
                     Create a
                           				  New Project
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                  	Step 3  
                     
                  
                  	Under 
                        			 General
                           				Settings, add a name and a description for the project. In the 
                        			 Expires
                        			 field, you can either add an expiry date for the project or accept the default,
                        			 which is 
                        			 Never,
                        			 meaning the project will never expire. Leave the 
                        			 Enabled
                        			 check box checked to enable the project for use. 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	Under 
                        			 Project
                           				Quotas, you can either accept the default values for the system quotas or
                        			 increase or decrease them based on your project requirements: 
                        		    
                     			 
                     
                        	Instances quota is the
                           				  maximum number of virtual machines of any type that can be operational at any
                           				  given time within the project per user or for all users associated with that
                           				  project. 
                           				
                        

                        
                        	RAM (MB) is the maximum
                           				  RAM that can be consumed by virtual machines running in the project per user or
                           				  for all users associated with that project. 
                           				
                        

                        
                        	VCPUS is the maximum
                           				  number of virtual cores consumed by the virtual machines running in the
                           				  project. 
                           				
                        

                        
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	Click 
                        			 Create. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                      The 
                        				Edit User
                        				page appears. 
                        			 
                     

                     
                     			 
                      
                        				
                        Edit the
                              					 Project User
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                     Using this
                        				window, you can add details for the new user created when the project is
                        				created. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	In the 
                        			 Password and
                        			 
                        			 Password
                           				Again fields, enter a new password for the user. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	The default
                              				password can be used or a more meaningful password can be entered. This
                              				password can also be changed at a later time. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 7  
                     
                  
                  	In the 
                        			 Email field,
                        			 add a valid email address for the user. 
                        		   By
                     			 default, the user is assigned a member role, which means the user is a
                     			 non-admin account. Set Role to admin if the user needs to perform the same
                     			 administrative functions as the uwmadmin user. 
                     		  
                  
               

               
               
                  	Step 8  
                     
                  
                  	In the 
                        			 Expires
                        			 field, you can add an expiry date for the user or accept the default 
                        			 Never. Leave
                        			 the 
                        			 Enabled
                        			 check box checked to enable the project for immediate use. Alternatively, you
                        			 can set up a project and users, but you cannot enable them to be configured and
                        			 available at a later time. 
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	Click 
                        			 Save to save
                        			 the changes for the user. 
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	(Optional) To
                        			 confirm that the project has been added, click 
                        			 Projects to
                        			 view the newly added project, and click 
                        			 Users to
                        			 view the newly added user.
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Export a
         	 Project
      

      
         
            
               

            
 
            		
            Export allows you to export
               		  selected projects and all their users to a JSON or TSV file. 
               		
            

            
            		
            To export a project
               		  and all its users, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Check the check
                        			 box beside the project or projects for export. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Export to
                        			 export the selected projects and all their users. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	From the
                        			 drop-down list, choose the type of file to export to, JSON or TSV. 
                        		   The 
                     			 Open dialog
                     			 box appears. 
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	Click the 
                        			 Save File
                        			 radio button and click 
                        			 OK to save
                        			 the file. 
                        		   The
                     			 exported file is saved to the specified location. 
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Import a
         	 Project
      

      
         
            
               

            
 
            		
            Files for import
               		  must be in the JSON or TSV format and must have previously been exported from
               		  the 
               		  User Workspace
                  			 Management interface. 
               		  
               
                  
                     	[image: ../images/note.gif]
Note
                     	


The uwmadmin project and user are not modified by this function
                        			 when imported data contains it.
                        		  
                        

                     
                  

               

               
               		
            

            
            		
            To import a project
               		  and its users, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Click 
                        			 Import to
                        			 import a new project and its associated users. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Import Projects
                        				and Users page appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Browse to
                        			 locate the applicable JSON or TSV file for import. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	If you import
                              				projects and users that already exist, they will be updated.
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Import. 
                        		   The newly
                     			 imported project is listed on the 
                     			 Projects page. 
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Users (Admin
         	 User)
      

      
         

         
         Within the 
            		User Workspace
               		  Management interface, you can manage user accounts from the 
            		Users page. User accounts permit access to the Cisco
            		Modeling Cisco Modeling Labs server from the Cisco Modeling Labs client. 
            	 
         

         
         In the 
            		Users page, you can perform a number of operations
            		for users. These operations are: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Operation 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Description 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           Add 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Creates a
                              					 new user account. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Enable 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Enables a
                              					 selected user account. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Disable 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Disables a
                              					 selected user account. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Modify 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Modifies
                              					 details for a selected user account. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Delete 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Deletes a
                              					 selected user account. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
         	Create a User

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create a
         	 User
      

      
         
            
               

            
 
            		
            To create an
               		  additional user under an existing project, complete the following steps: 
               		  
               
                  
                     	[image: ../images/note.gif]
Note
                     	


It is preferred for each user to have their own project. 
                        		  
                        

                     
                  

               

               
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management 
                           			 interface, log in as admin and click 
                        			 Users. 
                        		   The Users
                     			 page, which lists all the users, appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Add to
                        			 create a new user. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Create User
                     			 page appears. 
                     			 
                     Create a
                           				  New User
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                  	Step 3  
                     
                  
                  	In the 
                        			 Username
                        			 field, enter a username for the new user. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	To create
                              				multiple users, click the 
                              				Add (+) icon to the right of
                              				the 
                              				Username
                              				field. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	In the 
                        			 Password and
                        			 
                        			 Password
                           				Again fields, enter a password for the new user. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	In the 
                        			 Email field,
                        			 enter a valid email address for the user. 
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	From the 
                        			 Project
                        			 drop-down list, choose the applicable project for the user. 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	From the 
                        			 Role
                        			 drop-down list, choose the applicable role for the user. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	A user with
                              				administrative rights has administrative rights across the entire system. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 8  
                     
                  
                  	In the 
                        			 Expires
                        			 field, you can either add an expiry date for the user or accept the default,
                        			 which is 
                        			 Never. 
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	Leave the 
                        			 Enabled
                        			 check box checked. 
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	Click 
                        			 Create. 
                        		    
                     			 
                      The 
                        				User 
                        				<Project
                           				  Name>-<Username> page appears. 
                        			 
                     

                     This page presents details and project quotas for the user. 
                     		  
                  
               

               
               
                  	Step 11  
                     
                  
                  	(Optional) Click
                        			 
                        			 Modify User
                        			 to amend the details for a user, or click 
                        			 Delete User
                        			 to delete the user. 
                        		  
               

               
               
                  	Step 12  
                     
                  
                  	Click 
                        			 Users to
                        			 view the newly created user. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
       CML Server (Admin
         	 User)
      

      
         

         
         Within the 
            		User Workspace
               		  Management 
               		interface, under 
            		CML Server, you
            		are able to make changes to your Cisco Modeling Labs server configuration under
            		the 
            		System
               		  Configuration option. 
            	 
         

         
         Under the 
            		System Status
            		option, you can review system operational statuses and download log files. 
            	 
         

         
         CML Server Options
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         	System Configuration

         
         	System Tools

         
         	Download

         
      

      
      
      
         
      

      
      
      
   
      
      
       System
         	 Configuration
      

      
         Within the 
            		User Workspace
               		  Management 
               		interface, under 
            		CML
                  			 Server > System ConfigurationCML Server, you are able
            		to make changes to your Cisco Modeling Labs server configuration. 
            	 
         

         
         You can update the
            		following system control parameters. 
            	 
            
               	 
                  		  
                  System 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Networks 
                     		  
                  

                  

                  
                  		
               

               
               	
                  		  
                  		  
                  Services 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Infrastructure 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Resources 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
         	System Configuration Controls

         
      

      
      
      
         
      

      
      
      
   
      
      
      System Configuration
         	 Controls
      

      
         
            
               

            
 
            		
            To update system
               		  configuration controls, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, click 
                        			 CML
                              				  Server > System Configuration. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    The 
                     			 System
                        				Configuration Controls page appears. 
                     			 
                     			 
                     System Configuration Controls
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                  	Step 2  
                     
                  
                  	Update the
                        			 fields as required. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              System
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Hostname
                                          						  
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the server hostname. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Domain
                                          						  Name 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the domain name. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       NTP
                                          						  Server 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the DNS name or IP address for the NTP server. If you are behind a
                                          						  firewall/proxy, ensure that your NTP server is reachable from this location. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Ramdisk enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       This
                                          						  option must be enabled to speed up I/O operations. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       VNC
                                          						  enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option to start the VNC server on the host. It operates on TCP port 5901. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       VNC
                                          						  Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for the VNC server. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary Ethernet Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary ethernet port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Use
                                          						  DHCP on Primary Ethernet port? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option to enable DHCP on the primary ethernet port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Static
                                          						  IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the static IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port network 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary port network. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary port netmask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary port gateway 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary port gateway. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the secondary DNS server IP address. Ensure you do not set the same address as
                                          						  you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Is
                                          						  your system behind a proxy? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use
                                          						  this option if your system is behind a proxy. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       HTTP/HTTPS Proxy 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the URL of your internal access proxy in the following format "http://<proxy
                                          						  IP or name>:<port number>/". 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Apply
                           				Changes when you are finished to save your changes. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
         	Networks Configuration

         
         	Services Configuration

         
         	Infrastructure Configuration

         
         	Resources Configuration

         
      

      
      
      
         
      

      
      
      
   
      
      
      Networks
         	 Configuration
      

      
         
            
               

            
 
            		
            To update the
               		  Networks configuration, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, click 
                        			 CML
                              				  Server > System Configuration. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    The 
                     			 System
                        				Configuration Controls page appears. Click the 
                     			 Networks
                     			 tab to access the network parameters. 
                     			 
                     			 
                     Networks Configuration
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                  	Step 2  
                     
                  
                  	Update the
                        			 fields as required. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                               Networks
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network address/mask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network netmask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network gateway IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool start address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool end address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Flat
                                          						  Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat secondary DNS server IP address. Ensure you do not set the same
                                          						  address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd Flat
                                          						  Network Enabled 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use this
                                          						  option if a second Flat network, Flat1, is to be enabled. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd Flat
                                          						  Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the name of the host's physical port used for the L2 Flat network, Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                        2nd
                                          						  Flat Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the IP address for the second Flat network, Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd Flat
                                          						  Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat network address/mask for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd Flat
                                          						  Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat network netmask for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd Flat
                                          						  Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat network gateway IP address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd Flat
                                          						  Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the Flat address pool start address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat address pool end address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat primary DNS server IP address for Flat1. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       2nd
                                          						  Flat Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Flat secondary DNS server IP address for Flat1. Ensure you do not set the
                                          						  same address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the name of the host's physical port used for L3 Snat network, ext-net. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter
                                          						  the IP address for the CML host in the L3 Snat network. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Address/Mask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network address/mask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Netmask 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network netmask. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Network Gateway IP Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat network gateway IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Address Pool Start Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat address pool start address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Address Pool End Address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat address pool end address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Primary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Snat
                                          						  Secondary DNS server IP address 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the Snat secondary DNS server IP address. Ensure you do not set the same
                                          						  address as you set for the primary DNS server IP address. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Apply
                           				Changes when you are finished to save your changes. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Services
         	 Configuration
      

      
         
            
               

            
 
            		
            To update the
               		  services configuration, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, click 
                        			 CML
                              				  Server > System Configuration. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    The 
                     			 System
                        				Configuration Controls page appears. Click the 
                     			 Services tab
                     			 to access the services parameters. 
                     			 
                      Services
                           				  Configuration


[image: ../images/418003.jpg]



                     
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Update the
                        			 fields as required. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              Services
                                    				Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       Apache
                                          						  Server Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the number for the Apache server port. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Start
                                          						  Host-granted TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Host
                                          						  grants TCP ports to the simulations starting from this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       End
                                          						  Host-granted TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Host
                                          						  grants TCP ports to the simulations ending with this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       First VM
                                          						  Serial Console TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Simulated VMs with serial consoles use TCP ports starting from
                                          						  this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Last VM
                                          						  Serial Console TCP Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Simulated VMs with serial consoles use TCP ports ending with
                                          						  this value. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                        Web
                                          						  Services Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the simulation engine services. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       UWM Port
                                          						  
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the User Workspace Management interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       AutoNetkit Webserver Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the configuration engine preview interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Live
                                          						  Visualization Webserver Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the Live Visualization interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       UWM
                                          						  Web-SSH Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the User Workspace Management SSH web interface. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Nova
                                          						  Websocket Serial Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the websocket-based serial console connections. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Disable
                                          						  Serial Timeout 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Disable
                                          						  timeout of serial consoles after 15 minutes of inactivity. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Nova
                                          						  Websocket VNC Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the TCP port number for the websocket-based VNC console connections. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Docker
                                          						  Registry Port 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                        Enter the port number
                                          						  for the docker registry.
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Apply
                           				Changes when you are finished to save your changes. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Infrastructure
         	 Configuration
      

      
         
            
               

            
 
            		
            To update the
               		  Infrastructure configuration, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, click 
                        			 CML
                              				  Server > System Configuration. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    The 
                     			 System
                        				Configuration Controls page appears. Click the 
                     			 Infrastructure tab to access the infrastructure parameters. 
                     			 
                     			 
                     Infrastructure Configuration
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                  	Step 2  
                     
                  
                  	Update the
                        			 fields as required. 
                        		    
                     			 
                      
                        			 
                        
                        
                           
                              Infrastructure Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	 
                                       						
                                       OpenStack Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for administrator access to OpenStack operations. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       MySQL
                                          						  Password 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter
                                          						  the password for OpenStack database access. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Guest
                                          						  Account Present? 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Use this
                                          						  option to create a default guest account. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Apply
                           				Changes when you are finished to save your changes. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Resources
         	 Configuration
      

      
         
            
               

            
 
            		
            To update the
               		  Resources configuration, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, click 
                        			 CML
                              				  Server > System Configuration. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    The 
                     			 System
                        				Configuration Controls page appears. Click the 
                     			 Resources
                     			 tab to access the resources parameters. 
                     			 
                     			 
                     Resources Configuration
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                  	Step 2  
                     
                  
                  	Update the
                        			 fields as required. 
                        		    
                     			 
                     			 
                      
                        			 
                        
                        
                           
                              Resources Configuration Parameters
                              
                                 
                                    	 
                                       						
                                       Parameter 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Description 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                              
                                 
                                    	
                                       						
                                       Download Proxy 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	
                                       						
                                       Enter the proxy server for downloading files, such as
                                          						  images and external git repositories, from outside the local network. Leave
                                          						  blank if the use of a proxy is not required. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Download Proxy Authentication 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Enter download proxy credentials in the format
                                          						  "<username>:<password>". 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                                 
                                    	 
                                       						
                                       Download Proxy Exceptions 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                    	 
                                       						
                                       Provide a list all host names and/or IP addresses for
                                          						  image and git repository sources where the download proxy shall not be used,
                                          						  such as servers, on the local network. 
                                          						
                                       

                                       
                                       					 
                                    
                                    
                                 

                                 
                              
                              
                           

                           
                        

                        
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Apply
                           				Changes when you are finished to save your changes. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
       System
         	 Tools
      

      
         Within the 
            		User Workspace
               		  Management interface, under 
            		 
            		CML
                  			 Server > System Tools, you can view various
            		statistics concerning the usage and operation of your system and check on
            		server status and system services. You also have the ability to download system
            		log files. 
            		 
            		
            System Tools
                  			 Options
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         To download the system
            		log files, click 
            		Download System
               		  Logs. A dialog box is displayed where you can opt to open or save the
            		system log file. 
            	 
         

         
      

      
      
      
         
         	System Statistics

         
         	System Health Status

         
         	System Operation Check

         
      

      
      
      
         
      

      
      
      
   
      
      
       System
         	 Statistics
      

      
         

         
         You can view various
            		statistics concerning the usage and operation of your Cisco Modeling Labs
            		system. System statistics are available from the 
            		User Workspace
               		  Management interface under 
            		CML
                  			 Server > System Tools > Display
                  			 Statistics. 
            	 
         

         
         The following areas
            		are covered: 
            	 
         

         
          
            	 
            
            
               
                  System
                        		Statistics
                  
                     
                        	 
                           				
                           Area 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Description 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           Statistics 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Lists the
                              				  memory usage history per day, week and month and their average and maximum
                              				  usage stats. 
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                           Projects and Users 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Lists the
                              				  number of current projects and users. 
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                           Simulations 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Lists details
                              				  for the number of active simulations and nodes for the last week, the last
                              				  month, the previous 24 hours, and those currently running. 
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                              There are two further categories: 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           Subtype Usage in
                                 					 Simulations 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Lists the
                              				  subtypes and their average and maximum usage stats. 
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                           Simulation/node Operation
                                 					 Failures 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Lists the
                              				  number of simulation/node failures for the last week, the last month, and the
                              				  previous 24 hours. 
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                           AutoNetkit 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Lists details
                              				  for the number of configurations generated in the last week, the last month,
                              				  and the previous 24 hours, including the number of invalid topologies
                              				  encountered. The category 
                              				  Subtype
                                 					 Usage in Configured Topologies lists the subtypes used in configuration
                              				  requests along with their average and maximum usage stats. 
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      System Health Status
         	 
      

      
         You can check on
            		server status and system services that are running using the 
            		Check Health
               		  Status option. It performs a system check and generates a report. It is
            		available from the 
            		User Workspace
               		  Management interface under 
            		CML
                  			 Server > System Tools > Check Health
                  			 Status. 
            	 
         

         
          
            	 
            	 
            
            
               
                  Health Status
                        		Check
                  
                     
                        	 
                           				
                           Area 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Services
                              				  Checked 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           Server Status 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Click each
                              				  entry to view further details. 
                              				
                              
                                 	 
                                    					 
                                    Disk
                                       						space 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    RAM 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    CPU 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    Network
                                       						interfaces 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    Proxy 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    Hypervisor 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    NTP 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    Bridge
                                       						patch applied 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    OpenStack cluster infrastructure 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                              

                              
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	 
                           				
                           System Services 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Click each
                              				  entry to view further details. 
                              				
                              
                                 	 
                                    					 
                                    MySQL 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    RabbitMQ
                                       						
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    OpenStack cluster host information 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    OpenStack system services 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    OpenStack endpoint URLs 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    OpenStack system response 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    AutoNetkit services 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    CML-CORE
                                       						services 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                                 	 
                                    					 
                                    STD
                                       						configuration 
                                       					 
                                    

                                    

                                    
                                    				  
                                 

                                 
                              

                              
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
            Health Status
                  		  Page
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Note
                  	


When an issue is
                     		discovered, a red x is displayed next to the entry. Click the entry to view
                     		further details. 
                     	 
                     

                  
               

            

            
            	 
         

         
         Available options on
            		the 
            		Health
               		  Status page are: 
            	 
            
               	 
                  		  
                  Check Again: Allows you
                     			 to run the health status check again. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Download: Allows you to
                     			 open or download the health status log file. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Display RAW Report:
                     			 Displays the health status log file to screen. 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
       System Operation
         	 Check
      

      
         

         
         The System Operation
            		Check performs a series of tests to ensure that your system is in a fully
            		functional state. These tests include checking all of the core services as well
            		as starting up a small simulation. The results will confirm if your system is
            		performing as expected or if there are problems, and if so, in which area(s)
            		the problems lie. The tests will take ~5 minutes to complete. the system
            		operation check is available from the 
            		User Workspace
               		  Management interface under 
            		CML
                  			 Server > System Tools > System Operation
                  			 Check. 
            	 
         

         
          
            		
            System Operation Check
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         The following areas
            		are tested: 
            	 
         

         
          
            	 
            
            
               
                  System Operation Check Tests
                  
                     
                        	 
                           				
                           Area 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Description 
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				
                           Service 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Click each entry to view further details of the tests run. 
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                           VIRL API Service 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Click each entry to view further details of the tests run. 
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                           Simulation 
                              				
                           

                           
                           			 
                        
                        
                        	 
                           				
                           Click each entry to view further details of the tests run. 
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         The 
            		Summary table provides details of tests passed, failed, skipped or
            		not applicable. 
            	 
         

         
         Available options on the 
            		System Operation Check page are: 
            	 
            
               	 
                  		  
                  Download Results: Allows you to open or download the system
                     			 operation check log file. 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Rerun Tests: Allows you to run the tests again. 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Download

      
         Within the 
            		User Workspace
               		  Management 
               		interface, under 
            		CML
                  			 Server > Download, you are able to download
            		various Cisco Modeling Labs client versions and Python libraries as shown. 
            	 
         

         
         Files Available for Download
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         Double-click on the applicable file(s) to download it.
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Connectivity

      
         

         
         Within the 
            		User Workspace
               		  Management interface, the 
            		Connectivity page provides details on all OpenStack
            		ports available on the external (FLAT and SNAT) and project management
            		networks.
            	 
         

         
          
            	 
            
               	L2 FLAT IP address
                  		  allocations—Create an externally reachable fixed IP address for a project. 
                  		
               

               
               	 L3 SNAT IP address
                  		  allocations—Create a floating IP address for a project. Floating IPs are
                  		  externally reachable and are mapped to an internal fixed IP address. 
                  		
               

               
               	Project Management IP address
                  		  allocations—Create a fixed IP address on the management network of the selected
                  		  project. This IP address can be statically assigned to the nodes. 
                  		
               

               
            

            
            	 
         

         
          
            	  
            	 
         

         
      

      
      
      
         
         	Create a Port Connection

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create a Port
         	 Connection
      

      
         
            
               

            
 
            		
            To create a new port
               		  connection, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management 
                           			 interface, click 
                        			 Connectivity. 
                        		   The 
                     			 Outside
                        				Connections page, which lists all current port connections appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Connections are
                        			 grouped into three areas: 
                        			 L2 FLAT, 
                        			 L3 SNAT, and
                        			 
                        			 Project
                           				Management. Click 
                        			 Add in the
                        			 applicable group to create the required port connection for that type. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The
                     			 corresponding 
                     			 Add IP
                        				Allocation page appears. 
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Complete the
                        			 fields as required for the applicable port connection. 
                        		    
                     			 
                     
                     
                        
                           
                              
                                 	 
                                    						  
                                    Connection Type 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Field 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Description 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                           
                           
                           
                              
                                 	 
                                    						  
                                    Layer
                                       							 2 FLAT IP Address Allocations 
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                                    Owning Project 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Choose
                                       							 a project from the drop-down list. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                     
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    FLAT Network 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Choose
                                       							 a FLAT network from the drop-down list. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                     
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Name 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Enter
                                       							 a name for the new port connection. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                     
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Fixed IP address 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Enter
                                       							 a custom IP address from the range defined by the prefix displayed, or to have
                                       							 an address automatically assigned, leave this field blank. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                    Layer
                                       							 3 SNAT IP Address Allocations 
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                                    Owning Project 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Choose
                                       							 a project from the drop-down list. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                     
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Name 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Enter
                                       							 a name for the new port connection. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                     
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Fixed IP Address 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Enter
                                       							 a custom IP address from the range defined by the prefix displayed, or to have
                                       							 an address automatically assigned, leave this field blank. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                     
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Floating IP Address 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Enter
                                       							 a custom IP address from the range defined by the prefix displayed, or to have
                                       							 an address automatically assigned, leave this field blank. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                    Project Management 
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                                    Name 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Enter
                                       							 a name for the new port connection. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                              
                                 	 
                                    						  
                                     
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Fixed IP Address 
                                          							  
                                       						  
                                    

                                    
                                    						
                                 
                                 
                                 	 
                                    						  
                                    Enter a custom IP address from the range defined by the prefix
                                       							 displayed, or to have an address automatically assigned, leave this field
                                       							 blank. 
                                       						  
                                    

                                    
                                    						
                                 
                                 
                              

                              
                           
                           
                        

                        
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	Click 
                        			 Create. 
                        		    
                     			 
                      The new
                        				connection is created and its details are displayed in the 
                        				Connectivity page. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Using the VM Control
         	 Tool (Admin User)
      

      
         

         
         The 
            		VM Control tool
            		is available to aid system administrators with troubleshooting issues
            		encountered in the 
            		User Workspace
               		  Management interface. The tool enables system administrators to stop
            		specific components of an active session. In circumstances where components of
            		a session fail to be deleted through the normal shutdown methods, this tool
            		enables system administrators to remove blocked components. 
            		 
            		
            VM Control Tool
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         	VM Control Nodes

         
         	VM Control Networks

         
         	VM Control Ports and Floating IPs

         
         	VM Control Hosts

         
         	VM Control Allocated Ports

         
      

      
      
      
         
      

      
      
      
   
      
      
      VM Control
         	 Nodes
      

      
         
            
               

            
 
            		
            The 
               		  Nodes page
               		  lists all the nodes for all the currently running projects for all users. You
               		  can delete a specific node or all the nodes for a specific project or projects.
               		  
               		  
               Nodes
                     				Page
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Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 To delete a
                        			 specific node: 
                        		  
                        	In the node
                              				  list for the applicable project, check the corresponding check box. 
                              				

                        
                        	Click 
                              				  Delete in the 
                              				  Options column.
                              				  
                              				 The
                           				  node is deleted. 
                           				
                        

                        
                     

                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	To delete all
                        			 the nodes for a specific project: 
                        		  
                        	In the node
                              				  list for the applicable project, check the corresponding 
                              				  Name check box.
                              				  
                              				  
                           				  
                            
                              					 
                              
                                 
                                    	Note   
                                          
                                          
                                    	When
                                       						you check the 
                                       						Name check box
                                       						for a particular project, the check boxes for all the nodes in the project are
                                       						automatically checked. You cannot uncheck individual nodes within a project;
                                       						either all the nodes or no nodes are checked. 
                                       					 
                                    
                                 

                              

                              
                              				  
                           

                           
                           				
                        

                        
                        	Click 
                              				  Delete
                                    						Selected. 
                              				 All
                           				  nodes for the particular project are deleted. 
                           				
                        

                        
                     

                     
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      VM Control
         	 Networks
      

      
         
            
               

            
 
            		
            The 
               		  Networks page
               		  lists all the networks for all the currently running projects for all the
               		  users. You can delete a specific network or all the networks for a specific
               		  project or projects. 
               		  
               Networks
                     				Page
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Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 To delete a
                        			 specific network: 
                        		  
                        	In the
                              				  network list for the applicable project, check the corresponding 
                              				  Name check box.
                              				  
                              				

                        
                        	Click 
                              				  Delete in the 
                              				  Options column.
                              				  
                              				 The
                           				  network is deleted. 
                           				
                        

                        
                     

                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	To delete all
                        			 the networks for a specific project: 
                        		  
                        	In the
                              				  network list for the applicable project, check the corresponding 
                              				  Name check box.
                              				  
                              				  
                           				  
                            
                              					 
                              
                                 
                                    	Caution   
                                          
                                          
                                    	When you check the 
                                       						Name check box,
                                       						the check boxes for all the networks in the project are automatically checked.
                                       						In the 
                                       						Networks page, for each user project, two networks are
                                       						listed in blue with an information icon. These two networks are specifically
                                       						created for use by all users of the project when the project is created. These
                                       						networks cannot be recreated automatically; the project would need to be
                                       						deleted and recreated as a whole. We recommend that you do not delete these
                                       						networks. Uncheck the check boxes for these two networks before clicking 
                                       						Delete
                                             							 Selected. 
                                       					 
                                    
                                 

                              

                              
                              				  
                           

                           
                           				
                        

                        
                        	Click 
                              				  Delete
                                    						Selected. 
                              				  All
                           				  the networks for the particular project are deleted. 
                           				
                        

                        
                     

                     
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      VM Control Ports and
         	 Floating IPs
      

      
         
            
               

            
 
            		
            The 
               		  Ports and Floating
                  			 IPs page lists all the ports and floating IPs for all the currently running
               		  projects for all the users. You can delete a specific port or floating IP or
               		  all the ports and floating IPs for a specific project or projects. 
               		  
               Ports and
                     				Floating IPs Page
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Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 To delete a
                        			 specific port or floating IP: 
                        		  
                        	In the port
                              				  or floating IP list for the applicable project, check the corresponding check
                              				  box. 
                              				

                        
                        	Click 
                              				  Delete in the 
                              				  Options column.
                              				  
                              				 The
                           				  port or floating IP is deleted. 
                           				
                        

                        
                     

                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	To delete all
                        			 the ports or floating IPs for a specific project: 
                        		  
                        	In the port
                              				  or floating IP list for the applicable project, check the 
                              				  Name check box.
                              				  
                              				  
                           				  
                            
                              					 
                              
                                 
                                    	Note   
                                          
                                          
                                    	When
                                       						you check the 
                                       						Name check box
                                       						for a particular project, the check boxes for all the ports or floating IPs in
                                       						the project are automatically checked. You can uncheck individual ports or
                                       						floating IPs within the project as required. 
                                       					 
                                    
                                 

                              

                              
                              				  
                           

                           
                           				
                        

                        
                        	Click 
                              				  Delete
                                    						Selected. 
                              				 All
                           				  ports or all floating IPs for the particular project are deleted. 
                           				
                        

                        
                     

                     
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      VM Control
         	 Hosts
      

      
         
            
               

            
 
            		
            The 
               		  Hosts page lists all the compute services and network
               		  agents. Maintenance mode on a host disables the compute service on that node.
               		  It prevents new virtual machines from being deployed on that host. 
               		
            

            
            		
             
               		  
               Hosts
                     				Page
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      VM Control Allocated
         	 Ports
      

      
         
            
               

            
 
            		
            The 
               		  Allocated
                  			 ports page lists details for all of the currently allocated ports on
               		  the system. 
               		
            

            
            		
             
               		  
               Allocated
                     				Ports Page
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      Cisco Modeling Labs
         	 Licenses (Admin User)
      

      
         

         
         Within the 
            		User Workspace
               		  Management interface, you can manage Cisco Modeling Labs licenses. A
            		license specifies the options that are enabled for Cisco Modeling Labs. 
            	 
         

         
         The 
            		Licenses page provides details on all the licenses
            		that are currently installed on the CML server. These include the license ID,
            		type of license, number of nodes per license, and the expiry date. 
            		
            Licenses
                  			 Page
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         	Register a Cisco Modeling Labs License

         
      

      
      
      
         
      

      
      
      
   
      
      
      Register a Cisco
         	 Modeling Labs License
      

      
         
            
               

            
 To register a license,
            		complete the following steps: 
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Open the email
                        			 containing your Cisco Modeling Labs license key. 
                        		  
               

               
               
                  	Step 2  
                     
                  
                  	Using a text
                        			 editor, open the attached .lic file. 
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	In the 
                        			 User Workspace
                           				Management interface, click 
                        			 Licenses. 
                        		   The 
                     			 Licenses page, which lists all valid licenses,
                     			 appears. 
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	Click Register License to
                        			 register a valid license. 
                        		   The 
                     			 Register
                        				licenses page appears. 
                     			 
                     Register
                           				  Licenses
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                  	Step 5  
                     
                  
                  	Copy and paste
                        			 the license key from the .lic file into the 
                        			 Licenses
                        			 text area. 
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	Click 
                        			 Register. 
                        		   The
                     			 license is applied. 
                     		  
                  
               

               
               
                  	Step 7  
                     
                  
                  	Return to the 
                        			 Licenses page to view the newly registered license. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Node
         	 Resources
      

      
         Within the 
            		User Workspace
               		  Management interface, under 
            		Node Resources,
            		you can manage virtual machine run-time parameters and virtual machine images.
            		You can also manage LXC container images and templates. 
            	 
         

         
          
            		
            Available Node
                  			 Resources
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         	Virtual Machine Flavors

         
         	Images

         
         	Containers

         
         	Subtypes

         
      

      
      
      
         
      

      
      
      
   
      
      
      Virtual Machine
         	 Flavors
      

      
         

         
         Within the 
            		User Workspace
               		  Management interface, as part of the creation process for virtual machine
            		images, a virtual machine flavor is created. Flavors are used in each virtual
            		machine to define the CPU, memory (RAM) allocation, disk space, the number of
            		cores, and so on. 
            	 
         

         
          
            	 
         

         
         In the 
            		Flavors page, you can perform two operations for
            		flavors. These operations are: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Operation 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Description 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           Add 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Creates a
                              					 new flavor. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Delete 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Deletes a
                              					 selected flavor. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
         	Create a Virtual Machine Flavor

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create a Virtual
         	 Machine Flavor
      

      
         
            
               

            
 
            		
            To create a new
               		  virtual machine flavor, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, in admin mode, click 
                        			 Flavors. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Flavors
                     			 page, which lists all of the available flavors, appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Add to
                        			 create a new flavor. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     The 
                        				Create
                           				  Flavor page appears. 
                        			 
                     

                     
                     			 
                      
                        				
                        Create a
                              					 Flavor
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                  	Step 3  
                     
                  
                  	In the 
                        			 Name field,
                        			 enter a name for the flavor. 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	From the 
                        			 RAM
                        			 drop-down list, choose the amount of memory allocation for the flavor. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	From the 
                        			 Virtual CPUs
                        			 drop-down list, choose the number of virtual CPUs for the flavor. 
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	Click 
                        			 Create to
                        			 create your virtual machine flavor. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Flavors page appears with the newly created flavor
                     			 listed. 
                     		  
                  
               

               
               
                  	Step 7  
                     
                  
                  	 Under the 
                        			 Options
                        			 column, use the 
                        			 Delete
                        			 option to delete a virtual machine flavor. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Images

      
         

         
         Within the 
            		User Workspace
               		  Management interface, you can add new images, update details for existing
            		images, or delete images from the system. Additionally, you can take a snapshot
            		of the disk content of a virtual machine image. This newly created
            		user-specific disk image can be used in other simulated sessions. 
            	 
         

         
          Cisco Modeling Labs
            		1.3 includes the following images built into the Cisco Modeling Labs client: 
            	 
            
               	 
                  		  
                   Cisco IOSv
                     			 Software Release 15.6(2)T 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Cisco IOSv Layer 2
                     			 Switch Software Release 15.2 (03.2017) 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                   Cisco IOS XRv
                     			 Software Release 6.1.3 CCO 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Linux server
                     			 (Ubuntu 16.04.1 Cloud-init) 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Unmanaged switch 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Cisco ASAv
                     			 Software Release 9.7.1 
                     		  
                  

                  

                  
                  		
               

               
            

            For the most up-to-date list of virtual images, see 
            	 Release Notes for Cisco
               		Modeling Labs 1.3. 
            	 
         

         
          The following demo
            		images are available from the FileExchange: 
            	 
            
               	 
                  		  
                  Cisco IOS XRv 9000
                     			 Software Release 6.0.1 demo image 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Cisco CSR1000v
                     			 Software Release 16.5.1b XE-based demo image 
                     		  
                  

                  

                  
                  		
               

               
               	 
                  		  
                  Cisco NX-OSv 9000
                     			 Software Release 7.0.3.16.1 demo image 
                     		  
                  

                  

                  
                  		
               

               
            

            
            	 
         

         
         In the 
            		Images page, you can perform a number of operations
            		for images. These operations are: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Operation 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Description 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           Add 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Creates a
                              					 new virtual machine image. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Modify 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Modifies
                              					 details for a selected virtual machine image. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Delete 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Deletes a
                              					 selected virtual machine image. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
         	Create a Virtual Machine Image

         
         	Create an Image Snapshot

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create a Virtual
         	 Machine Image
      

      
         
            
               

            
 
            		
            To create a new
               		  virtual machine image, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 In the 
                        			 User Workspace
                           				Management interface, log in as admin and click 
                        			 Images. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    The 
                     			 Images page,
                     			 which lists all of the available registered images, appears. 
                     			 
                      
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Add to
                        			 create a new image. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Create VM
                        				Image page appears. 
                     			 
                      
                        				
                        Create
                              					 VM Image
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                  	Step 3  
                     
                  
                  	From the 
                        			 Owning
                           				Project drop-down list, choose the appropriate project for the new image. 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	Click the 
                        			 Project
                           				Specific check box if you want the new image to be private and only
                        			 available to the owning project. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	From the 
                        			 Subtype
                        			 drop-down list, choose the appropriate subtype for the new image. 
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	In the 
                        			 Name/Version
                        			 field, enter a name or version number for the image. 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	In the 
                        			 Release
                        			 field, enter the release number for the image. 
                        		  
               

               
               
                  	Step 8  
                     
                  
                  	Click the
                        			 appropriate 
                        			 Image
                           				Source: File on Server, URL, or Local Image File. 
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	In the 
                        			 Image Path
                        			 field, enter a path on the server/virtual machine (an HTTP, FTP or TFTP URL) or
                        			 choose a file to upload. 
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	To upload an
                        			 image from your own device, click 
                        			 Browse to
                        			 navigate to the image file. 
                        		  
               

               
               
                  	Step 11  
                     
                  
                  	Click 
                        			 Create to
                        			 create your virtual machine image. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	The creation
                              				process can take a while depending on where the image file is located relative
                              				to the Cisco Modeling Labs server. Both virtual machine disk (VMDK) and QEMU
                              				copy-on-write 2 (QCOW2) image formats are supported. As part of the creation
                              				process for images, a default flavor is also created if missing, which contains
                              				information on the CPU and memory allocation for the virtual machine image. 
                              			 
                           
                        

                     

                     
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     The 
                        				Image <Image Name>
                        				page, which contains the details and properties of the virtual machine image,
                        				appears. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 12  
                     
                  
                  	Click 
                        			 Images to
                        			 view the newly added image. 
                        		  
               

               
               
                  	Step 13  
                     
                  
                  	Under the 
                        			 Options
                        			 column, use the 
                        			 Modify or 
                        			 Delete
                        			 options to amend the details for the virtual machine or to delete a virtual
                        			 machine image. After the image is installed, it is available for users to
                        			 select for their topology simulation. 
                        		  
               

               
               
                  	Step 14  
                     
                  
                  	In the 
                        			 Cisco Modeling Labs client, click 
                        			 File > Preferences > Node
                              				  Subtypes. 
                        		   The 
                     			 Node Subtypes dialog box is displayed.
                     			 
                     Available Node Subtypes
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                  	Step 15  
                     
                  
                  	In the 
                        			 Node
                           				Subtypes dialog box, click 
                        			 Fetch from
                              				  Server. 
                        		   The 
                     			 Confirm dialog box is displayed. 
                     		  
                  
               

               
               
                  	Step 16  
                     
                  
                  	Click 
                        			 OK to update
                        			 the list of node subtypes based on the currently configured Cisco Modeling Labs
                        			 server. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create an Image
         	 Snapshot
      

      
         
            
               

            
 
            		
            When a Linux server
               		  is present in a running simulation, you can take a snapshot of the disk content
               		  of the server. This newly created user-specific disk image can be used in other
               		  simulated sessions. 
               		
            

            
            		
            To take a snapshot
               		  of the server's disk content, complete the following steps. 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Log in to the 
                        			 User Workspace
                           				Management interface. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	You must log
                              				in as a user other than the uwmadmin user, for example, guest. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	On the 
                        			 Overview page, under 
                        			 Sessions,
                        			 choose the applicable running session. 
                        		   A list of
                     			 active virtual machines is displayed. 
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	Choose the
                        			 applicable virtual machine image, and under the 
                        			 Options
                        			 column, click the 
                        			 Create
                           				Snapshot icon. 
                        		    
                     			 
                     Create
                           				  Snapshot Icon
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                     		   Project
                     			 details for the newly created snapshot are displayed. 
                     			 
                      
                        				
                        Newly
                              					 Created Image Snapshot
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                     The new image
                        				snapshot is listed under the Image Snapshot section on the Images page. 
                        				
                        Available Image Snapshots
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                     The image
                        				snapshot can be reused in the Cisco Modeling Labs client under 
                        				Properties > Node > VM
                              					 Image. 
                        			 
                     

                     
                     			  
                     			 
                     See 
                        				Cisco Modeling Labs Corporate
                              					 Edition User Guide, Release 1.3 for more information. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Containers

      
         

         
         In the 
            		User Workspace
               		  Management 
               		interface, the 
            		Containers page
            		provides a list of LXC images and templates. Here you can manage LXC container
            		images and templates. 
            	 
         

         
          In the 
            		Containers page, you can perform a number of
            		operations for LXC images and templates. These operations are: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Operation 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Description 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           Add 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Create a new
                              					 LXC image and/or LXC template. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Modify 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Modify
                              					 details for LXC images 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Delete 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Delete LXC
                              					 images and templates as required. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
         	Create an LXC Image

         
         	Create an LXC Template

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create an LXC
         	 Image
      

      
         
            
               

            
 
            		
            To create a new LXC
               		  image, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	 Click 
                        			 Node
                              				  Resources > Containers in the 
                        			 User Workspace
                           				Management interface.
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Containers
                     			 page, which lists all of the available LXC images and templates, appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Add to create a new LXC image. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     The 
                        				Create LXC
                           				  Image page appears. 
                        			 
                     

                     
                     			 
                      
                        				
                        Create
                              					 an LXC Image
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                  	Step 3  
                     
                  
                  	Click the 
                        			 Project
                           				Specific check box if you want the new image to be private and only
                        			 available to the owning project. 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	Choose the
                        			 appropriate subtype for the new LXC image from the 
                        			 Subtype
                        			 drop-down list. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Enter a name or
                        			 version number for the image in the 
                        			 Name/Version
                        			 field. 
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	Enter the
                        			 release number for the image in the 
                        			 Release
                        			 field. 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	Click the
                        			 appropriate 
                        			 Image
                           				Source: File on Server, URL, or Local Image File. 
                        		  
               

               
               
                  	Step 8  
                     
                  
                  	Enter a path on
                        			 the server/virtual machine (an HTTP, FTP or TFTP URL) or choose a file to
                        			 upload in the 
                        			 Image Path
                        			 field.
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	Click 
                        			 Browse to navigate to the LXC image file to upload an image
                        			 from your own device.
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	Click 
                        			 Create to
                        			 create your LXC image. 
                        		  
               

               
               
                  	Step 11  
                     
                  
                  	Click 
                        			 Images to
                        			 view the newly added image. 
                        		  
               

               
               
                  	Step 12  
                     
                  
                  	Under the 
                        			 Options
                        			 column, use the 
                        			 Modify or 
                        			 Delete
                        			 options to amend the details for the LXC image or to delete an LXC image. After
                        			 the LXC image is installed, it is available for users to select for their
                        			 topology simulation. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create an LXC
         	 Template
      

      
         
            
               

            
 
            		
            To create a new LXC
               		  template, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Click 
                        			 Node
                              				  Resources > Containers in the 
                        			 User Workspace Management interface. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Containers
                     			 page, which lists all of the available LXC images and templates, appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Click 
                        			 Add to
                        			 create a new LXC template. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		    
                     			 
                     The 
                        				Create LXC
                           				  Template page appears. 
                        			 
                     

                     
                     			 
                      
                        				
                        Create a
                              					 LXC Template
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                  	Step 3  
                     
                  
                  	Click the 
                        			 Project
                           				Specific check box if you want the new image to be private and only
                        			 available to the owning project. 
                        		  
               

               
               
                  	Step 4  
                     
                  
                  	Choose the
                        			 appropriate subtype for the new LXC image from the 
                        			 Subtype
                        			 drop-down list. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Enter a name or
                        			 version number for the image in the 
                        			 Name/Version
                        			 field.
                        		  
               

               
               
                  	Step 6  
                     
                  
                  	Enter the
                        			 release number for the image in the 
                        			 Release
                        			 field. 
                        		  
               

               
               
                  	Step 7  
                     
                  
                  	Click the
                        			 appropriate 
                        			 Template
                           				Source: File on Server, URL, or Local Image File. 
                        		  
               

               
               
                  	Step 8  
                     
                  
                  	Enter a path on
                        			 the server/virtual machine (an HTTP, FTP or TFTP URL) or choose a file to
                        			 upload in the 
                        			 Template
                           				Path field. 
                        		  
               

               
               
                  	Step 9  
                     
                  
                  	Click 
                        			 Browse to navigate to the LXC image file to upload from your
                        			 own device. 
                        		  
               

               
               
                  	Step 10  
                     
                  
                  	Click 
                        			 Create to
                        			 create your LXC template. 
                        		  
               

               
               
                  	Step 11  
                     
                  
                  	Click 
                        			 Images to
                        			 view the newly added LXC template. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Subtypes

      
         

         
         In the 
            		User Workspace
               		  Management 
               		interface, the 
            		Subtypes page
            		provides a list of integrated subtypes, which users can use as templates to
            		create their own custom subtypes. Using the 
            		Specialize
            		option for a subtype, a user can duplicate the subtype template and make the
            		necessary updates to create a new custom subtype. Subtypes can be imported and
            		exported, which allows users to apply their custom subtypes to other Cisco
            		Modeling Labs server installations. 
            	 
         

         
         In the 
            		Subtypes page, you can perform a number of operations
            		for subtypes. These operations are: 
            	 
            
            
               
                  
                     
                        	 
                           				  
                           Operation 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Description 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
                  
                     
                        	 
                           				  
                           Import 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Imports a
                              					 subtype from a JSON file. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Export 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Exports a
                              					 subtype to a JSON file. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                     
                        	 
                           				  
                           Specialize 
                              				  
                           

                           
                           				
                        
                        
                        	 
                           				  
                           Duplicates
                              					 an available subtype to create a custom subtype. 
                              				  
                           

                           
                           				
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
         	Import a Subtype

         
         	Create a Custom Subtype

         
      

      
      
      
         
      

      
      
      
   
      
      
      Import a
         	 Subtype
      

      
         
            
               

            
 
            		
            Subtypes for import
               		  must be available in a JSON file. 
               		
            

            
            		
            To import a subtype,
               		  complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	Click 
                        			 Import to
                        			 import a new subtype. 
                        		    
                     			 
                      
                        			 
                     

                     
                     		   The 
                     			 Import
                        				Subtypes page appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	 Paste the
                        			 subtype details from the JSON file into the text area.
                        		  
               

               
               
                  	Step 3  
                     
                  
                  	Click 
                        			 Import. 
                        		   The newly
                     			 imported subtype is listed on the 
                     			 Subtypes page. 
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	(Optional) Click
                        			 
                        			 Specialize
                        			 to create a custom subtype based on the newly imported subtype, click 
                        			 Modify to
                        			 amend the details for the subtype, or click 
                        			 Delete to
                        			 delete the subtype. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Create a Custom
         	 Subtype
      

      
         
            
               

            
 
            		
            To create a custom
               		  subtype, complete the following steps: 
               		
            

            
            	 
         

         
         
            

         
Procedure

         
            
               
                  	Step 1  
                     
                  
                  	For the
                        			 applicable subtype, under the 
                        			 Options
                        			 column and click the 
                        			 Specialize
                        			 icon. 
                        		   The 
                     			 Specialize
                        				Subtype page appears. 
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	Update the
                        			 subtype fields as required. 
                        		    
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	You can use
                              				the default values on the 
                              				Subtypes page; however, you must provide a new name
                              				for the new subtype. 
                              			 
                           
                        

                     

                     
                     			 
                     
                     
                        
                           New Subtype
                                 				Fields
                           
                              
                                 	 
                                    						
                                    Field 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Description 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                           
                           
                           
                              
                                 	 
                                    						
                                    Name of
                                       						  new subtype 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter a
                                       						  name for the new subtype. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Description of plugin 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Provide
                                       						  a description of the plug-in to be created. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Name of
                                       						  management interface 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter a
                                       						  name for the management interface. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Names
                                       						  of dummy interfaces 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  names for dummy interfaces, inserted between management interface and first
                                       						  data interface. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Pattern
                                       						  for data interface names 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                     Provide
                                       						  the interface name format, for example, GigabitEthernet0/{0}. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    First
                                       						  data interface number 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter a
                                       						  valid integer for the first interface. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Max
                                       						  count of data interfaces 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  the maximum allowed number of interfaces. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Number
                                       						  of interfaces per LC 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  the permitted number of interfaces per line card (LC) allowed. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Number
                                       						  of serial interfaces 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Choose
                                       						  the number of interfaces allowed. Options are 
                                       						  0, 
                                       						  1, 
                                       						  2, 
                                       						  3, and 
                                       						  4. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Protocol for network CLI 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Choose
                                       						  the type of console connection. Options are 
                                       						  Telnet or 
                                       						  SSH. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Make
                                       						  VNC access available 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Allow
                                       						  VNC access. Enabled when the check box is checked. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Name
                                       						  of icon for GUI 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  a name for the subtype icon that is displayed in the Cisco Modeling Labs
                                       						  client. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Show
                                       						  subtype on GUI palette 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Allow
                                       						  the subtype icon to be displayed in the Cisco Modeling Labs client. Enabled
                                       						  when the check box is checked. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Configuration disk type 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Choose
                                       						  the type of configuration disk. Options are 
                                       						  cdrom, 
                                       						  disk, 
                                       						  cloud-init, 
                                       						  iso9660, and 
                                       						  vfat. For LXC subtypes, set to 
                                       						  lxc.
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    ISO
                                       						  9660 Level in cdrom Disk 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Choose
                                       						  the ISO 9660 level in cdrom disk. Options are 
                                       						  2, 
                                       						  3, and 
                                       						  4. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Name
                                       						  of file for config drive 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  a name for the configuration drive file. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Virtual interface model 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Choose
                                       						  a virtual interface model. Options are 
                                       						  e1000, 
                                       						  virtio, and 
                                       						  rtl8139. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Main
                                       						  disk bus model 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Choose
                                       						  a main disk bus model. Options are 
                                       						  ide, 
                                       						  virtio, and 
                                       						  scsi. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    RAM
                                       						  (MB) allocated per node 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Specify the amount of RAM (MB) to use for each node. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Number
                                       						  of CPUs allocated per node 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Choose
                                       						  the number of CPUs to allocate per node. Value range is 1 to 16.
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Extra
                                       						  comma-separated image properties 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  any additional image properties, set on all images added for that subtype
                                       						  through the Create New Image page.
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                     Name
                                       						  of default image 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  a name for the default image. 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                              
                                 	 
                                    						
                                    Name
                                       						  of default flavor 
                                       						
                                    

                                    
                                    					 
                                 
                                 
                                 	 
                                    						
                                    Enter
                                       						  a name for the default flavor for VM-based subtypes and a default template name
                                       						  for LXC subtypes.
                                       						
                                    

                                    
                                    					 
                                 
                                 
                              

                              
                           
                           
                        

                        
                     

                     
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	You can
                              				choose to go with the default values on the Subtypes page; though you must
                              				provide a name for the new subtype. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	When completed,
                        			 click 
                        			 Create to
                        			 create the new custom subtype. 
                        		   The new
                     			 subtype is created and its details are displayed in the 
                     			 Subtypes page for the new subtype. 
                     			 
                     
                        
                           	Note   
                                 
                                 
                           	For a newly
                              				created subtype, the value in the 
                              				Dynamic
                              				column is 
                              				Yes,
                              				which indicates that the subtype is not built into the server, and therefore
                              				may be modified or deleted. 
                              			 
                           
                        

                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	(Optional) On
                        			 this page, you can click 
                        			 Specialize
                        			 to create a custom subtype based on the newly created subtype, click 
                        			 Modify to
                        			 amend the details for the subtype, or click 
                        			 Delete to
                        			 delete the subtype. 
                        		  
               

               
               
                  	Step 5  
                     
                  
                  	Click the 
                        			 Subtypes tab to see the custom subtype listed on the
                        			 page. 
                        		  
               

               
            

         

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Documentation

      
         Within the 
            		User Workspace
               		  Management interface, you can access STD API and User Workspace Management
            		API documentation. It is available from 
            		User Workspace
                  			 Management > Documentation. 
            	 
         

         
          
            		
            		
            Documentation
                  			 Options


[image: ../images/418012.jpg]



            
            	 
         

         
          
            	 
         

         
         To access the STD API,
            		click 
            		STD API. The 
            		STD API page is
            		displayed. 
            	 
         

         
          
            		
            		
            Standard
                  			 API


[image: ../images/418011.jpg]



            From this page, you are able to browse the available REST calls and
            		see examples of the call structures for the STD API. 
            	 
         

         
          
            	 
         

         
          
            	 
         

         
         To access the User
            		Workspace Management API, click 
            		UWM API. The 
            		UWM API page is
            		displayed. 
            	 
         

         
          
            		
            		
            UWM
                  			 API
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            From this page, you are able to browse the available REST calls and
            		see examples of the call structures for the UWM API. 
            	 
         

         
          
            	 
         

         
          
            	 
         

         
         To
            		access the Cisco Modeling Labs simulation concepts' pages, click 
            		Simulation
               		  concepts. The 
            		Simulation
               		  concepts main page is display. Click 
            		1. README to
            		access the documentation. 
            	 
         

         
          
            		
            		
            Simulation
                  			 Concepts Documentation


[image: ../images/418013.jpg]



            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 7. Security Best
         	 Practices Overview
      

      
      
   
      
      
      Software
         	 Version
      

      
         

         
         The recommendations
            		made in this chapter are for the following software version: 
            	 
         

         
         
            	
               		  
               Cisco Modeling Labs Corporate Edition, Release 1.3 
                  		  
               

               

               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cisco Modeling Labs
         	 Client
      

      
         

         
         Using the GUI, the
            		user designs a network topology. The topology configuration file is saved to a
            		local file on the client computer (not on the Cisco Modeling Labs server) and
            		has the filename extension .virl. For example, a topology named 
            		Test_Network is
            		stored in the file 
            		Test_Network.virl. To verify the location of the file,
            		right-click the filename shown in the Cisco Modeling Labs client 
            		Projects view
            		and display the file properties. The default directory locations are noted
            		below: 
            	 
         

         
         On a Windows operating
            		system, the 
            		Test_Network.virl file is stored in the directory 
            		c:\Users\<user ID\cml\workspace\<project folder>\. 
            	 
         

         
         On an Apple OS X, the 
            		Test_Network.virl file is stored in the directory 
            		/Users/<user ID>/cml/workspace/<project folder>/. 
            	 
         

         
         We recommend that you
            		secure this file so that your IP addresses are not exposed. How you choose to
            		secure the file is based on your local security practices, which may include
            		the following policies: 
            	 
         

         
         
            	Password protection 
               		
            

            
            	Data encryption 
               		
            

            
            	Disk encryption 
               		
            

            
            	File backup 
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cisco Modeling Labs
         	 Server
      

      
         

         
         The Cisco Modeling
            		Labs server consists of several components, including the following: 
            	 
         

         
         
            	 
               		  
               Operating system 
                  		  
               

               

               
               		
            

            
            	 
               		  
               OpenStack 
                  		  
               

               

               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Linux-Based
         	 Operating System
      

      
         

         
         Cisco Modeling Labs
            		server uses a Linux-based operating system. The services that are not required
            		to support Cisco Modeling Labs have been disabled. 
            	 
         

         
         The server
            		administrator can install and remove applications and perform software updates.
            		
            	 
         

         
          
            		
            
               
                  	[image: ../images/caut.gif]
Caution
                  	


Operating system updates may cause loss of function within Cisco
                     		  Modeling Labs. Before performing any update, contact the Cisco Technical
                     		  Assistance Center (TAC) for further information and assistance. 
                     		
                     

                  
               

            

            
            	 
         

         
         When the Cisco
            		Modeling Labs server is deployed in a nonproduction lab environment, the impact
            		of a security breach is limited by the confidentiality of the configurations
            		stored in the environment, the loss of time invested in building and
            		configuring the environment, and the potential use of the environment as a jump
            		host to other parts of the network if external connections are established. 
            	 
         

         
         When setting security
            		on the Cisco Modeling Labs server, we recommend that you perform the following
            		security tasks: 
            	 
            
               	Install and configure the
                  		  firewall. 
                  		
               

               
               	Secure shared memory. 
                  		
               

               
               	Protect the substitute user 
                  		  su command by
                  		  limiting access to the admin group only. 
                  		
               

               
               	Harden network access with
                  		  the 
                  		  /etc/sysctl.conf settings. 
                  		
               

               
               	Prevent IP spoofing. 
                  		
               

               
               	Restrict Apache information
                  		  leakage. 
                  		
               

               
               	Install and configure the
                  		  Apache web application firewall. 
                  		
               

               
               	Ban suspicious hosts. 
                  		
               

               
               	Monitor intrusion detection. 
                  		
               

               
               	Scan for rootkit software. 
                  		
               

               
               	View and analyze log files. 
                  		
               

               
               	Scan open ports on the
                  		  system. 
                  		
               

               
            

            
            	 
         

         
         For Cisco Modeling
            		Labs, the active ports in the Linux-based operating system are shown in the
            		following table: 
            	 
         

         
          
            	 
         

         
          
            	 
         

         
         
            	 
            	 
            
            
               
                  Cisco Modeling
                        		Labs Active Ports
                  
                     
                        	Port
                           				Number 
                           			 
                        
                        
                        	Description 
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	22 
                           			 
                        
                        
                        	Used for
                           				SSH sessions to jumphost within project/simulation. 
                           			 
                        
                        
                     

                     
                     
                        	23 
                           			 
                        
                        
                        	Telnet to virtual nodes when external communications is enabled.
                           				
                           			 
                        
                        
                     

                     
                     
                        	80 
                           			 
                        
                        
                        	HTTP
                           				sessions to Cisco Modeling Labs server or virtual hosts within a simulation. 
                           			 
                        
                        
                     

                     
                     
                        	443 
                           			 
                        
                        
                        	Default
                           				port for Telnet over WebSocket (ws:// and wss://) 
                           			 
                        
                        
                     

                     
                     
                        	3306 
                           			 
                        
                        
                        	MySQL 
                           			 
                        
                        
                     

                     
                     
                        	3333 
                           			 
                        
                        
                        	HTTP 
                           			 
                        
                        
                     

                     
                     
                        	5000 
                           			 
                        
                        
                        	UPnP 
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      OpenStack Security
         	 Overview
      

      
         

         
         

         
         Cisco Modeling Labs
            		uses the following components of OpenStack: 
            	 
            
               	Dashboard (Horizon) 
                  		
               

               
               	Compute (Nova) 
                  		
               

               
               	Networking (Neutron) 
                  		
               

               
               	Image Service (Glance) 
                  		
               

               
               	Identity Server (Keystone) 
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
         	OpenStack Dashboard Security

         
         	OpenStack Compute Security

         
         	OpenStack Networking Security

         
         	OpenStack Image Service Security

         
         	OpenStack Identity Service Security

         
         	OpenStack Database Security

         
      

      
      
      
         
      

      
      
      
   
      
      
      OpenStack Dashboard
         	 Security
      

      
         

         
         The OpenStack
            		Dashboard provides administrators with an interface for provisioning and
            		accessing cloud-based resources. Cisco Modeling Labs 
            		User Workspace
               		  Management interface is a modified version of the OpenStack Dashboard. See 
            		Access the UWM interface- add in cross-ref here. for additional
            		information about the interface and how it is used. 
            	 
         

         
         
            
               	[image: ../images/note.gif]
Note
               	


The 
                  		User Workspace
                     		  Management interface in Cisco Modeling Labs uses HTTP rather than the more
                  		secure HTTPS. 
                  	 
                  

               
            

         

         
          
            	 
         

         
         When creating user
            		accounts, consider the following recommendations: 
            	 
            
               	Verify the access privileges
                  		  to avoid assigning administrator access to nonadministrator accounts. 
                  		
               

               
               	Limit the resources allocated
                  		  to each user to ensure that services do not become constrained and stop server
                  		  operations. 
                  		
               

               
               	Assign expiry dates. 
                  		
               

               
               	Review user accounts
                  		  regularly. 
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      OpenStack Compute
         	 Security
      

      
         

         
         The OpenStack Compute
            		service is a cloud-computing fabric controller that manages and automates pools
            		of computing resources. Nova is designed to work with virtualization
            		technologies and is subject to the same security risks that confront
            		non-virtual environments. 
            	 
         

         
         No specific
            		recommendations are provided for hardening the OpenStack Compute service as
            		deployed for Cisco Modeling Labs. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      OpenStack Networking
         	 Security
      

      
         

         
         The OpenStack
            		Networking service, formerly Quantum, manages networks and IP addresses. 
            	 
         

         
         To ensure network
            		security: 
            	 
         

         
         
            	Change the default passwords
               		  for administrator access to Virtual Network Computing (VNC) and Telnet
               		  sessions. 
               		
            

            
            	 
               		  
               Ensure that
                  			 connections between the production network environments and the Cisco Modeling
                  			 Labs network do not bypass firewalls and other network perimeter security
                  			 policies. 
                  		  
               

               

               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      OpenStack Image
         	 Service Security
      

      
         

         
         The OpenStack Image
            		service provides the discovery, registration, and delivery services for disk
            		images and server images. Within Cisco Modeling Labs, Glance stores the Cisco
            		Modeling Labs server images and the Cisco node images for the supported image
            		types, such as Cisco IOSv, Cisco IOS XRv, and Cisco CSR 1000V. 
            	 
         

         
         No specific
            		recommendations are provided for hardening the OpenStack Image service as
            		deployed for Cisco Modeling Labs. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      OpenStack Identity
         	 Service Security
      

      
         

         
         The OpenStack Identity
            		service is used to authenticate users. Within Cisco Modeling Labs, user
            		authentication is performed on the server rather than by LDAP or other external
            		methods. 
            	 
         

         
         Perform these tasks
            		for Identity Service security when user authentication is performed on the
            		server: 
            	 
            
               	Monitor logs for activity
                  		  that indicates brute-force attacks. You can perform the monitoring manually or
                  		  use a third-party product. 
                  		
               

               
               	Register internal endpoints.
                  		  By registering an internal URL as an endpoint, API communications are
                  		  restricted, which increases security. 
                  		  
                  		
               

               
               	Each OpenStack service has a
                  		  policy file called 
                  		  policy.json,
                  		  which specifies the rules that govern each resource. 
                  		
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      OpenStack Database
         	 Security
      

      
         

         
         

         
         All information in a
            		.virl network topology file is maintained in a database that is managed within
            		the OpenStack Compute component. The information includes the names of nodes
            		and their connections and the initial node configurations. Usernames and
            		project names are also included. Passwords are not the same for projects added
            		via the 
            		User Workspace Management interface. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Preface

      
      
         
         	Document Conventions

         
         	Related Documentation

         
         	Obtaining Documentation and Submitting a Service Request

         
      

      
      
      
   
      
      
      Document
         	 Conventions
      

      
         

         
          
            		
            This document uses
               		  the following conventions: 
               		
            

            
            		
            
            
               
                  
                     
                        	Convention 
                           				  
                        
                        
                        	Description 
                           				  
                        
                        
                     

                     
                  
                  
                  
                     
                        	^ or Ctrl 
                           				  
                        
                        
                        	 
                           					 
                           Both the 
                              						^
                              						symbol and Ctrl represent the Control (Ctrl) key on a keyboard. For example,
                              						the key combination 
                              						^D
                              						or 
                              						Ctrl-D means that you hold down the Control key while you
                              						press the D key. (Keys are indicated in capital letters but are not case
                              						sensitive.) 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	 
                           					 bold
                           					 font 
                           				  
                        
                        
                        	 
                           					 
                           Commands
                              						and keywords and user-entered text appear in 
                              						bold
                              						font. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	 
                           					 Italic 
                              					  font 
                           				  
                        
                        
                        	 
                           					 
                           Document
                              						titles, new or emphasized terms, and arguments for which you supply values are
                              						in 
                              						italic font. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	Courier font 
                           				  
                        
                        
                        	 
                           					 
                           Terminal
                              						sessions and information the system displays appear in 
                              						courier font. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	Bold Courier font 
                           				  
                        
                        
                        	 
                           					 Bold Courier
                           					 font indicates text that the user must enter. 
                           				  
                        
                        
                     

                     
                     
                        	[x] 
                           				  
                        
                        
                        	 
                           					 
                           Elements
                              						in square brackets are optional. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	... 
                           				  
                        
                        
                        	 
                           					 
                           An
                              						ellipsis (three consecutive nonbolded periods without spaces) after a syntax
                              						element indicates that the element can be repeated. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	 | 
                           				  
                        
                        
                        	 
                           					 
                           A vertical
                              						line, called a pipe, indicates a choice within a set of keywords or arguments. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	[x | y] 
                           				  
                        
                        
                        	 
                           					 
                           Optional
                              						alternative keywords are grouped in brackets and separated by vertical bars. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	{x | y} 
                           				  
                        
                        
                        	 
                           					 
                           Required
                              						alternative keywords are grouped in braces and separated by vertical bars. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	[x {y | z}] 
                           				  
                        
                        
                        	 
                           					 
                           Nested set
                              						of square brackets or braces indicate optional or required choices within
                              						optional or required elements. Braces and a vertical bar within square brackets
                              						indicate a required choice within an optional element. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	string 
                           				  
                        
                        
                        	 
                           					 
                           A
                              						nonquoted set of characters. Do not use quotation marks around the string or
                              						the string will include the quotation marks. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	< > 
                           				  
                        
                        
                        	 
                           					 
                           Nonprinting characters such as passwords are in angle brackets. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	[ ] 
                           				  
                        
                        
                        	 
                           					 
                           Default
                              						responses to system prompts are in square brackets. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	!, # 
                           				  
                        
                        
                        	 
                           					 
                           An
                              						exclamation point (!) or a pound sign (#) at the beginning of a line of code
                              						indicates a comment line. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
         
            Reader Alert
               		  Conventions
            
 
            		 
            		
            This document may
               		  use the following conventions for reader alerts: 
               		
            

            
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


 
                     		  
                     Means 
                        			 reader take
                           				note. Notes contain helpful suggestions or references to material not
                        			 covered in the manual. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            		
            
               
                  	[image: ../images/tip.gif]
Tip
                  	


 
                     		  
                     Means 
                        			 the following
                           				information will help you solve a problem. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            		
            
               
                  	[image: ../images/caut.gif]
Caution
                  	


 
                     		  
                     Means 
                        			 reader be
                           				careful. In this situation, you might do something that could result in
                        			 equipment damage or loss of data. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            		
            
               
                  	[image: ../images/timesave.gif]
Timesaver
                  	


 
                     		  
                     Means 
                        			 the described
                           				action saves time. You can save time by performing the action described in
                        			 the paragraph. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            		
            
               
                  	[image: ../images/warn.gif]
Warning
                  	


 
                     		  
                     IMPORTANT SAFETY
                        			 INSTRUCTIONS 
                        		  
                     

                     
                     		  
                      This warning
                        			 symbol means danger. You are in a situation that could cause bodily injury.
                        			 Before you work on any equipment, be aware of the hazards involved with
                        			 electrical circuitry and be familiar with standard practices for preventing
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# /boot/grub/grub.cfg.

# For full documentation of the options in this file, see:

#  info -f grub -n 'Simple configuration’

GRUB_DEFAULT=0
GRUB_HIDDEN_TIMEOUT=0
(GRUB_HIDDEN_ TIMEDUY _QUIET=true

# Uncomment to enable BadRAM filtering, modify to suit your needs

# This works with Linux (no patch required) and with any kernel that obtains
# the memory map information from GRUB (GNU Mach, kernel of FreeBSD ...)
[#GRUB_BADRAM="0x01234567 ,Oxfefefefe,0x83abcdef , Oxefefefef "

# Uncomment to disable graphical terminal (grub-pc only)
[#GRUB_TERMINAL=console

# The resolution used on graphical terminal
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The 'System operation check' performs a series of tests to ensure that your system is in functional state. This includes checking all of the core services as well as starting up a small simulation. The results.
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virl@virl: ~— ssh virl@... virl@compute1: ~ — ss... virl@compute2: ~ — -b... virl@compute3: ~ —-b... ... virl@compute4: ~ — -b... ar

virl@computel:~$ ping 172.16.10.250

PING 172.16.10.250 (172.16.10.250) 56(84) bytes of data.

64 bytes from 172.16.10.250: icmp_seq=1 tt1=64 time=0.038 ms
64 bytes from 172.16.10.250: icmp_seq=2 tt1=64 time=0.028 ms
64 bytes from 172.16.10.250: icmp_seq=3 tt1=64 time=0.031 ms
64 bytes from 172.16.10.250: icmp_seq=4 tt1=64 time=0.032 ms
~C

--- 172.16.10.250 ping statistics --—-

4 packets transmitted, 4 received, 0% packet loss, time 2997ms
rtt min/avg/max/mdev = 0.028/0.032/0.038/0.005 ms
virl@computel:~$ []
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X virl@computel: ~ — -bash virl@compute2: ~ — -bash virl@virl: ~— ssh virl@10... virl@compute3: ~ — -bash virl@compute4: ~ — -bash aF

virl@virl:~$ nova service-list

B R T e e . R e T e e R +
| Id | Binary | State | Updated_at | Disabled Reason |
B — —+
| 1 | nova-scheduler | internal | | | 2016-04-08T21:17:10.000000 | |
| 2 | nova-cert | internal | enabled | up | 2016-04-08T21:17:09.000000 | - |
| 3 | nova-consoleauth | internal | enabled | up | 2016-04-08T21:17:09.000000 | - |
| 4 | nova-conductor | internal | enabled | up | 2016-04-08T21:17:10.000000 | - |
| 5 | nova-compute | nova | enabled | up | 2016-04-08T21:17:10.000000 | - |
| 6 | nova-compute compute2 N\ nova | enabled | up | 2016-04-08T21:17:06.000000 | — |
| 7 | nova-compute computel ova | enabled | up | 2016-04-08T21:17:06.000000 | - |
| 8 | nova-compute compute3 ova | enabled | up | 2016-04-08T21:17:10.000000 | - |
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