Overview

Cluster Expansion—Compute-only Nodes

* Overview, on page 1

* Pre-expansion Checklist, on page 1

* Cluster Expansion - M5 Blade Servers (M.2 SATA) or M4 Blade Servers (Local SAS Drives), on page
4

* Cluster Expansion - M4 Blade Servers (Fibre Chanel SAN), on page 27

You can add converged or compute-only nodes to expand a Hyper-V cluster. Below is the list of supported
converged and compute-only nodes in Hyper-V clusters.

» Converged Nodes—HX220c M5, HX240c M5, HX220c AF M5, HX240c AF M5
» Compute-only Nodes—B200 M5, B200 M4 Blade Servers, and C220 M5 C-Series Rack Servers

The following procedure describes adding compute-only nodes to expand a Hyper-V cluster. This expansion
workflow includes Windows OS installation and is not performed as part of cluster creation using HX Installer.
To expand Hyper-V clusters with converged nodes, refer to Cluster Expansion—Converged Nodes.

Pre-expansion Checklist

To add compute-only nodes to expand your Hyper-V cluster, complete the following pre-expansion checklist
that summarizes key requirements, considerations and tasks.

\}

Note The following check-list applies to Cisco HX Release 4.5(x) and later.
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Requirement/Task Description
Supported Versions and HX Data Platform 3.5(2a) and later
Platforms

Important  If your cluster is
running on releases
earlier than 3.5(2a),
ensure that you
upgrade your existing
cluster to 3.5(2a) at
the minimum.

Compute-only Nodes and Storage | Attention ~ UCS B200 M5 blade
Options servers with M.2
SATA drives.

HW RAID M.2
(UCS-M2-HWRAID
and
HX-M2-HWRAID)
is not supported on
Compute-only nodes.

UCS B200 M4 blade
servers with local
SAS or Fibre Channel
SANS.
Windows 1SO Customer provided Windows 2016
Datacenter edition ISO.

Maximum Compute to 1:1

Converged ratio

Maximum Cluster Size A single cluster can have a maximum of 32 nodes.

Network Speed Mixing network speeds between compute-only nodes and HyperFlex

converged nodes is not recommended. For example, if the existing
network connectivity of the converged nodes is 40 GbE, then the
compute-only nodes should also be connected at 40 Gb speeds.

Determine Boot Disk Connection | Based on your topology, and the type of compute-only nodes that you
want to add, choose one of the following expansion scenarios:

* Cluster Expansion for UCS M5 blade servers with M.2 SATA
drives, or UCS M4 blade servers with Local SAS drives

Note HW RAID M.2 (UCS-M2-HWRAID and
HX-M2-HWRAID) is not supported on Compute-only
nodes.

* Cluster Expansion for UCS M4 blade servers with Fibre Channel
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Pre-expansion Checklist .

Requirement/Task

Description

Boot Disk Capacity

Ensure that you have only ONE boot disk of size greater than 240GB
during Windows OS installation. After cluster expansion is complete,
you may choose additional disks.

Stage HyperFlex Driver Image

The Windows 1SO and HyperFlex Driver image files must be placed
on a shared location (such as HX Installer) that is reachable from Cisco
UCS Manager and the out-of-band subnet. Use the following steps to
download and host the HyperFlex Driver Image and Windows ISO in
a shared location within the installer VM

Note Windows is configured to boot to UEFI mode starting
Cisco HX Release 4.5 and later.

Note These steps apply to both Windows Server 2016 and
Windows Server 2019.

1. Copy the HyperFlex Driver Image. For example, run the following
command:

rsync -avzP /opt/springpath/packages/latest.img
Ivar/www/localhost/images/install.img

2. Mount the HyperFlex Driver Image. For example, run the following
command:

mkdir -p /mnt/install-img && mount -o loop,rw
Ivariwww/localhost/images/install.img /mnt/install-img

3. Copy the answer file specific files for your Windows Server Version
and run the following command:

Windows Server 2016
cp
LAMndonsSanver 2006/Auiounatincanlugi
/mnt/install-img/Autounattend.xml
Windows Server 2019
cp

loptoringpeathoedkagestactoryUnatienaXIVILAMMVINconsSener 019/AutounetiencbniL e

/mnt/install-img/Autounattend.xml

4. Unmount the HyperFlex Driver Image. For example, run the
following command:

umount /mnt/install-img

Note You cannot install Windows Server 2019 or 2016 on SD
cards.

Note The DiskID referenced in autounattend.xml should
correctly point to the local disk on the compute node where
the OS is installed.
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. Cluster Expansion - M5 Blade Servers (M.2 SATA) or M4 Blade Servers (Local SAS Drives)

Requirement/Task Description

Multipathing with Fibre Channel | Do NOT use multipathing with Fibre Channel SANs.
SAN

Fabric Interconnect Support Compute-only node expansion is supported only when the compute
node are on the same Fabric Interconnects.

Cluster Expansion - M5 Blade Servers (M.2 SATA) or M4 Blade
Servers (Local SAS Drives)

Procedure Overview

The Hyper-V cluster expansion procedure for adding UCS M5 Blade Servers (M.2 SATA) Or M4 Blade
Servers (Local SAS Drives) consists of the following sequence of tasks:

1. Pre-expansion Checklist, on page 1
Cisco UCS Manager Configuration, on page 4
Microsoft OS Installation, on page 10

Hypervisor Configuration, HXDP Software Installation and Cluster Expansion, on page 19

o & b

Perform the following post installation steps:

* Configuring a Static I[P Address for Live Migration and VM Network
* (Optional) Post Installation Constrained Delegation
* Configure Local Default Paths

* Checking the Windows Version on the Hyper-V Host

Cisco UCS Manager Configuration

The following procedure describes configuring Cisco UCS Manager using HX Installer.

Step 1 Log into the HX Data Platform Installer using the following steps:

a) In abrowser, enter the URL for the VM where HX Data Platform Installer was installed.
b) Use the credentials: username: root, password: Ciscol23

Important  Systems ship with a default password of cisco123 that must be changed during installation. You cannot
continue installation unless you specify a new user supplied password.

¢) Read the EULA. Click I accept the terms and conditions. Click Login.
Step 2 In the Select a Workflow page, select Expand Cluster > Compute Node.
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Step 3

Step 4

sl

Cisco UCS Manager Configuration .

cisco HyperFlex Installer

Advanced Option

Select a Workflow

P ®. o .,
? 9 ¢ _o%

Expand Cluster -

———— Converged Node

Compute Node

eara b}

@ | know what I'm doing, let me customize my workflow

In the next screen, click Run UCS Manager Configuration and then Continue.

iy HyperFlex Installer

Select a Workflow

& Show me the standard workflows BE

@ Run UCS Manager Configuration

earalle]

Caution Do not choose any other workflow option at this point.

Click Confirm in the pop-up that displays.
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Warning

You have selected a custom option that splits the installation or expansion workflow. You must complete all tasks in the workflow to ensure a working HX storage cluster.
I your nodes are data-at-rest encryplion capable, custom installation is not supported.

Cancel to return to the standard workilow.
Confirm and Proceed to continue with a custom workflow,

Cancel §

Step 5 In the Credentials page, complete the following fields for UCS Manager.
Field Description
UCS Manager Host Name FQDN or the VIP address of the UCS Manager.
UCS Manager User Name and Password Administrator user and password or a user with UCS Manager
administrative privileges.

Use the following illustration as a reference for entering values in this page.

il L HyperFlex Installer
Configuration -
UCS Manager Credentials e —————————————— 4
1 1|
1 1
UCS Manager Host Name UCS Manager User Hame Password ' H
1 1
e — ' i
1 1
1 1
' i
1 1
' |
1 1
1 1
' i
1 1
' I
1 1|
1 1
] 1]
1 L
' I
1 1|
1 1
1 1|
1 1
1 i
1 1
' i
1 1
1 1
1 i
] 1]
V |
1 Select a File 1
1 1
' i
1 1
' i
1 1|
1 1
1 1|
1 1
1 1
1 1|
1 1
1 1|
1 1
1 1
1 1
' i
] 1]
1 1
1 1
1 1
' I
1 1|
] 1]
1 1
1 1
' |
1 1|
1 1
e ——— .|
==
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Step 6

Step 7

Cisco UCS Manager Configuration .

Click Continue to proceed. The installer will now try to connect to the UCS Manager and query for available servers.
The configuration pane will be populated as the installer progresses. After the query finishes a screen with the available
servers is displayed.

In the Server Selection page, choose all the servers that you want to install in the cluster and click Continue.

Fypertis Instalier . ]

* A Mot Secure Mups 101011228,

e @ 0 @ @

[ o | E

In the UCSM Configuration page, complete the following fields for VLAN Configuration.

HyperFlex needs to have at least 4 VLANS to function, each needs to be on different IP subnets and extended from the
fabric interconnects to the connecting uplink switches, to ensure that traffic can flow from the Primary Fabric Interconnect
(Fabric A) to the Subordinate Fabric Interconnect (Fabric B).

Name Usage ID
hx-inband-mgmt Hyper-V and HyperFlex VM mgmt. 10
hx-storage-data HyperFlex storage traffic 20
hx-livemigrate Hyper-V Live Migration network 30
vm-network VM guest network 100,101

Use the following illustration as a reference for entering values in this page.
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. Cisco UCS Manager Configuration

VLAN Configuration
VLAN for Hypervisor and HyperFlex management VLAN for HyperFlex storage traffic
VLAN Name VLAN ID VLAN Name VLAN ID
inband-mgmit
VLAN for VM Live Migration VLAN for VM Network
VLAN Name VLAN ID VLAN Name VLAN 1D(s)
Note * Do not use VLAN 1 as it is not best practice and can cause issues with disjoint layer 2.

» vm-network can be multiple VLANs added as a comma separated list.

Caution Renaming the 4 core networks is not supported.
Step 8 Enter the remaining network configuration for MAC Pool, 'hx' IP Pool for Cisco IMC, Cisco IMC access management
(Out of band or in band)
Field Description Value
MAC Pool
MAC pool prefix MAC address pool for the HX cluster, to be configured in | 00:25:b5:xX

UCSM by the installer. Ensure that the mac address pool
isn’t used anywhere else in your layer 2 environment.

'hx" IP Pool for Cisco IMC

IP Blocks The range of IP addresses that are used for Out-Of-Band | 10.193.211.124-.127
management of the HyperFlex nodes.

Subnet Mask The subnet mask for the Out-Of-Band network 255.255.0.0

Gateway The gateway address for the Out-Of-Band network 10.193.0.1

Cisco IMC access management (Out of band or In band)

In band (recommended) Select the option that was used for converged-nodes cluster

creation.
Out of Band
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Step 9

Cisco UCS Manager Configuration .

Note * The Out-Of-Band network needs to be on the same subnet as UCS Manager.

* You can add multiple blocks of addresses as a comma separated line.

MAC Pool

MAC Pool Prefix

IP Blocks

"hx-ext-mgmt' IP Pool for Qut-of-band CIMC

Subnet Mask Gateway

:

Important

must enable FC Storage. Complete the fields for FC Storage.

Table 1: (Optional) Applicable for M4 blade servers with FC SAN

If you choose to expand your Hyper-V cluster using M4 blade servers with FC SAN boot option, you

subordinate fabric interconnect (FI-B).

Field Description Example Value

FC Storage Checkbox that indicates if FX Storage should be enabled. | Check to enable FC Storage

WWxN Pool A WWN pool that contains both WW node names and | 20:00:25:B5:C2
WW port names. For each fabric interconnect, a WWxN
pool is created for WWPN and WWNN.

VSAN A Name The name of the VSAN for the primary fabric interconnect | hx-ext-storage-fc-a
(FI-A). By default, this is set to hx-ext-storage-fc-a.

VSAN A ID The unique identifier assigned to the network for the 70
primary fabric interconnect (FI-A).

VSAN B Name The name of the VSAN for the subordinate fabric hx-ext-storage-fc-b
interconnect (FI-B). By default, this is set to
hx-ext-storage-fc-b.

VSAN B ID The unique identifier assigned to the network for the 70

Advanced Section

Field

Description

Example Value

UCS Firmware Server
Version

Choose the appropriate UCS Server Firmware version.

3.2(3a)

HyperFlex Cluster Name

This user defined name will be used as part of the service
profile naming In UCSM for easier identification.
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Field Description Example Value

Org Name The org. name is used for isolating the HX environment | HX-Clusterl
from the rest of the UCS platform to ensure consistency.

Step 10 When you click Start, the installer validates your input and then begins configuring UCS Manager.
Step 11 When the HX Data Platform Installer is finished, then you are ready to proceed to next step.

UCSM Configuration Successful

Microsoft 0S Installation

For Microsoft OS installation, you will need to first configure a vMedia policy in Cisco UCS Manager to map
the following two image files:

* Customer provided Windows 2016 Datacenter edition 1SO or Windows Server 2019
Datacenter-Desktop Experience 1SO, and

* Cisco provided Cisco HyperFlex Driver image.

\)

Note Ensure network connectivity exists between the fileshare and all server management IP addresses.

Step 1 Launch Cisco UCS Manager:
a) In your web browser, type the Cisco UCS Manager IP address.
b) Click Launch UCS Manager.
¢) In the login screen, enter the with the username as admin and the password set in the beginning of the installation.
Click Log in.
Step 2 Create a vMedia policy for the Windows OS and Cisco driver images:
a) Inthe Navigation pane, click Servers.
b) Expand Servers > Policies > root > Sub-Organizations > hx-cluster_name > vMedia Policies
¢) Right-click vMedia Policies and select Create vMedia Policy HyperFlex.
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Microsoft 0S Installation .

M FI-6332-A - Unified Com; X

<« C | A Mot secure | hitps//10.29,149.205/app/3

= Policier
* Polcies

R

root
8 » Ad
g
(=1

.
=

st Firmwane Packagos

= *» IPMI Access Prohies

.
21 "

» Sarver Pool Policy Qualifications

* Threshold Policies

Policies | root | vMedia Policies

videdla Policlos

3a/indexhtml aQ ¥

6 20026

No data avalable

d) In the Create vMedia Policy dialog box, complete the following fields:

Field Name Description

Name The name of the vMedia policy. For example, HX-vMedia.
This name can be between 1 and 16 alphanumeric characters. You cannot
use spaces or any special characters other than - (hyphen), (underscore), :
(colon), and . (period), and you cannot change this name after the object is
saved.

Description A description of the policy. We recommend including information about

where and when the policy should be used. Maximum 115 characters.

Retry on Mount Failure

Designates if the vMedia will continue mounting when a mount failure occurs.
This can be:

* Yes
* No

Note The default setting is Yes. When Yes is selected the remote
server will continue to try to mount the vMedia mount process
until it is successful, or you disable this option. If you select
No, a warning message will appear indicating retry on mount
failure will not work in case of mount failure.
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Refer to the following screenshot as an example:

Cluster Expansion—Compute-only Nodes |

Create vMedia Policy D %
Name . [ HX-vMedia

Description

Retry on Mount Falre: [ Mo (s) Yes

viMedla Mounts

+ = TeAdvenced Fier 4 Export o Pring Fe]

Hame Type Profocol Authentica Server Filename Remote Pa User Remap on

Mo data available
) Add
E

e) On the icon bar under the vMedia Mounts pane, click + Add. In the Create vMedia Mount dialog box, complete

the following fields:
Field Name Description Example Value
Name Name for the mount point. Windows-1SO
Description Can be used for more information. Windows Server 2016 image
or
Windows Server 2019 image
Device Type Type of image that you want to mount. This | CDD
can be:
» CDD—Scriptable vMedia CD.
» HDD—Scriptable vMedia HDD.
Protocol The protocol used for accessing the share |HTTP
where the ISO files are located.
Hostname/IP Address |IP address or FQDN of the server hosting |10.101.1.92
the images.
Image Name Variable | This value is not used in HyperFlex None
installation.
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Microsoft 0S Installation .

Field Name

Description

Example Value

Remote File

to mount.

The filename of the ISO file that you want

Remote Path

file resides

The path on the remote server to where the

Username If you use CIFS or NFS a username might
be necessary
Password If you use CIFS or NFS a password might

be necessary

Refer to the screenshot below as an example:

Image Name Variable

Hostmame/IP Address :

: o) None |

Create vMedia Mount P X
Name Windows-1SO

Description Windows Server 2016 Image|

Device Type : [&cop O HOD |

Protocol : [ONFS T )CIFS @ HTTP ( ) HTTPS |

10.29.149.212

Service Profile Name

Remote File en_windows_server_2016_x64_dvd_9327751.iso
Remoate Path fimages/

Username

Password

Remap on Eject rd

- JE=R

f) Click OK. When you click OK, you will now be returned to the vMedia Policies screen, and you should see the
information that you just submitted.
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Create vMedia Policy

Cluster Expansion—Compute-only Nodes |

2 X
Name HX-vMeda
Dascrigtion
Rotry on Mourt Falure: [J) Ne (&) Yes
viedia Mounts
+ = TyAdvanced Fiter 4 Export o Print ¢
Marme Type Protoced Aathontica...  Soerver il Remaote Pa..  User Remap on
Windo CDD HTTR Dertauit en_windo fimages/ Ho
@ aga

-

g) Repeat Steps 2e and 2f, however, change the type to HDD and the remote file name to the Cisco HyperFlex driver
image.

h) At the end of this step, the two vMedia mounts will be listed in the Create vMedia Policy screen as shown in the
following screenshot:

Create vMedia Policy

D X
Hame HX-vMedia
Description
Rutry on Mount Fallure: [ No (=) Yes ]
vMedia Mounts
+ = TYeAdvancedFiter 4 Export 4 Prinl o]
ey Type Protocol Authentica Server Filorname Remote Pa..  User Remap on
HX-Cis HDD HTTE Default 10.29.149, HxOnstall- images) Mo
Windo.. CDD HTTR Dofoult 10.29.149_. on_windo.. fimages/ Mo
@ Acd
E
Step 3

Associate the vMedia Policy to a Service Profile:

[l Cluster Expansion—Compute-only Nodes



Cluster Expansion—Compute-only Nodes

Microsoft 0S Installation .

a) Inthe Navigation pane, select Servers > Service Profile Templates > root > Sub-Organizations > hx-cluster_name>
Service Template compute-nodes, or compute-nodes-m5

A FI-6332-A - Unified Com; X

&« (&) | A Not secure | hittps://10.29.149.205/app/3_2_3a/index.html|

Senvice Profile Templates

* Senvice Profile Templates
¥ root
* Sub-Organizations
* HyperFlex
*» Senvice Template compute-nodes
» Senice Template compute-nodes-
* Sanvice Template hx-nodes

Service Template hx-nodes-m5

* Sub-Organizations

, Sub- ) b
Service Profi... / root / Organizations ' HyperFlex | Service Tem...
General Storage MNetwork ISCS1 WNICs vMedia Policy Boot Order Policies
Actions
Modify videdia Paolicy
Global vMadia Policy
Name HyperFlex
vMedia Policy Instance : org-root/org-HyperFlax/mnt-clg-policy-HyparFlax

Description vMedia policy to install or re-install software on HyperFlex servers
Retry on Mount Failure © Yes

vMedia Mounts

+ = TYoAdvanced Filter A Print

4 Export

Name Type Protocol Authentic Server Filename Remate P.

Mo data available §

b) Click the vMedia Policy tab. Then, click Modify vMedia Policy
¢) Choose the vMedia Policy that you created earlier from the drop-down selection, and click OK twice.

Modify vMedia Policy

vMedia Policy] HyperFlex

Select vMedia Policy to use

Create a Specific vMedia Policy

T Advanced Filter 4 Export

A& Print

MName Type Protocol

Authenticat Server Filename Remote Path  User

No data available

:

d) Under the General tab, verify that the vMedia policy is added to the Service Profile.

Actions

l Service Profiles | root

9“0 b izations | HimerFlex | Serdce Profil..

Global vMadia Policy

Mame HX-viMedia
WMadia Policy INSTance © org=root/med -chg -paki:
Descrigtior

Retry on Mount Failre - Yes

widadia Mounts

+ = Y Advanced Flwr

dame
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Step 4 Modify Boot Policy and set the boot order to have CIMC CD/DVD to the list:

a) In the Navigation pane, click the Servers tab.
b) Expand Servers > Policies > root > > Boot Policies > hx-compute, or hx-compute-m5

P — = | = evaieca it % | & U edet Coerang B % | = 1 i
® 00 B
@O 2000C®

F O om@O m¥» om 3|5

e T TSV n E

¢) Inthe Boot Order configuration pane, click CIMC Mounted CD/DVD . Then, click Add CIMC Mounted CD/DVD
to add this to the boot order. Move it to the top of the boot order using the Move up button.

Important  As shown in the screenshot below, the CIMC Mounted CD/DVD option must be highest in the boot
order preceding the other options, Embedded Local Disk and CD/DVD.

Boot Order
+ = TY,Asvanced Fitee 4 Export o Print e ]

CIMC Mounted CD
CD/ovD

Local Disk

+ Move Down [0 Delete @

d) Click Save Changes, and click OK in the Success dialog box. The modified boot policy is saved.

Step 5 Verify successful vMedia mounting:

a) On the Equipment tab, select one of the servers.

b) Click Inventory > CIMC, scroll down and ensure for mount entry #1(OS image) and mount entry #2 (Cisco HyperFlex
driver image) you see status as Mounted and there are no failures.
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Microsoft 0S Installation .

0 d000CE

- - - Equipmens | Rack-Mounts. | Servers | Server 1
H * Ecugmant Goneral Inrenrnony Virual Machines Hytri Dispilay nseabod Frrawan SEL Logs CIMC Sassions IF P Power Control Monior
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Mothirtoard ﬂ CPUs  GPUs  Memory  Adasters  HBAS  NGs  ISCSIVNICS  Storage
* Rack-Mourie Boot-loacer Version: 3.1{3a)
FEX Rurring Version | 3.9(3a)
= [ Fackage Versicn: 3.2{3a)C
- Backup Version: S}
E— i
= — Startup Vorsion - 112}
Activate Sates | Ready
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* Serverd @
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= Fabric isberconnect & primary) & Magzing Mama Windows-1S0 Tiea =]
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» Fiued Modkde Font o Filename - en_windows_servor_H016_x64_dvd 93277
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¢) Inthe menu bar, click Servers and choose the first HyperFlex service profile.
d) Click the General tab and choose Actions > KVM Console>>.

Note The KVM console will try to open in a new browser. Be aware of any pop-up blockers. Allow the pop-ups
and re-open the KVM

KVM Console-Select IP Address

Service Profile derved:
() 10.29.149.191 (Outband)

@ Launch Java KVM Console [ OK

e) Reboot the host, launch the KVM Console, and power on the server to monitor the progress of the Windows installation.
You should see the Loading Files screen appear. Windows should install automatically without user intervention.

Note The option to install Windows automatically without user intervention is applicable for fresh or first-time
installations only. For reinstallations, or if the node already contains a Windows partition, you will need
to respond to the prompt to "Press any key to boot from CD/DVD".
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Step 6

Step 7

Step 8

Step 9

You should see a blue screen and within a few moments you should see the Setup is starting message. The host will
reboot a few times. If automated installation does not begin, double-check that both images are mounted to the server.

f) The installation is complete when you get a clear command prompt at c: \users\administrator>. This is
applicable for both Windows Core and Desktop Experience installations. It may take several minutes for the Driver
Image to be copied and installed.

Note Ignore the prompt with the The system cannot find the file specified message.
Important  Ensure that you have completed Steps e and f, on ALL servers that will be part of the HX cluster.

Note If Microsoft Windows OS is already installed on the node, you must click any key to continue when the
node boots back up so that the fresh OS installation can happen.

If you haven't clicked any key to continue, and an existing node with a previous OS installed is used to
expand, then the new installation is skipped causing further expansion to fail.

g) Log into each server and verify the following:
Run the powershell command: Get-ScheduledTask -TaskName HXInstallbootstraplauncherTask. Verify thatthe
HX Install Bootstrap Launcher task is running. Sample output as follows:

TaskPath TaskName State

\ HXInstallbootstraplauncherTask Running

Validate that the log line "Done with HX PostSysPrepSetup" exists in
C:\ProgramData\Cisco\HyperFlex\Install\Log\PostSysprepSetup.log.

Run powershell command: Get-Command Get-vMswitch. Verify that the command runs successfully (no exception).
Sample output as follows:

CommandType Name Version Source

Cmdlet Get-VMSwitch 2.0.0.0 Hyper-Vv

Reset the vMedia policy back to the default HyperFlex policy:

a) Update the vMedia policy for compute nodes. Go to Servers > Service Profile Templates > root >
Sub-Organizations > hx-cluster_name > Service Template compute-nodes, or compute-nodes-m5. Then, click
on Modify vMedia Policy.

b) Under the vMedia Policy drop-down selection, choose "HyperFlex" policy.

Restore the boot order to the one before installation:

a) In the Navigation pane, click the Servers tab.

b) Expand Servers > Policies > root > > Boot Policies > hx-compute, or hx-compute-m5

¢) Inthe Boot Order configuration pane, use the Move Down button to move CIMC Mounted CD/DVD option to
the bottom of the list.

Change the local Administrator password to match the password on the existing cluster.

a) Log into the newly-installed compute node.
b) Open a command prompt.
¢) Run the following command: net user Administrator <password>.

Update the password for HXInstallbootstraplauncherTask and verify that it is Running:
a) Stop the scheduled task "HXInstallbootstraplauncherTask" if it is running.

For example:
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Get-ScheduledTask -TaskName "HXInstallbootstraplauncherTask" | Stop-ScheduledTask

b) Update task credentials.
For example:

Get-ScheduledTask -TaskName "HXInstallbootstraplauncherTask" | Set-ScheduledTask -User

"Administrator" -Password <password>
c) Start the scheduled task and verify that it is Running.
For example:
Get-ScheduledTask -TaskName "HXInstallbootstraplauncherTask" | Start-ScheduledTask

Get-ScheduledTask -TaskName "HXInstallbootstraplauncherTask"

Hypervisor Configuration, HXDP Software Installation and Cluster Expansion

After the installation of Windows OS is completed, perform the following steps to configure the hypervisor,
install the HX Data Platform Software and expand the cluster.

Step 1 Re-open the HX Data Platform Installer and log in.

Step 2 You might need to “start over” because the previous workflow was finished. Click on the gear icon in the top right
corner and select Start Over.

Step 3 In the Select a Workflow page, select Expand Cluster > Compute Node.
‘tite’  HyperFlex Installer

Select a Workflow

8 _ .
sf‘&e ¢ e®

Expand Cluster -

"——— Converged Node

Compute Node

A=

Advanced Option & | know what I'm doing, let me customize my workflow

Step 4 In the Select a Workflow page, select Expand HX Cluster. Leave the Is OS installed on the Node, Run Hypervisor
Configuration and Deploy HX Software checkboxes selected.
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Select a Workflow

#1305 ingalied on the Node

#  Run Hypenviser Configuration

#  Dagloy HY Sofonare

#  Expand HX Custer

jearglc ]

& Show me the standard workflows m

Step 5 In the Warning dialog box, click Confirm and Proceed.

Warning

You have selected a custom option that splits the installation or expansion workflow. You must
complete all tasks in the workflow to ensure a working HX storage cluster.
If your nodes are data-at-rest encryption capable, custom installation is not supported

Cancel to return to the standard workflow.
Confirm and Proceed to continue with a custom workflow.

Cancel

207140

Step 6 In the Cluster page, complete the following fields:

Field Description Example Value

HX Cluster Management [P The management IP address for the HX cluster 10.104.252.135

Cluster Admin User Administrator username admin

Password Administrator password

[l Cluster Expansion—Compute-only Nodes




| Cluster Expansion—Compute-only Nodes
Hypervisor Configuration, HXDP Software Installation and Cluster Expansion .

HyperFlex Installer

o . . . Configuration -
Step 7 In the Credentials page, complete the following fields:

Table 2: UCS Manager Credentials

Field

UCS Manager Host Name FQDN or the VIP address of UCSM.

UCS Manager User Name Admin user or a user with UCSM admin
rights.

Password Password for the UCS Manager User
Name.

Table 3: Domain Information

Field

HX Service Account The HX service account that was created | hxadmin
in the preinstallation phase.

Password Password for the HX service account.

Configure Constrained Select one of the checkboxes. Constrained

Delegation now (recommended) | Delegation is required for VM Live

Constrained Delegation later Migration.
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Use the following illustration as a reference for entering values in this screen.

el HyperFlex Installer

Configuration -
Connacted to: Cluster
Seate:
Health: ALTH
Size: 4

UCS Manager Credentials

S Manager Host Mame UCS Manager User Name Password

10.85.121.240 adirin

Domain Information

B! Service Account Pasyword

L R pp——

Configure Consirained et Configure Consurained Delegation later

¥ Use HX Service Account

307142

Step 8 In the Node Selection page, choose all the servers that you want to install in the cluster and click Continue.
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-t HyperFlex Installer
Server Selection Configure Server Ports Refrash Cenfiguration -
@ HX for HyperV only runs on ME servers. The list below is restricted to MS servers.
Kssocisced [2) Cluster
’ e Credentials
# Server & ok UCSBBROC- o onanans ow 1t AcBon: E
ver 5 K M5 WZRZ208115W azsociated Actions b
L Zarver 171 ok ::__‘;SE’E:;} FEHI1 B szseciaced :_E::"f:‘;f'; = Agens ::
2
=l - 1
Step 9 In the Hypervisor Configuration page, complete the following fields for VLAN Configuration, Hypervisor Settings,

and Hypervisor Credentials.

VLAN Configuration—HyperFlex needs to have at least 4 VLANS, each needs to be on different IP subnets and
extended from the fabric interconnects to the connecting uplink switches, to ensure that traffic can flow from the Primary
Fabric Interconnect (Fabric A) to the Subordinate Fabric Interconnect (Fabric B).

Use the following illustration as a reference for entering values in this screen.

VLAN Configuration

VLAN for Hypervisor and HyperFlex management VLAN for HyperFlex storage traffic

VLAN Name VLAN ID VLAN Name VLAN ID
hx-inband-mamt hx-storage-data

VLAN for VM Live Migration VLAN for VM Network

VLAN Name VLAN ID VLAN Name VLAN 1D(s)

:

Hypervisor Settings—If you leave the checkbox Make IP Addresses and Hostnames Sequential as checked then the
installer will automatically fill the rest of the servers sequential from the first.

Hypervisor Credentials— Enter the Local administrator username on the Hyper-V hosts. Click Continue.
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Step 10 In the Node Configuration page, complete the fields for Hypervisor Settings and IP Addresses.

Field Description Example Value

Subnet Mask Subnet mask for the hypervisor hosts 255.255.255.0
management network

Gateway Default gateway for the hypervisor hosts | 10.101.251.1
management network

DNS Servers Comma separated list for the DNS 10.101.251.1
Servers in the AD that the hypervisor
hosts are going to be member.

Use the following illustration as reference for entering values in this screen.

L HyperFlex Installer
Noda Configuration
Hypervisor Settings Configuration -
Subnet Mask Gateway DNS Serverfs) Cluster
10.104.252.1 10,104 25244
0 4262
Falover Chuster Name © Credentials
fU—
——
1P Addresses Add Compute Server Ut
Make Hyparvisor Name and [P ASdress Sequbntis
Primary DNS Suffix Additonal DNS Suffooes
HXHVDOM LOCAL Agminigraage
Node Selection
Management - VLAN 613 Data - VLAN 3172
XHV M1 A {Hostname or IP Address)
iame Myparvisor D SweageControlier ©  Hypendsor T Swrage Controler O
Hypervisor Configuration
Sever 1 and-mgme
oo 1
12
SR
Sacve .
i nr
AT
17
< Back ﬁ

Click Start to begin the Hypervisor Configuration. The installation now continues and configures the Hypervisor hosts.

Step 11 In the Warning dialog box, click Confirm and Proceed.
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Warning

You must create a new Local Disk Configuration Policy and apply it to the newly
created service profiles before the installation begins.

For the complete procedure, see Chapter: Expanding HyperV Cisco HyperFlex System
Clusters in the Cisco Hyperflex Systems Installstion Guide.

Cancel

07145

Step 12 The Progress screen displays the status of the hypervisor configuration and cluster expansion.

L e HyperFle

- -~ Configuration
% O
Hyperdzor . "
Cons " - Cluster
Configurasion v o - o
Credentials

' Hypervisor Configuration in Progress

Hypervisor ConSiguration v

Hypervisor Configuration - Cverall v LogemUCs AR

o= o Quaringviieds mouns status i
s arying orp of speced senrs Adrririzzracos
Imvamianying physical senvens Node Seiection
v Logmuzfrom UCS AR FCHI1 418K
o Hyperviser Configuration
Pxinband-mgme
biade U Waitng for senver 1o acguine 19 address 612
 in Progress | A storage-dete
rack-unie S W Watg for senver o acguine I adcvess PP ; ‘..:
nn
¥
5
Step 13 When the process finishes successfully, the Summary page displays the completion status.
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HyperFlex Installer

Cluster Expa

nsion—Compute-only Nodes |

Version

Cluster Data IP Address

Replication Factor

Available Capacity

Servers

Model

HXAF2A0C-M55X

UCSCC220-ME8X

HNAFZI0C-M55X

HXAF2A0C-M55X

Cluster Management IP Address

Sarial Number

WEP2220LSE

WIP2202115W

56

WEPZIOZIEWY

FCHZ141)8KY

WIP

2058

ame hxhwsmb [EIEE

352831586

hodtvecip HXHVDOM 1 LOCAL

19216811135

Thres coples

Managerment Hyperaser

10104252127

Summary

Managemens Storage Controller

Domain Name

Failover chuster Name

DNS Server(s)

NTP Server(s)

Daza Newwork Hypervisor

19216811127 152

1921681126

19216811129 1521681

Eh Al R 1821680

92.1€8.11.87

19216311130 152.168.1
Back to Workfiow Selection

Data Network Storage Controller

1681113

HEDOMILOCAL

Fodwnc

Launch HyperFlex Connect

jearg ey

To log into HX Connect, click Launch HX Connect. The HX Connect Dashboard page displays cluster health,
operational status and information for the newly added compute-only nodes in the cluster.

@ Dashboard
MONITOR

W events

Bl Acoviry

ANALYZE

bl Performance
MANAGE

El system information

»s Datastores

‘?‘

~,  OPERATIONAL STATUS

/ Online

RESILIENCY HEALTH

= Healthy
AT cARATY T
10.718
=  NODES 4 -
= MESX
> 6 Converged
wEhp »
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Cluster Expansion - M4 Blade Servers (Fibre Chanel SAN)

Overview

The Hyper-V cluster expansion procedure for UCS B200 M4 blade servers with Fibre Channel storage
boot option consists of the following sequence of tasks:

1. Pre-expansion Checklist, on page 1
Cisco UCS Manager Configuration
Microsoft Windows OS Installation, on page 27

Hypervisor Configuration, HXDP Software Installation and Cluster Expansion

a M DN

Perform the following post installation steps:

* Configuring a Static IP Address for Live Migration and VM Network
* (Optional) Post Installation Constrained Delegation

* Configure Local Default Paths

* Checking the Windows Version on the Hyper-V Host

Microsoft Windows 0S Installation

Step 1
Step 2

Step 3

Step 4

Step 5

This procedure is when you wish to expand your Hyper-V cluster by adding UCS B200 M4 Blade servers
(compute-only nodes) and enable Fibre Channel SAN boot option.

Launch UCS Manager and log in.

Perform the following steps to clone a Service Profile template:

a) In the Navigation pane, click Servers.

b) Expand the node for the organization where you want to clone and select Create a Clone

¢) In the Create Clone from Service Profile dialog box, enter a name you to use for the new profile in the Clone
Name field (Example: hx-compute. Click OK.

Perform the following steps to enable FC Zoning:

a) Inthe Navigation pane, go to SAN > VSAN.

b) Ensure that the Enabled radio-button is selected under FC Zoning.

Unbind your blade server from the current Service Profile template, and bind it to the newly created template in Step

2.

Perform the following steps to mount the HyperFlex Driver Image file and modify the autounattend.xml

file:

a) Connect to your HX Installer VM and navigate to the shared folder that contains the Windows ISO and HyperFlex
Driver Image files.

b) Run the following commands to mount the HyperFlex image:
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b-hx-installation-guide-for-microsoft-hyper-v-4-5_chapter5.pdf#nameddest=unique_26
b-hx-installation-guide-for-microsoft-hyper-v-4-5_chapter5.pdf#nameddest=unique_30
b-hx-installation-guide-for-microsoft-hyper-v-4-5_chapter5.pdf#nameddest=unique_31
b-hx-installation-guide-for-microsoft-hyper-v-4-5_chapter5.pdf#nameddest=unique_33

. Microsoft Windows 08 Installation

mkdir /mnt/hx-img
mount /var/www/localhost/images/latest.img /mnt/hx-img

Cluster Expansion—Compute-only Nodes |

¢) Openthe autounattend.xml file, search for DiskID and change the value from 0 to the value in Windows PE

( WinPE).
Step 6 Perform the following steps to configure a SAN boot policy:

a) Select the newly created Service Profile Template from Step 2 and go to the Boot Order tab. Click Modify Boot

Policy. In the Modify Boot Policy page, click Create Boot Policy.

b) Expand vHBAsS, select Add SAN Boot, and in the name field, type the name of the vVHBA(Example: hx-ext-fc-a).

¢) Select Primary and click OK.

d) Inthe Add SAN Boot Target, leave the Boot Target LUN set to 0. In the Boot Target WWPN field, type the
WWPN from your storage array. Verify Type is set to Primary and click OK.

Step 7 Create a vMedia policy for the Windows OS and Cisco driver images:
a) In the Navigation pane, click Servers.

b) Expand Servers > Policies > root > Sub-Organizations > hx-cluster_name > vMedia Policies

¢) Right-click vMedia Policies and select Create vMedia Policy HyperFlex.

A FR6332-A - Unified Com; X

ndex.html

&« C | A Mot secure | hitpsy/10.29.149.205/app/3_2_3a

Policies - Polickes | root | vMedia Policles

viadla Policlkes

0 20006

» Adapter Policies

» BI0S Defauls

B m h

» B80S Policies

» Boot Policies

i

* DCHagnostics Policies

* Graphics Card Policies

» Host Firmwang Packages
* IPMI Access Profies

» EVM Management Polcies

& M

¥ Local Disk Config Policies

* Maintenance Policies

Managament Firmware Packages
» Memory Policy
* Power Comrol Policies

* Power Sync Policies

¥ Serial over LAN Policies

Server Pool Polcies
» Sarver Pool Policy Qualifications

¥ Threshold Policies

ISCE Authentication Probles

Mo data avalabie

d) In the Create vMedia Policy dialog box, complete the following fields:
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Field Name Description

Name The name of the vMedia policy. For example, HX-vMedia.
This name can be between 1 and 16 alphanumeric characters. You cannot
use spaces or any special characters other than - (hyphen), _(underscore),
: (colon), and . (period), and you cannot change this name after the object
is saved.

Description A description of the policy. We recommend including information about

where and when the policy should be used. Maximum 115 characters.

Retry on Mount Failure

Designates if the vMedia will continue mounting when a mount failure
occurs. This can be:

* Yes

* No

Note The default setting is Yes. When Yes is selected the remote
server will continue to try to mount the vMedia mount process
until it is successful or you disable this option. If you select
No, a warning message will appear indicating retry on mount
failure will not work in case of mount failure.

Refer to the following screenshot as an example:

Create vMedia Policy B X
Name : [Hx-vMedia
Descrigtion
Riatry on Mount Falwre: | ) No (s) Yes
vidadia Mounts
+ = TsAdwnced Flter 4 Export &
Mame Type Protocol Sarver Filename Remata Pa User Remap on

@
*

No data available
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e) On the icon bar under the vMedia Mounts pane, click + Add. In the Create vMedia Mount dialog box, complete

the following fields:

Field Name Description Example Value
Name Name for the mount point. Windows-ISO
Description Can be used for more information. Windows Server 2016 image
Device Type Type of image that you want to mount. This can | CDD
be:
» CDD—Scriptable vMedia CD.
* HDD—Scriptable vMedia HDD.
Protocol The protocol used for accessing the share where |HTTP
the ISO files are located.
Hostname/IP Address IP address or FQDN of the server hosting the 10.101.1.92
images.
Image Name Variable This value is not used in HyperFlex installation. |None

Remote File

The filename of the ISO file that you want to
mount.

Remote Path

The path on the remote server to where the file
resides

Username If you use CIFS or NFS a username might be
necessary
Password If you use CIFS or NFS a password might be

necessary

Refer to the screenshot below as an example:
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Create vMedia Mount

Name : | Windows-1S0O

Description - [Windows Server 2016 Image|
Device Type : m .
Protocol : [ONFS O CIFS @ HTTP (O HTTPS |

Hostname/IP Address : | 10.29.149.212

Image Name Variable : [)None () Service Profile Name |

Remote File + | en_windows_server_2016_x64_dvd_9327751.iso
Remote Path : | images/

Username

Password

Remap on Eject g

X

© - |

f) Click OK. When you click OK, you will now be returned to the vMedia Policies screen, and you should see the

information that you just submitted.
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Create vMedia Policy 2 X
Mame HX -whedia
Description

Ratry on Mount Failure: [ No (=) Yos

viMedia Mounts

4 = TeAdvanced Filter 4 Export & Print k=]

Mame Type Protocal Authentica SO Filerame Remote Pa..  User Remap an
Windao CDD HTTP Dot 10.29.149 an_windo firmages) Ho

_———1

g) Repeat Steps 2e and 2f, however, change the type to HDD and the remote file name to the Cisco HyperFlex driver
image.

h) At the end of this step, the two vMedia mounts will be listed in the Create vMedia Policy screen as shown in the
following screenshot:
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Create vMedia Policy ? X
Nosme HX-viMedia
Description
Riatry on Mount Falure - '-_ Mo (=) Yas ]
viledla Mounts
4+ = TeAdvanced Fiter 4 Expot ¥ Print o
My Typa Protocol Authentica...  Server Filasnnme Remote Pa..  User Romap on
HX-Cis HDD HTTR Default 10.29.149 Hdngtadl- fimagesi Mo
Windo coo HTTP Dotiult 10.29.7149..  on_windo firrages Mo
@ Add
it el
Step 8 Associate the vMedia Policy to a Service Profile:

a) In the Navigation pane, select Servers > Service Profile Templates > root > Sub-Organizations >
hx-cluster_name > Service Template compute-nodes, or compute-nodes-m5

A FI-6332-A - Unified Com; X

« c | A Not secure | hitps://10.29.149.205/app/3_2_3a/findex.html
9 ® O

Senvice Profile Templates - Sub-

Sarvice Profi... / root / ! HyperFlex | Service Tem...

Organizations

» Service Profile Templates General Storage MNetwork ISCS1 wNICS vMedia Policy Boot Order Policies

* root Actlons

* Sub-Organizations

» HyperFlex
Global vMadia Pollcy

* Sanvice Template compute-nodas

MName HyperFlex
= f o - <o
* Service Tempiate compute-nodes viadia Policy Instance © org-roat/ong-HyperFlex/mat-clg-policy-HyperFlax
» Sanice Template hoe-nodes Description viMedia policy to install or re-install software on HyperFlex servers

Retry on Mount Failure @ Yes

Service Template hx-nodes-mS

vMedia Mounts

» Sub-Organizations
+ = T,AdwencedFiter 4 Export #b Print

MName Type Protoco Authentic Server Filename Remote P

Na data available E
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b) Click the vMedia Policy tab. Then, click Modify vMedia Policy
¢) Choose the vMedia Policy that you created earlier from the drop-down selection, and click OK twice.

Modify vMedia Policy

vMedia Policy] HyperFlex ¥

Select vMedia Policy to use

Create a Specific vMedia Policy

4+ = TyAdvanced Filer 4 Export o Print

Name Type Protocol Authenticat Server Filename Remaote Path  User

No data available E

d) Under the General tab, verify that the vMedia policy is added to the Service Profile.

Sandce Profies - Sub-
Sarvice Profiles | root a — Hyperflex | Sendce Profl...
= Servica Profles General Shorage Metwork SCS1vHICS videdia Policy Boat Order virtual Machines FC Zane Policies Se
* root

. Actions Global viadla Policy

o Marre HX-whledia

wiedia Polcy Instance © ang=root/met =cig=polcy - HiX -wiiad
Teck-unit-1 (HECLUS) Descriplion
* rack-unit-2 (HXCLUS] Retry on Mount Failre = Yes

widadia Mounts

* rack-unit-3 (HXCLLIS

Step 9 Modify Boot Policy and set the boot order to have CIMC CD/DVD to the list:

a) Inthe Navigation pane, click the Servers tab.
b) Expand Servers > Policies > root > > Boot Policies > hx-compute, or hx-compute-m5
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Step 10

Microsoft Windows 08 Installation .

a £l
£ 3 O Henvenee | e L DT ol e & 00 8

e 00O0GCS®

Sarvuen, | P et 1B ot | et Paiaien, | st Py

F B m 8 m ¥ m 2

Loend 4 il 1SRN Tyviees Time 3305531 IVRTS E

c) (For M5 Servers only) In the Boot Order configuration pane, click CIMC Mounted CD/DVD . Then, click
Add CIMC Mounted CD/DVD to add this to the boot order. Move it to the top of the boot order using the Move
up button.

Important  The CIMC Mounted CD/DVD option must be highest in the boot order preceding the other options,
Embedded Local Disk and CD/DVD.

(For M4 Servers with Local SAS Drivers) In the Boot Order configuration pane, click VHBAS. Then, click Add
SAN Boot to add this to the boot order.

d) Click Save Changes, and click OK in the Success dialog box. The modified boot policy is saved.

Verify successful vMedia mounting:
a) On the Equipment tab, select one of the servers.

b) Click Inventory > CIMC, scroll down and ensure for mount entry #1(OS image) and mount entry #2 (Cisco
HyperFlex driver image) you see status as Mounted and there are no failures.
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o0 d000C0@

Actual vidodla Monis

=]
Magpxing Marma Winduws- 150 Typa con

L * Fans Pratocnl WTTP Sarve 10,29, 149,212
Pon ] Filename: en_windows_server_2008_wBd_dvd S3ITH
Remate Path Amages! Liser

* Fabric Interconnect B {subordinate) &)

Micurted Mount Fallure Reasor @ None
Farre
» Fi e Proseet . Mo e on Epet ha
* Fingd Madde
b Ememat Pors
FC Porta Mapging Mame X -Clsco-Driwer Tvpe HOD
* PSUs Profocol HTTF Sersr 10.29.148.212
- Pom B Filename: Hlers call-HyperV -
DatscanteCons-vi.0. -
vy Pol
20665.Img
Femate Fath fmages! User
Saaus Mouried Maount Falure Reason : Nona
Furrentcation Prosocol | Mo Fomap on Epct Hao

¢) Inthe menu bar, click Servers and choose the first HyperFlex service profile.
d) Click the General tab and choose Actions > K\VM Console>>.

Note The KVM console will try to open in a new browser. Be aware of any pop-up blockers. Allow the
pop-ups and re-open the KVM
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Step 11

Step 12

g)

Microsoft Windows 08 Installation .

K\VM Console-Select IP Address

Service Profile derived:
(=) 10.29.149.191 (Outband)

@ Launch Java KVM Console ( OK | [ Cancel

Reboot the host, launch the KVM Console, and power on the server to monitor the progress of the Windows
installation. You should see the Loading Files screen appear. Windows should install automatically without user
intervention. You should see a blue screen and within a few moments you should see the Setup is starting message.
If automated installation does not begin, double-check that both images are mounted to the server.

Once Windows installation completes, a command prompt will show up. Wait for the installation to complete. The
host will then reboot a few times. The installation is complete when you get a clear command prompt at
c:\users\administrator>. It may take several minutes and reboot operations for the Driver Image to be
copied and installed.

Note Ignore the prompt with the The system cannot find the file specified message.
Important  Ensure that you have completed Steps e and f, on ALL servers that will be part of the HX cluster.

Log into each server, enter the command c>Users>Administrator>Get-ScheduledTask and verify that the HX
Install Bootstrap Launcher task is running.

Remove the vMedia policy from the service profile:

a)

b)

To un-map the vMedia policy from the service profile, go to Servers > Service Profile Templates > root >
Sub-Organizations > hx-cluster_name > Service Template compute-nodes, or compute-nodes-m5. Then, click
on Modify vMedia Policy.

Under the vMedia Policy drop-down selection, deselect the vMedia policy (HX-vMedia) previously used to map
the two images.

Restore the boot order to the one before installation:

a)
b)

c)

In the Navigation pane, click the Servers tab.
Expand Servers > Policies > root > > Boot Policies > hx-compute, or hx-compute-m5

In the Boot Order configuration pane, use the Move Down button to move CIMC Mounted CD/DVD option to
the bottom of the list.
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Refer to the screenshot below for the boot order after it is restored in this step:

Boot Order

4+ = T,Advanced Filter 4 Expomt & Print el
Mame ‘O vNIC/VHBAJISCSI v... Type L. WWN S BEBD

CIMC Mounted CD/J 1 "
- San 2.

w SAN Primary h-ext-fo-a Primary

SAN Target Pr.. Primary 0.. 20:7C:00:A0:98:53:05:56
« SAN Secondary hx-ext-fe-b Secondary v
B
What to do next

At the end of this procedure, Windows OS is successfully installed. Then, continue to "Hypervisor

Configuration, HXDP Software Installation and Cluster Expansion" to complete the remaining steps in the
cluster expansion workflow.
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