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Preface

This document details the overall proven architecture, design guidelines, and recommendations behind
the Cisco Backup-as-a-Service (BaaS) architecture solution leveraging Cisco Cloud Architecture for
Microsoft Cloud Platform (CCA-MCP) and Commvault® Simpana® software. The document describes
the BaaS solution scope, approach, and architectural resources within the Commvault and CCA-MCP
data center environments.

This document provides design recommendations and describes the architecture of the Commvault BaaS
solution within the Cisco CCA-MCP architecture. This document is based on the in-lab verification of
the BaaS reference architecture solution using Commvault in a Cisco CCA-MCP test environment.

This solution design guide discusses multiple Cisco technologies and products that are part of the
CCA-MCEP architecture and also Commvault Simpana software and technologies.

This guide is intended for, but not limited to, system architects, network/compute/storage design
engineers, systems engineers, field consultants, advanced services specialists, and customers wanting to
understand how to design, operate, manage or consume a BaaS architecture leveraging Cisco and
Commvault technologies. This guide assumes that the reader is familiar with the basic concepts of
backup, restore, IP protocols, Quality of Service (QoS), High Availability (HA), Layer 4 (L4) - Layer 7
(L7) services, DC platforms and technologies, SAN, as well as Microsoft Hyper-V, VMware ESXi
hypervisors, and OpenStack cloud virtualization. This guide also assumes that the reader is aware of
general system requirements and has knowledge of Enterprise or Service Provider network and DC
architectures, platforms, and virtualization technologies.

Cisco Cloud Architecture for the Microsoft Cloud Platform
I Backup as a Service Implementation Guide, Part: CCAMCP1-1 .n
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CHAPTER

Introduction

Data is the lifeblood of every organization today. Yet, before that data can become an asset, it must first
be efficiently protected and managed. Cloud Providers delivering a comprehensive data protection
strategy can help end customers avert hardware, logical and physical failures. With explosive data
growth rates and mounting infrastructure costs, protecting data assets can be complex and difficult for
enterprises to navigate, opening great opportunity for those Cloud Providers that are ready.

According to the ESG 2015 Spending intentions survey™™, “improving data backup and recovery” and

“managing data growth” are two of the top three priorities for IT organizations within enterprises. Also,
according to the survey, more than 66% of the survey respondents believe that there will be significant
amount of increase in spending with Cloud Computing Services.

IDC agrees that offering Backup-as-a-Service (BaaS) to enterprises is a significant market opportunity
for Cloud Providers. In fact, IDC estimates that the aggregate market for backup and recovery as a
service to be $673.2 million in 2015, growing to $1.02 billion in 2018. This demonstrates high growth
opportunities for Cloud Providers that can quickly deliver comprehensive data protection solutions and
services with the rapid time-to-value enterprise customers demand. Refer to Examining Commvault’s
FY16 Key Initiatives.

This document encapsulates proven architecture, design guidelines, and recommendations for enabling
Cloud Service Providers (CSPs) to launch BaaS solutions powered by Commvault Simpana software.
Simpana software is the industry-leading solution for backup and recovery delivering a single platform
for integrated data and information management. The solution delivers a truly holistic approach to
protecting, managing and accessing data.

With BaaS, Service Providers can enhance their total addressable market with a proven architecture that
increases productivity, reduce hardware and software costs, and mitigate risks. Ultimately, it will also
reduce time-to-market and time-to-revenue while fueling revenue growth with a distinctive solution that
offers a competitive, differentiated edge to capitalize on these dramatic Service Provider growth
opportunities.

Business & Technology Use Cases

Cisco’s BaaS reference architecture enables Cloud Service Providers (CSPs) to offer backup and
recovery services to workloads outside of the CSP’s management domain that are either customer
premises environments or collocated environments. In addition, CSPs can offer data protection and data
survivability services on workloads within the provider’s Virtual Private Cloud (VPC) environment and
management domain. The Backup & Recovery solutions described in this document are designed to
provide a new set of related capabilities allowing CCA-MCP providers to enhance their addressable
market, financial performance, and differentiation versus offering commoditized cloud solutions.

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m
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Chapter1 Introduction

Ml Cisco Solution Powered by Commvault Overview & Benefits

Use Case Overview

This document for Backup as a Service (BaaS) powered by Commvault covers the following three uses
cases:

In-Cloud BaaS—The In-Cloud BaaS offerings enable customers to leverage workloads within
CSP’s VPC environment and management domain. The Service Providers will enable customers to
have backup capabilities for their [aaS work loads with various policy offerings. With this use case,
the CSP shall have the ability to provide:

1. Backup and recovery services of the workloads within the primary VPC in the customer
environment.

2. Replication of backup data to CSP’s remote VPC to protect against site failures. Commvault
software is deployed at each CCA CSP site and supports replication, providing local
backup/restore and site survivability.

Remote BaaS—The Remote BaaS offerings enable customers to perform backups at their data
centers and replicate the backup data to CSP clouds remotely. The CSPs own or manage the remote
site for providing recovery services to the customer. With this use case, the CSP shall have the
ability to provide Backup and Recovery service for production virtual servers from a customer data
center to the CSP VPC along with local (i.e. customer data center) backup/recovery capabilities. The
CSP deploys the Commvault solution components at the customer site. Backups occur from the
production servers to the Commvault servers at the customer site and gets replicated to Cisco
CCA-MCP based CSP remote site.

Remote BaaS without Local Data Retention—The Remote BaaS offerings without local retention
enable customers to perform backups to Service Providers clouds located remotely. The CSPs own
or manage the remote site for providing recovery services to the customer. With this use case, the
CSP shall have the ability to provide Backup and Recovery service for production virtual servers
from a customer data center to a CSP VPC. This service does not require local storage capacity at
the enterprise data centers to host the backup data. The backup data gets directly copied over to the
CCA-MCP based CSP’s remote data center by leveraging Commvault software.

Cisco Solution Powered by Commvault Overview & Benefits

This section describes a high level overview of the benefits of using a Cisco Solution Powered by
Commvault.

Cisco Cloud Architecture for Microsoft Cloud platform Overview

The CCA-MCP infrastructure is the foundation on which a variety of cloud services are offered. The
base infrastructure consists of a set of data center devices that are setup and connected and configured
prior to adding tenant services.

Service Providers build data centers using physical components to implement compute, storage and data
center networking to create a pool of resources that are then used to offer services to tenants. Tenant
services are offered using these physical resources, and provisioned and managed using automation
software to enable consumption of these services. When tenants are on boarded, cloud containers are
created from the pool of resources, to provide a slice of resources that include compute, storage and
networking. This container is securely isolated from other tenants that are consuming similar services,
thereby providing isolation for multi-tenant services.

Cisco Cloud Architecture for the Microsoft Cloud Platform
m. Backup as a Service Implementation Guide, Part: CCAMCP1-1
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The cloud services that are enabled in the CCA-MCP Solution are the Infrastructure as a service and
Platform/Software as a service. Each of these services are described in a service configuration guide,
and require the data center physical infrastructure to be built and the resource pools created and ready
to onboard these services.

Figure 1-1 Cisco Cloud Architecture for the Microsoft Platform
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Backup DataStores/Storage Libraries

The architecture of this solution is built using a layered approach enabling a modular design. This
enables one to deploy a scalable solution with expansion capability being added in modular units.

1. Data Center Network
Compute for Tenant workloads
Storage and SAN

Service Tiers and differentiated services

e R W N

Cloud Management

Commvault Simpana Overview

Commvault Simpana software is built from the ground up on a single platform and unifying code base
for integrated data and information management. All functions share the same DNA and back-end
technologies to deliver the unparalleled advantages and benefits of a truly holistic approach to
protecting, managing, and accessing data.

Simpana software offers investment protection with a core software platform that is flexible, modular,
and ready to conquer new challenges as they emerge. Simpana software does the jobs of many
point-level products, only better, more cost effectively, and much more simply.

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m
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Ml Cisco Solution Powered by Commvault Overview & Benefits

It all starts with the single platform to power highly efficient cloud infrastructures. The Simpana
platform contains individually licensable module to Analyze, Replicate, Protect, Archive, and Search
your data. And because these modules share a common set of back-end services and advanced
capabilities, they effortlessly talk to one another through the platform to solve a myriad of problems
related to the storage and access of customer’s data and information.

With Commvault Simpana software, CSPs can deliver “cloud scale” shared services to end customers
with multi-tenancy capabilities—all from a single platform. With built-in automation and customized
reporting, CSPs and customers can spend less time on routine administration, and more time delivering
value to the business. Commvault cloud-ready software enables CSPs to accelerate their time to market,
expand revenue opportunities and boost profitability of cloud and managed services.

Cisco Cloud Architecture for the Microsoft Cloud Platform
m. Backup as a Service Implementation Guide, Part: CCAMCP1-1 |



CHAPTER

Use Cases

This section describes business use cases of Backup-as-a-Service (BaaS) for both Enterprise and Service
Provider customers.

Business Use Cases

Continuing rapid data growth is driving enterprises to embrace new approaches for their backup and
recovery needs. Cloud adoption offers many benefits technically and economically. This also provides
opportunity for Cloud Service Providers to meet customer demands and further monetize their cloud
investments with BaaS offerings.

For Enterprises

In most large organizations, the reality is that the level of IT complexity has funneled the majority of
spending towards “keeping the lights on” versus funding innovation-driven efforts. The exponential
growth of data and the underlying infrastructure to support that data is one of the primary sources of
cost, operational complexity, and inflexibility.

Today, there are certain strategic drivers that must be tackled such as:
e How can customers leverage the cloud?
e How can customers harness data for greater insight or agility?
¢ How can customers secure and govern an ever-increasing data volume?

Cisco’s BaaS solution is a highly scalable yet operationally streamlined offering—built on Cisco Cloud
Architecture for Microsoft Cloud Platform and Commvault’s Simpana software. Designed to deliver a
flexible, SLA-driven approach to enterprise data management, this BaaS solution encompasses the
Commvault Simpana suite of products. In addition, this solution also includes globally delivered
services that ensure customer success in the deployment, ongoing management, and expansion of the
platform.

For Cloud Service Providers

The business of delivering IT as a service—applications, infrastructure, or platform—is undergoing a
significant transformation. Innovation cycles are faster and more compressed. Pricing and the ability to
manage a large environment profitably is more challenging. And differentiating between large-scale,
born-in-the-cloud providers and new entrants proves difficult, even for established brands.

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m
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Commvault Technology Use Cases

How do you achieve revenue leverage when each new service requires incremental investment of
infrastructure, tools, and operations staff? How do you compete in the market when the deployment,
integration, training, and ongoing service delivery is measured in months or quarters?

Commvault Simpana delivers data efficiencies likened unto virtualization benefits.

Cisco’s CCA-MCP architecture complements Commvault Simpana by providing a superior foundation
for cloud computing by unifying computing, networking, storage, and management in a common
platform designed to automate deployment and management across physical and virtual resources.
CCA-MCP enables highly secure, multitenant deployments by embedding security at each layer of the
data center.

Cisco's CCA-MCP architecture is also closely integrated with the service orchestration that provide
configuration and provisioning automation.

This solution is a fully-featured CSP offering—built on Cisco CCA-MCP and Commvault Simpana
platform—that enables rapid, profitable introduction of differentiated data management services.

As a storage infrastructure-agnostic platform designed to leverage existing storage investments,
Commyvault Simpana encompasses the complete Commvault product portfolio, covering a wide range of
data protection and data archiving capabilities. In addition, the solution also includes globally delivered
services that assist in the deployment and integration of Commvault into a service provider’s back-office
systems, including portals, billing systems, ticketing and service management.

Commvault Technology Use Cases

This solution enables the following use cases to provide backup and recovery services for enterprise
workloads running at the customer’s data centers and for the TaaS workloads running with in the service
provider’s cloud.

In-Cloud Baa$S

As enterprises embrace cloud to deploy their critical applications, CSPs are under more pressure to offer
enterprise-grade services in the cloud in an efficient manner. Backup and recovery is becoming a
common value-added service for IaaS workloads.

This use case provides backup and recovery services to workloads within the CSP’s VPC environment
and management domain. BaaS will enable customers to have backup and recovery capabilities for their
TaaS workloads with various policy offerings.

In-Cloud BaaS enables following functionality (Figure 2-2):
e Provides the ability to backup and recover the workloads within the primary VPC.
e Backup and Recovery functionality at the application, file, and VM level.
¢ Provides replication of backup data to a remote VPC for recovery against site failures.

In this solution for cloud backup of laaS workloads, the CSP deploys the backup service consisting of
multiple components from Commvault running on Cisco hardware, which will be used by all the cloud
tenants enabling backup and recovery functionality. The service also provides backup data replication
to a remote CSP data center offering site survivability as an option.

The solution provides tenants with full control by providing self-service capabilities to backup, restore,
and monitor data.

Cisco Cloud Architecture for the Microsoft Cloud Platform
m. Backup as a Service Implementation Guide, Part: CCAMCP1-1



| Chapter2 Use Cases

Commvault Technology Use Cases I

Figure 2-1 In-Cloud Baa$ Logical Diagram
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Remote BaaS

This use case enables customers to perform backups at their local data centers and also to replicate the
backup data to the remote CSP's cloud without owning, managing, or incurring the expense of a remote
site for recovery purposes. The local backup can be used for faster recovery, when needed.

The Remote BaaS service enables the following functionality (Figure 2-2):

e Backup and Recovery service for production physical and virtual servers from a customer data
center to an CSP VPC along with local recovery capabilities.

¢ Backup and Recovery functionality at the application, file, and VM level.

Figure 2-2 Remote Baa$S Logical Diagram
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Cloud Service Provider

Remote BaaS Without Local Data Retention

This use case enables customers to backup their on-premises data to a remote CSP's cloud with zero
capital investment and a low operational expense, without owning, managing, or incurring the expense
of storage or a remote site for recovery purposes.

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m
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Commvault Technology Use Cases

The Remote BaaS without Local Data Retention enables the following functionality (Figure 2-3):
e Secure backup storage capacity in the Cloud.
e Backup and Recovery service for production servers from a customer data center to an CSP VPC.

¢ Backup and Recovery functionality at the application, file, and VM level.

Figure 2-3 Remote BaaS without Local Retention
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Design Overview

The CCA-MCP BaaS solution enables CSPs to offer backup and recovery services to customers to
protect their physical and virtual servers. These service offerings are enabled when a CSP deploys the
CCA-MCEP based infrastructure and then overlays the backup solutions from Cisco’s partner
Commvault.

Besides BaaS, Commvault technology enables several other Data management services including
ediscovery, archiving, deduplication etc.

Commvault supports the most common hypervisors including HyperV, VMware and Openstack KVM.
Besides BaaS, Commuvault could be utilized for tenant onboarding or VM migration between hypervisor
technologies.

BaaS Design/Architecture

This solution architecture utilizes the Commvault Simpana backup solution to enable BaaS capabilities
on a CCA-MCP based cloud.

CCA-MCEP solution provides the DC infrastructure architecture for cloud data centers to host and offer
Infrastructure as a service, Platform as a service and Software as a service to customers.

CCA-MCP BaaS solution addresses the following design principles and architectural goals:
e Secure multi-tenancy
e Secure, modular, and highly available cloud
e Self Service
e Efficient data protection with deduplication and encryption
e Scalability

Figure 3-1 provides an overview on the joint CCA-MCP and Commvault BaaS architecture.

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m
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Baa$ Design/Architecture

Figure 3-1
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Commvault Simpana Solution Components

Commvault has developed a modular approach to sizing and building infrastructure components called
Building Blocks (Figure 3-2). Each BaaS environment, called a CommCell, consists of the following
Simpana® component roles:

CommServe (CS)—The scheduling, job history, media management, and data management
orchestrator.

MediaAgent (MA)—The workhorse of the environment that manages deduplication database and
the data transmission between clients and storage media.

Client—The client owns the data to be managed, protected, and where the Intelligent Data Agent
(iDA) is installed.

ContentStore—All Simpana-managed data resides within the ContentStore - a secure, deduplicated
virtual repository. Data is automatically stored and tiered according to user-defined policies, while
a shared, intelligent index catalogs data versions and locations across snapshot, backup and archive
copies to find data when users need it.

Intelligent Data Agent (iDA)—Provides unified protection and recovery for most common
operating systems, databases, and applications. This is installed on the client server or VM.

Virtual Server iDataAgent (VSA)—Provides a unified protection and recovery vehicle for all
virtual machine data in your virtual environments. In addition to complete protection of entire
virtual machines for disaster recovery, the Virtual Server Agent provides more granular backup and
recovery options. This is installed on the Hyper-V servers.

] Cisco Cloud Architecture for the Microsoft Cloud Platform
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Baa$ Design/Architecture

¢ Web Proxy (PXY)—The Simpana® Web Proxy role is typically deployed in a DMZ and serves the
web console interface as well as being enabled as a communications proxy. It provides a security
separation layer preventing direct connectivity and the core service infrastructure from clients and
web console users on public or untrusted networks.

e Web Console (WC)—A web-based application that allows end-users to manage their file data. The
console behaves as a self-service application allowing you to perform backup, restore, download
and other operations.

¢ Reporting Server (RS)—An automated reporting system that helps you to monitor all of the
CommCell computers in your organization on a central reporting Web site. Reports include metrics
such as the number of CommCell computers installed with a particular software version. Reports
also contain information about individual CommCells, such as SLA performance, job errors, and
deduplication rates.

Figure 3-2 Simpana Components
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A logical representation of the Cisco BaaS solution/architecture resources for a single Cloud Service
Provider is shown in Figure 3-3.
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Figure 3-3

Cisco BaaS Solution Logical Topology
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A typical CCA-MCP CSP environment will have tenants running applications—for example, Oracle,
Exchange, SQL—in physical or virtual environments. Those apps are typically accessed by clients via
an [P network, and leveraging production storage (either SAN, NAS, or even DAS).

Commvault Simpana platform is deployed non-disruptively, side-by-side with production in a dedicated
and secure backup network as shown in Figure 3-3. This network needs to be made available to the
tenants for them to consume the shared multitenant BaaS. The architecture also includes a DMZ network
to host the Commvault web proxy servers, the web proxy servers are used by the CSP’s who do not want
to expose any of the Commvault components to the end customers directly. With the deployment of these
proxies, tenants within the cloud and the remote enterprise customers can access the proxies and still
have all the Self Service backup and recovery functionality without having direct access to the CS and
MA servers.

Commvault allows customers to use any kind of storage as the content store for the backup data. Within
the solution we have included the Cisco C3160 servers as the MA servers with built-in storage capacity
and also have included traditional NAS storage with Cisco C240 servers deployed as the MA servers
accessing the shared NAS storage.

This solution supports three use cases:
¢ In Cloud BaaS for workloads running in the cloud
¢ Remote BaaS for workloads running on the customer premises (local retention)

e Remote BaaS for workloads running in the customer premises without local retention

In-Cloud Baa$S

The In-Cloud BaaS use case uses the CCA-MCP Architecture as the CSP cloud. The CSP can offer
backup as a service to the tenant workloads running within the CCA-MCP based CSP cloud. Figure 3-4
shows the high-level architecture of In-Cloud BaaS for IaaS workloads between two CSP cloud data
centers.
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Figure 3-4 In-Cloud Baa$ Architecture
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In a multitenant environment, each customer is mapped as a separate CCA-MCP tenant where the
necessary network security is provided and traffic segregation is maintained.

All the tenants within the CCA cloud share the multitenant enabled Simpana deployment, including
backup storage attached to the Commvault Media Agent Servers to store the backup data. The tenants
will have the ability to also replicate the backup data to remote Media Agent Servers in a Secondary CSP
DC within the cloud, when they choose service offering which includes data replication (Figure 3-5).

This provides multitenant-enabled In-Cloud BaaS to the tenants and also enables site survivability by
providing offsite data backup.

The [aaS workloads within the CCA-MCP cloud are deployed on a shared Hyper-V cluster. The Hyper-V
servers hosting the tenant workloads have a Commvault VSA installed, which is used to back up the
tenant workloads with the help of Hyper-V snapshots.

The tenant separation and isolation is provided according to CCA-MCP best practices using network
containers. The CCA-MCP Storage Architecture remains unchanged in the BaaS solution. There are a
few key additions to the CCA-MCP architecture, including a dedicated backup network used for
deploying Commvault components which helps segregate the backup traffic from the tenant production
traffic.

Another addition to the CCA-MCP architecture is the extension of the Backup network across the
Service Provider data centers. This network will be used for carrying the replication traffic between the
Commvault Media Agents, as well as communication between the Commvault management
components.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Figure 3-5 Architecture Across CSP Data Centers
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The data replicated to the secondary CSP data center can be used to support scenarios such as primary
data center failure, spinning up the VMs along with production data to support additional use cases such
as Test/Dev and analytics, etc.

The Secondary data center in the architecture will be used to host the standby Commvault components
such as the CommServe Management and Reporting servers, which can be used if the primary servers
are unavailable.

Remote Baa$S

The Remote BaaS use case allows Enterprises running applications at their local data centers to backup
data on-site and to also leverage a CCA-MCP CSP cloud to save their backup data remotely.

This Remote BaaS architecture includes the Cisco UCS C240 servers used as the Media Agents, these
servers will be deployed by the CSP at the Enterprise customers' data centers. The MA servers can be
built based on the amount of production data that needs to be backed up by including the capacity and
the compute resources accordingly.

Any other UCS C-Series servers can also be used as the MA server based on the requirement. The WAN
connectivity from the Enterprise data centers is being provided by a Cisco Cloud Services Router (CSR
1000V) within the solution, it allows the enterprises to extend a WAN to off-premises clouds and cloud
service providers to offer enterprise-class networking services to their tenants.

The CSP can include the CSR 1000V as a VM on the MA server to provide network connectivity and
the backup software in one single device to the Enterprise customers, which eases solution deployment
and new customer onboarding for CSPs.

Solution management is provided by Commvault components deployed within the Cloud. The Enterprise
customers can access the portal running from the cloud to discover the productions servers and initiate
a backup or perform a recovery of the workloads either on-premise or within the Cloud VPC.

The on-premises MA Servers provides local backup capabilities to the Enterprise for faster recovery
with a local copy and minimizes the backup window leveraging LAN throughput.

The replicated traffic between the MA servers from the enterprise data center to the cloud CSP’s cloud
is deduplicated unique data, minimizing WAN bandwidth and cloud storage requirements. This offsite
copy can be used to restore the data back to the original customer's premises or can be recovered within
the CCA cloud anywhere the customer might need it.

Backup as a Service Implementation Guide, Part: CCAMCP1-1 |
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Data-in-transit encryption is necessary to keep the backup data secure while in transit. Establishing an
IPsec tunnel between the customer’s data center and the CSP’s data center using the CSR 1000V routers
as the tunnel endpoints can enable this data encryption. Commvault is also capable of encrypting the
replicated data between the source and destination locations, that can be optionally implemented if
customers prefer.

Figure 3-6 covers the high-level architecture of Remote BaaS for workloads hosted at customer data

centers.
Figure 3-6 Remote BaaS Architecture
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Remote BaaS without Local Retention

The Remote BaaS without Local Retention use case allows Enterprises running applications at their local
data centers to remotely backup data to a CCA CSP cloud.

This is similar to the Remote BaaS use case, but will not offer the local backup and recovery
functionality. Customers will have an option of recovering the data from the Cloud back to their data
centers or recover the workloads in the Cloud VPC.

The MA servers with in the cloud will be used to host the backup data; there is no requirement to have
the MA servers deployed locally at the Enterprise data centers.

Figure 3-7 shows the high-level architecture of Remote BaaS without local retention for workloads
hosted at customer's data centers.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Figure 3-7 Remote BaaS without Local Retention
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WAN Connectivity

There are multiple connectivity options for tenants and end-users to connect to their in-cloud resources.
Some of these mechanisms include:

¢ L3 Connectivity

- L3VPN (MPLS) based, where the tenant sites connect to the Cloud DC through MPLS-VPN
services

— [P (Internet) based, where clients access cloud resources directly across the Internet
e L2 Connectivity

— Layer-2 (VLAN-extension) based, where the tenant sites connect to the cloud DC through
L2VPN services like VPLS and EoOMPLS

The BaaS solution will support any of these interconnect mechanisms for connecting enterprise DC to
the CCA-MCP based provider cloud.

This release of BaaS implements L3-based connectivity with L3VPN and Internet-based connectivity
(Figure 3-8).

Connectivity to the CSP cloud can be enabled by the CSP by deploying a Cisco CSR 1000V or Cisco
ISR G2. The ISR G2 is the second generation Integrated Services router that is designed to meet the
application demands of today’s medium-sized branches and to evolve to cloud-based services. They
deliver virtualized applications and highly secure collaboration through widest array of WAN
connectivity at high performance that offers concurrent services.

The Cisco CSR 1000V Cloud Services Router provides a cloud-based virtual router that is deployed on
a virtual machine (VM) instance on x86 server hardware. The Cisco CSR 1000V router is a virtual
platform that provides selected Cisco IOS XE security and switching features on a virtualization
platform.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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When the Cisco CSR 1000V virtual IOS XE software is deployed on a VM, the Cisco 10S software
functions just as if it were deployed on a traditional Cisco hardware platform. You can configure
different features depending on the supported Cisco I0S XE software image. The Cisco CSR 1000V
supports a subset of Cisco I0OS XE software features and technologies.

The Cisco CSR 1000V provides secure connectivity from the enterprise premise (such as a branch office
or data center) to the public or private cloud.

The intent of the CCA-MCP BaaS solution is to keep the Enterprise DC architecture generic so as to
provide the greatest coverage for the CSP customer base.

The Service Provider cloud data center is based on the Cisco’s CCA-MCP solution. The infrastructures
built using this architecture hosts tenant IaaS workloads within the network containers, which provide
security and enable multitenancy.

Customer data centers can be connected to the CSP’s cloud via MPLS-VPN or Internet to the respective
tenant container. In the case of MPLS-based connectivity, the ASR 9000 or ASR1000 Series Routers are
used as MPLS Provider Edge (PE) routers in the data center, providing L3VPN connectivity to the
provider IP/MPLS WAN network. Tenants within the CCA-MCP Architecture get their own virtual
service appliances as part of the network container for their IaaS workloads. VLANSs are used for
connecting the tenant routing instance (CSR 1000V) to the tenant Virtual Routing and Forwarding
(VRF) instances on the ASR 9000 WAN router.

Figure 3-8 L3VPN WAN Connectivity
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The BaaS Architecture includes a dedicated Backup VRF on the ASR 9000 WAN router and have all the
Commvault components deployed behind an ASA firewall connected to this VRF. In the CCA-MCP
Solution, there is a ASA firewall cluster, and used in multi-context mode — one context can be used for
BaaS or an existing service context may be used, depending on the security and operational needs of the
deployment.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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The solution requires bi-directional communication between the customer VRF’s and the Backup
Services VRF, with various components communicating with each other across the data centers that
needs to carry management and replication traffic. To enable this communication the Service provider
has to Import/Export the BaaS customer VRF routes into the Backup VRF and vice versa.

Figure 3-9 shows the Internet based connectivity scenario were the Enterprise customers are connected
to the CCA-MCP CSP’s data center via Internet. The ASR 9000 PE WAN router is also connected to the
Internet, via either global table or a Internet VRF. A shared VLAN is used for access to the
global/Internet routing space of the ASR 9000, the ASA firewall gets connected to the ASR 9000 on this
shared VLAN for access to the global/Internet routing space of the ASR 9000.

In this scenario, customers from remote data centers will have access only to the Commvault proxy
servers that are placed in the backup DMZ network, this helps service providers to protect the
Commvault components and not expose them with public IP addresses. The proxy servers accept
incoming tunnel connections from internal servers (CS, MA) in the cloud and from customers’ sites,
these connections are authenticated and encrypted. Knowing source and destination client names for
every tunneled control/data connection, proxy works as a PBX forwarding this control/data traffic
between established tunnels.

Static NAT is used to dynamically translate the private IP addresses of the Commvault proxies to public
IP addresses, translating the private addresses in the internal DMZ private network into legal, routable
addresses that can be used on the public Internet.

Figure 3-9 Enterprise to Cloud Service Provider via Internet
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Cisco Storage Server as Converged MA

The Cisco UCS Storage Rack Server is an advanced, modular, high-storage-density rack server targeted
at storage-driven use cases. Combining industry-leading performance and scalability, the UCS C3160
directly targets environments deploying any software-defined and distributed storage environments. The
rack server offers the highest levels of drive density.

The Cisco UCS Storage Server offers following features and capabilities:

¢ Enterprise-class redundancy with full featured Redundant Array of Independent Disks (RAID) plus
Just a Bunch of Disks (JBOD)

¢ Standalone management interface (Cisco Integrated Management Controller)
¢ No data migration required when replacing or upgrading server nodes

¢ No need for extended depth racks

Cisco Cloud Architecture for the Microsoft Cloud Platform
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The following are the specifications at a glance:

High-density, bare-metal, x86-based enterprise storage server

Supports up to 360 TB of modular storage capacity

Optimized for high throughput performance, high capacity, and small footprint
Enterprise-class redundancy with full featured RAID plus JBOD

Standalone management interface (CIMC)

Up to 256 GB of memory

Up to 62 drive bays

Up to 4 GB of RAID cache

Cisco Storage Server is a 4U chassis, designed to operate both in standalone environments and as part
of the Cisco Unified Computing System. The system is targeted at the service provider, storage server,
and big data markets.

The chassis can accommodate 1 or 2 Network IO Modules, 1 or 2 server modules, 56 3.5” drives, and 4
PSUs. One of the server slots can be used by a storage expansion module for an additional 4 3.5” drives.
The server modules can also accommodate 2 SSDs for internal storage dedicated to that module. SAS
expanders are configurable to assign the 3.5” drives to individual server modules.

Cisco Storage Server will be delivered in two SKUs, referred to as C3160 and C3260.

C3160 is an accelerated, TTM-driven program. It has the following characteristics:

Support for a single server only

All storage is assigned to the single server

Operates in standalone mode only (no UCSM support)
Uses mLOM-based NIOMs

Functionally behaves like a traditional C-Series server

C3260 is a feature driven program with the following characteristics:

Supports single or dual server

Individual drives are assignable to either server

Can operate in standalone or UCSM mode

Uses Cisco 3rd Gen VIC 1300 with 40Gbps support

Adds chassis-level functionality in standalone mode

All shared components (for example, storage, fans, PSUs) are configured at a chassis-level scope

Server-specific components (for example, boot order, KVM) are managed at a server-level scope

Figure 3-10 shows the modular Architecture of the UCS C3160 Server.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Figure 3-10 Architecture of UCS C3160 Server
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Commvault Architecture/Design Considerations

Commvault has developed easy to consume BaaS Sizing Guidelines based on use cases articulated in
this document. The BaaS Sizing Guidelines can be leveraged in a highly repeatable fashion as capacity
and performance thresholds are achieved within an environment.

The initial and predicted growth of the use case and service will dictate which scale model to use to meet
capacity and demand. The BaaS Sizing Guidelines offerings are segmented into three types depending
on projected size of capacity (i.e. size of data that needs to be protected) service uptake ranges over 12
months:

1. Small—50-150TB
2. Medium—151-500TB
3. Large—501-1PB+

Within each of the BaaS Sizing segments, Commvault has defined (3) scale points to define Simpana®
role requirements to providing a cost efficient roadmap to service deployment and growth. For each
defined scale point, Commvault defines the total Simpana® role requirement at that scale point. As an
example, a Small configuration will require initially at S0TB (2) Large MediaAgents. Furthermore, the
Small will require a total of (4) Large MediaAgents at 150TB. Therefore, two (2) additional Large
MediaAgents are required to scale from 50TB to 150TB.

A detailed depiction of the BaaS-Sizing Guidelines are shown in Table 3-1.

Table 3-1 Backup as a Service—Sizing Guide

Commvault SP Level Small Medium Large

Forecasted FETB Size 12mo  |50-150TB 151-500TB 501-1PB+
CommServe Datacenter Size Enterprise Size Enterprise Size
Clients Up to 2,500 Servers Up to 10,000 Servers Up to 10,000 Servers
Jobs/24hr 100,000 200,000 200,000

Concurrent Jobs 101-300 301 to 1,000 301 to 1,000

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Table 3-1 Backup as a Service—Sizing Guide (continued)
Commvault SP Level Small Medium Large
Concurrent Throughput 4-16TB/hr 8-40TB/hr 20-72TB/hr
Java Console Connections Up to 30 Concurrent Up to 50 Concurrent Up to 50 Concurrent
Web Console Connections Up to 1,000 Concurrent Up to 1,600 Concurrent Up to 2,800 Concurrent
Scaling Points 50TB |100TB [150TB |151 350TB |500TB |501TB |750TB |1PB
Concurrent Streams 100 200 200 200 300 500 500 700 900
Media Agents 2)L 4L 4L 4L [(6)L (10) L (10) L (14 L (18) L
Proxy Node (optional) 1 1 3 2 3 6 6 12 18
Web Console Nodes 1 1 1 1 1 2 1 1 2
Reporting Server Enterprise Size Enterprise Size Enterprise Size

Table Key

e L—Large MediaAgent Size

Assumptions

¢ Configuration uses Commvault Building Blocks and meets Best Practices.

¢ FusionlO card (or equivalent) is being used and hosting multiple Deduplication Databases per
MediaAgent.

e Deduplication Databases are configured in pairs for scale and redundancy.

e  When reaching 3,600 clients receives warning and requires Commvault review before exceeding
4,000 clients.

¢ Client data profile is on average 100-250GB.

e Micro & Big Capacity Small Data profiles will impact number of jobs.

e Service providers schedule jobs.

e Metrics Enterprise Reporting server will be running on a separate server.

¢ Proxy nodes optional to suit network topology requirement or increase availability or minimum 2
of each role type.

~

Note = Commvault Architecture and design guidelines represent current Commvault views on this topic as of
the date of publication and is subject to change at any time without notice.

Commvault Multi-Tenancy

This section will describe how Commvault achieves secure multi-tenancy within a single CommCell
environment.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Taxonomy

When speaking with Cloud Service Providers, multi-tenancy is an extremely important and sought after
feature. Simply put, Commvault defines multi-tenancy as the secure separation and management of
shared resources between defined entities. When dissecting multi-tenancy for data management,
Commvault believes there are eight areas that make a solution multi-tenant:

e Management Server

e User Management

e Policies

e Data Mover

e Network (Proxies, Firewall, & Bandwidth)
e Security

e Reporting

e Graphical User Interface (GUI)

Commvault Simpana® is the only data management software that provides multi-tenancy for each area
in a single platform. The following sections detail Simpana multi-tenancy features specific for CSPs.

Management Server

In Commvault Simpana® software the CommServe is the central management server. Simpana® can
isolate and logically manage tenants separately within the same CommServe regardless whether the
configuration of underlying components are shared or dedicated. For example some tenants may require
having dedicated data movers (known as MediaAgents) or storage, whereas other tenants it may be
perfectly acceptable to utilize a shared environment. Simpana CommServe can manage any of the
examples referenced above within a single CommServe. Meaning a service provider does not have to
deploy and manage multiple CommServes to satisfy most tenants’ needs. Service providers will only
have to install multiple CommServes if the tenant requires a completely physically isolated data
management instance or has to manage more than 20,000 clients.

User Management

At Simpana’s core multi-tenancy is enabled through its robust implementation of Role Based Access
Control (RBAC) as part of Simpana’s overall security framework. Simply put, Simpana® can have
multiple users accessing the platform without any knowledge of each other or access to their data.
Managing individual user permissions may be acceptable for some individual enterprises. However, at
the service provider level this would quickly become unmanageable. Therefore, Simpana® has created
the concept of roles with a common set of attributes and permissions. Service providers will create two
categories of roles within Simpana, which are described as follows:

¢ Cloud Service Provider Roles—Reserved for service provider administrative staff and created to
manage the overall service across all customers.

e Customer or Entity Roles—Designated to consumers of the service with common local data
permission, however restricted to their own data.

Typical roles restrict functional tasks such as backup and restore (including locations), as well as who
can access report or delete protected data. For a full list capability and permitted actions (otherwise
known as permissions) descriptions, refer to Simpana® User Capabilities and Permitted Actions or
Simpana® Capabilities and Permitted Actions by Feature.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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The end-user controlled laptops, servers, or virtual machines that require protection are designated as
clients within Simpana®. Agents are modules installed on clients to protect a specific type of data such
as the file system, database, or application. During agent installation, each agent is issued a SSL
certificate by the CommServe. This provides secure authentication and agent identification to prevent
possible data breaches through spoofing. It does this by using more common username-password agent
authentication techniques by competitive solutions.

Client Computer Groups

Policies

Storage Policy

The power of Client Computer Groups provides the service provider administrator the flexibility to
group resources by a multitude of parameters. Groups can be automatically updated as new or existing
clients meet the designated criteria (known as Smart Client Computer Groups). Typical Client Computer
Group use cases for service providers are:

e (Customers

e Service Plan

e Waiting Room for new, but unauthorized client

e Hostname

e Operating System

¢ Network configuration (IP address or firewall rules)
¢ Installed Application or Agent

Simpana® can reduce the administration of Client Groups through a rule based automatic assignment
approach called Smart Client Computer Groups. To view a full listing of rules that can be set for Smart
Computer Group, refer to Simpana® Smart Client Groups.

Managing your data management environment at the individual user or single tenant level would quickly
become unmanageable, therefore using a policy-based approach is critical for scaling. Simpana® has
two types of policies that can be applied with fine granularity or broadly for rapid changes:

e Storage Policies—define where data should be protected, how many copies and for how long

¢ Schedule Policies—when data should be protected

Storage Policy directs data and its secondary copies to a specified storage target, level of protection, and
defines the retention period. The power of Storage Policies can group or segment data in a public or
private categories, which provides flexibility depending on Service Offering defined to tenants. Through
the use of Storage Policies some tenants can share a storage target to optimize service cost, whereas some
tenants may have a dedicated data target per tenant for privacy requirements. Both examples can be
provided within a single instance of the Simpana® data management platform. Commvault significantly
differentiates itself as a multi-tenant leader because of the granularity that a Storage Policy can be
associated:

e Tenant

e Sub-tenant
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e Service plan
e Application group
e Data type

Each of the Storage Policy association examples can be specified and applied at the Client Computer
level (usually a tenant), which reduces the overall administration. Storage Policies can even be
associated to a sub-client (more commonly known as a partial set of data) covering those “one-off”
customer requests.

Schedule Policy

Maximizing resource utilization is important to service providers and Commvault can intelligently
schedule jobs to keep resource at top utilization to achieve data protection goals. Commvault provides
the ability to set the timing of a job to start, which in most cases is a data protection job (such as backup
or archiving). Similar to Storage Policies, Schedule Policies can be associated at a very granular level
depending on the service provider’s offerings and tenant’s demands:

e Tenant
e Sub-tenant
¢ Service plan
e Application group
e Data type
Highlighted below are some common service provider examples of schedule policies:
e Time Slot—a specified window of time when a job must start
e Start Time—an exact time for the job to begin

Commonly, tenants will request a specific start time (or window) when jobs should start. Schedule
policies provide the facility for service providers to offer that option to their tenants, which can be a
service uplift (ie. chargeable) or value add to a tenant.

Data Mover (a.k.a media agent)

Within Simpana® software the data mover is known as the Media Agent, where clients send their data
and the Media Agent moves it to the storage target. The Storage Policies direct the Media Agent to which
storage target should be used per job, which can be shared among many tenants or dedicated to a single
tenant. To provide the service provider with the highest level granularity and flexibility, Media Agents
can have multiple Storage Polices running simultaneously with almost any variety of configurations.
Simpana Media Agents can be configured many ways for multi-tenancy and the following are the most
common:

e Private—Dedicated hardware with the Media Agent dedicated to a single tenant, which can have a
dedicated or shared CommServe managing it.

¢ Multi-instance—Single physical hardware with multiple images of the Media Agent software
running at once. The service provider can satisfy private requirements and drive up hardware
utilization.

e Public—Shared among multiple tenants.
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Note  Simpana deduplication database (DDB) can be isolated to a single tenant or can be shared among
multiple tenants in a Public configuration.

Networking
Simpana® has extensive networking configuration options to best meet a service provider’s needs as
shown in Figure 3-11.
Figure 3-11 Simpana Network Configuration Options
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First, from a security perspective Simpana® utilizes certificate based authentication between Simpana®
components and client computers. This protects against a variety of networking attacks such as spoofing.
Secondly, Simpana® provides the ability to have a dedicated interfaces or shared networking interfaces
among networking configurations with Data Interface Pairs (DIP). Refer to Commvault Books Online
for Simpana® Data Interface Pairs details.
Firewalls

Firewalls provide security by blocking unauthorized access to networked computing and
communications resources. Internet Protocol (IP) ports are configured in firewalls, permitting specific
kinds of information to flow to and from opened IP address:port combinations, in specific directions (in,
out or both). Firewall functionality is most often provided by either a stand-alone network appliance, or
firewall software running on a general-purpose computer.

Simpana® can insert firewall rules per client allowing for tenant segregation and custom network
configuration. This firewall feature provides the ability offer multiple network configurations per
CommCell instance. CommCell components separated by a firewall must be configured to reach each
other through the firewall using connection routes. Once configured, they can communicate to perform
data management operations like backup, browse, and restore. CommCell components can be configured
to operate across:

e Direct Connections using port tunnels - Direct connection with port restrictions is a setup where at
least one of any two communicating computers can establish a one-to-one connection towards the
other on specific ports. Three different types of direct connections, Client to CommCell, CommCell
to Client, or Two way, as show in Figure 3-12.
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Figure 3-12 Direct Connection— Two Way
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e Port-forwarding gateways - There are cases where direct connectivity setups do not work. Consider
the case of the CommServe and MediaAgent being located inside a company’s internal network,
with the entire network being exposed to the outside world through a single IP address. Typically,
this IP address belongs to a firewall or gateway that works as a NAT device for connections from
the internal network to the outside. In scenarios like this, you can establish port forwarding at the
gateway to forward connections coming in to specific ports to machines on the internal network that
are mapped to those ports. You can then configure the client to open a direct connection to the
port-forwarder’s IP address on a specific port to reach a particular internal server. This creates a
custom route from the client towards the internal servers. Figure 3-13 shows a client connecting to
the CommServe and MediaAgent computer through a port-forwarding gateway setup.

Figure 3-13 Port-Forwarding Gateway
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¢ The perimeter network (also known as a DMZ) using a Simpana proxy - Simpana proxy is a special
proxy configuration where a dedicated iDataAgent is placed in a perimeter network and the firewalls
are configured to allow connections (from inside and outside networks) into the perimeter network.
The proxy, which is the agent running in the perimeter network authenticates, encrypts, and proxies
accepted tunnel connections to connect the clients operating outside to clients operating inside. The
Simpana proxy acts like a Private Branch Exchange (PBX) that sets up secure conferences between
dial-in client calls. With this setup, firewalls can be configured to disallow straight connections
between inside and outside networks. Figure 3-14 shows a perimeter network setup where a client
from outside communicates to the CommServe and MediaAgent operating in an internal network
through the Simpana proxy.
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Figure 3-14 Commvault Simpana Web Proxy
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e HTTP proxies (including WiFi connections)—Consider the scenario where you are in a public
location like a coffee shop, airport, hotel, or other such remote locations where Internet access is
using public WiFi through a HTTP proxy. If you are a roaming user who travels frequently, you
might operate the software in this scenario.

¢ Any Combinations of the methods listed above.

The firewall service is not restricted by a specific network configuration and can be tuned as an example
per:

e Tenant
e Sub-tenant
e (Client

Refer to Books Online for more information on Commvault firewall configuration.

Proxy

Proxies are an important component of service providers network security configuration to reduce the
number of ports opened and provide secure data transfer between service provider and tenant. Simpana®
offers two proxy configurations and within a single CommCell deployment both configurations can be
used:

Private
¢ Dedicated proxy to the tenant

e Located at the customer or service provider’s site
e Prevents the tenant’s infrastructure from being Internet facing

e CommServe and Media Agent are Internet facing

Shared Proxy
¢ Single proxy with multiple tenants pooled together

e Located in the service provider’s DMZ

e Prevents the service provider’s infrastructure from being Internet facing

Network Bandwidth

Oversubscription of network resources is common place among service providers and the ability to
throttle is crucial for network management. Simpana® has two available options to perform network
throttling:
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Encryption

Reporting

e Relative—% of available send or receive
e Absolute—fixed amount send or receive

More interesting for service providers is the ability to assign or even schedule network throttling through
a policy based approach:

e Tenant

e (Client or Client Group

e MediaAgent

¢ Copy jobs local or remote
e Based on IP range

For more information on Network Bandwidth information refer to Books Online.

For a networking perspective, data can be encrypted from end-to-end from at the source as well as
in-transit. Simpana® allows service providers to define encryption keys per tenant, which is discussed
in more detail in the Data Level Security section.

For more information regarding Commvault encryption configuration options refer to Books Online.

Simpana® has a robust reporting facility to show real-time and historical trending reports depending on
the service provider and tenant needs. Simpana® extends user and group attributes to reporting by
embedding filtering by permission set. For example, a tenant could run a capacity report, however the
report view would be limited to resources assigned to that tenant. Assigning and grouping tenant
resources can be accomplished in many ways and for more information refer to the user management
section of this report.

Service providers can assign permissions at a report level basis. For example, a service provider could
have a whole portfolio of reports and only publish certain reports subscribed to by tenants or even users.

Commvault has a service to build custom reports that are multi-tenant enabled through the
Personalization Service.

For more information on the Personalization Service refer to Books Online.

Graphic User Interface (GUI)

Simpana® offers two distinctly different GUI’s from a service provider perspective:

¢ Administration—Creating policies, assigning duties user/groups, & associations to a permissions,
and other tasks

¢ Consumption—Viewing and executing tasks that have been delegated to a user, group, or tenant
The two Simpana® GUI interface are:
1. CommCell Console
— Advanced administration
— Advanced recovery requirements

2. Web Console
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— View only what you own (client owner)
— View only what has been assigned (group privileges)

— End-user self-service for basic recovery options

Commvault Simpana® has many security features included in the software, which have evolved and
been refined over the past 20 plus years. Throughout the document there have been several discussions
of security related topics. There are three specific security features relating to multi-tenancy not
discussed previously:

¢ Client Owner—special permission set enabling administrator like privileges restricted to a specific
client object

e Enabling Privacy (Client side)—restricts the administrators abilities to perform tasks on a specific
client without a passphrase

e Data Level Security—various levels of data security from client, target, and in-transit

Client owner is a special permission for a user limited to a particular object, usually a single or group of
clients. For example, a tenant has been assigned Client Owner permissions to a server where the tenant
would have administrative like privileges which would be limited in scope to that server. Included in the
Client Owner permissions is access to the Web Console GUI, where the tenant would only view resource
where Client owner was assigned.

Some tenant may require additional security and assurances their privacy is being appropriately
controlled in a multi-tenant environment. Simpana® has an additional privacy feature that can be
enabled where a password will be required to certain tasks such as:

e View or browse data
e Restore data

The tenant would create and manage password, which would essential lock-out the service provider from
performing certain tasks or viewing data. This feature is not enabled by default in Simpana® and the
service provider would have to configure the options in Simpana® before being available to tenants.

For more information on Enabling Privacy refer to Books Online.

As described in the Clients section (under Management Server), the CommServe generates an SSL
certificate when new clients join the environment to provide an extra level of security ensuring no
spoofing or rogue access to data. Simpana® provides three levels of encryption:

¢ Source Side—Encrypt at the agent
e Target Side—Encrypt it before you write it to storage (ic media agent)
¢ Transit—Encrypt at source, decrypts before written to storage

Service providers can enable or disable the three types of encryption at:

e Tenant

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m


http://documentation.commvault.com/commvault/v10/article?p=products/web_console/config_adv.htm#Configuring_Privacy

Chapter3  Design Overview |

Bl Commvault Architecture/Design Considerations

e Client

e Storage policy
e Storage array
e Off-site copy

For more information on Simpana standard ciphers and FIPS certifications refer to Books Online.

Operational Workflows

The goal of a BaaS is to provide protection to the customer’s data while removing the IT overhead and
providing the functionality customers are looking for, whether that is simple file protection across the
Internet or full application aware backups with local copies and copies in the cloud.

Commvault Platform

Commvault Simpana is a unique, comprehensive data management platform that allows Service
Provider to offer a number of different data related service offerings, (Protect/Restore, Archive/Retrieve,
Replicate/Recover/Sync, Index/Search) on a number of different platforms, (Physical, Virtual, Private
and Public Cloud), while providing the operational metrics required to offer reports to customers and
valid capacity planning, as well as open REST API to allow for Service Provider portal integration
(Figure 3-15).

Figure 3-15 Comprehensive Data Management Platform
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Simpana- Contentstore

Commvault Simpana’s policy based methodology allows a Service Provider to manage multiple

different types of data from multiple different platforms for multiple different customers efficiently and
securely. The Commvault Simpana Storage Policies act as a channel for backup and restore operations.
Its chief function is to map data from its original location to a physical media, in one or more locations.
The other function it servers is to determines how long the data will be retained at each given location.

Commvault Simpana allows for each Storage Policy to be configured with any number of Storage Policy
Copies. There are three different types of Storage Policy Copies.

1. Primary Copy—First copy Simpana receives from the client.
2. Snap Copy—Snapshot that still resides on the disk subsystem.

3. Secondary Copy—Another copy of the data generated from the Primary Copy already within the
Content Store.

There are two different types of Secondary Copies:

1. Synchronous Copy—Copy that contains all backup jobs (full, incremental, differential,
transaction log or archive job) are written to the primary copy
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2. Selective Copy—Allows for a specific full backup job to be copied from a source copy (either
the Primary or another Synchronous Copy) to another target copy.

It is the Secondary Copies that allow Commvault Simpana to distribute data to multiple locations
(logically or physically). Any MediaAgents that have connectivity between each other can pass
copies between themselves.

Commvault Deduplication

Commvault Simpana Deduplication provides an efficient method to transmit and store data by
identifying and eliminating duplicate blocks of data during backups. All data types from Windows,
Linux, UNIX operating systems and multiple platforms can be deduplicated when data is copied to
secondary storage. Deduplication allows the optimizes use of storage media by eliminating duplicate
blocks of data and reduces network traffic by sending only unique data during backup operations.

Deduplication works as follows:

1. A block of data is read from the source and a signature for the block of data is generated using hash
algorithm. Signatures are unique for each data block.

2. The signature is compared against a database of existing signatures for data blocks that are already
on the destination storage. The database that contains the signatures is called the Deduplication
Database (DDB).

3. If the signature already exists, the DDB records that an existing data block is used again on the
destination storage. The associated MediaAgent writes the index information and the duplicate data
block is discarded.

4. If the signature does not exist, the new signature is added to the DDB. The associated MediaAgent
writes both the index information and the data block to the destination storage.

During the deduplication process:

1. Two different MediaAgents roles are used. These roles can be hosted by the same MediaAgent or
different MediaAgents.

1. Data Mover Role—The MediaAgent has write access to disk libraries where the data blocks
are stored.

2. Deduplication Database Role—The MediaAgent has access to the DDB that stores the data
block signatures.

3. Data blocks can be compressed (default) and/or encrypted (optional).

4. Data block compression, signature generation, and encryption are performed in that order on the
source or destination host.

5. Signature comparison is done on a MediaAgent. For performance benefits, a locally cached set of
signatures on the source host can be used for the comparison. If a signature does not exist in the local
cache set, it will be sent on to the MediaAgent for comparison.

6. An object (file, message, document, and so on) written to the destination storage may contain one
or many data blocks. These blocks might be distributed on the destination storage. An index that is
maintained by a MediaAgent tracks the location of the data blocks. This index allows the blocks to
be reassembled so that the object can be restored or copied to other locations. The DDB is not
involved in the restore process.

Deduplication Uses

MediaAgent-side (Storage-Side) deduplication can be used when the MediaAgent and the clients are in
a fast network environment like a LAN. If used with the signature generation selected on the
MediaAgent computer, it will reduce the CPU usage on the client computers by moving the processing
to the MediaAgent.
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Source-side (Client-Side) deduplication can be used when the MediaAgent and the clients are in a
delayed or low bandwidth network environment like a WAN. It reduces the amount of data that is
transferred across the network and can be used for Remote Office backup solutions. For example, Laptop
Backup (DLO).

Global deduplication provides greater flexibility in defining retention policies when protecting the data.
Use global deduplication storage policies to consolidate Remote Office backup data in one location or
use this feature when data types like file system data and virtual machine data need to be managed by
different storage policies but in the same disk library.

The DASH Full (Accelerated Synthetic Full) Backup operations can be used to increase performance
and reduce network usage for full backups. The DASH Full is a Synthetic Full operation that updates the
DDB and index files for existing data rather than physically copying data like a normal Synthetic Full
backup.

DASH (Deduplication Accelerate Streaming Hash) Copy is a deduplication enabled storage policy copy
option used by an Auxiliary Copy job to send only unique data to that copy. DASH Copy uses network
bandwidth efficiently and minimizes the use of storage resources. DASH Copy transmits only unique
data blocks, which reduces Auxiliary Copy job volume and time by up to 90%. Use DASH Copy when
remote secondary copies can only be reachable on low bandwidth connections.

Commvault Client Protection

¢ The Commvault Simpana iDataAgents are the interface to the File Systems, Virtual Servers,
Applications and Databases that are protected in most environments today.

¢ File System iDataAgent

The File System iDataAgent provides unified data protection and recovery for file systems on any
number of currently available operating systems. The File System iDA is installed on each server
containing files that are requiring protection, allowing for the CommCell to schedule data protection
jobs. Point-in-time Recovery is available in the event of a serious disaster, as well as some number of
versions back for each file. Full System recovery capabilities are available via Commvault Simpana
1-Touch and single pass backup and archive job via Commvault Simpana OnePass.

Virtual Server iDataAgent for VMware

The Virtual Server iDataAgent (VSA) for VMware is used to integrate with the vStorage API for Data
Storage (VADP) to provide hypervisor image level backups from a single point of administration while
still being able to isolate customer data and report on their activities (Figure 3-16). The VSA for
VMware can be installed on a physical server outside of the VMware environment or it can be virtualized
within the VMware environment. Either way the CommServe will communicate with the vCenter server
and VADP to perform online full or incremental image backups, from which the full image can be
recovered or virtual disk or specific Guest Files can be restored.
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Figure 3-16 Virtual Server iDataAgent for VMware
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Virtual Server iDataAgent for Hyper-V

The Virtual Server iDataAgent (VSA) for Hyper-V is use to allow a Service Provider to provide
hypervisor image level backups from a single point of administration while still being able to isolate
customers data and report on their activities (Figure 3-17). The VSA for Hyper-V is a small agent that
is installed on one or more of the Hyper-V servers within the cluster. This agent allows for the
CommServe to work with Hyper-V and Volume Shadow Services (VSS) to perform online full or
incremental image backup, from which the full image can be recovered or virtual disks or specific Guest
Files can be restored.

Figure 3-17 Virtual Server iDataAgent for Hyper-V
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Application iDataAgent

There are multiple different Application iDataAgents available to assist with the data protection
requirements of virtually all of the most commonly used application and databases, such as Microsoft
Exchange, SQL Server, and SharePoint, Oracle RAC, DB2 or SAP. Each individual Application
iDataAgent is created to interface with the application’s or database’s APIs to utilize its own data
protection procedures, just directing the data to the Commvault MediaAgents and the storage attached
to those. Utilizing each application or database own data protection functionality allows the data
protection jobs to be application consistent, meaning the application can be paused and writes redirected
during the backup process. It also allows for the most recovery options for each application or database,
such as point-in-time recoveries with log replays for databases, entire SharePoint Farms or single
documents, or MSSQL Databases or a single table.
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CHAPTER

Implementation and Configuration

This chapter covers the implementation and design details configured during the testing phase of this
project. The testing process involved a number of functional, operational, and negative test cases applied
to each use case. This chapter does not include explicit details, like those found in a configuration guide
for deployment; instead guidance is given for deployment considerations and best practices, along with
links to documentation for installation, configuration, and troubleshooting.

Validation Environment

Figure 4-1 shows the scope of the lab environment used to cover all of the project’s use cases and
deployment scenarios. This lab environment is a subset of the CCA-MCP full architecture.

The validation environment consisted of three sites. Two of these sites were built to represent Cloud
Service Providers, Service Provider 1 (SP1) and 2 (SP2). The third site was built to represent the
Enterprise-class tenants. Each of these sites was connected over an IP cloud. The following sections give
details of the sites' architectures and their interconnectivity. The arrows in Figure 4-1 indicate the
direction of traffic for the three use cases, as follows:

¢ In-Cloud BaaS— is represented by the blue arrow from SP1 to SP2. The protection for Tenants 1
and 2 uses local backup retention in the SP1 Media Agents with remote backup data sent to the
Media Agents in SP2.

¢ Remote BaaS— is represented by the red arrow from Enterprise to SP1. The protection for Tenants
6 and 7 used local backup retention in the Enterprise Media Agents with remote backup data sent to
the Media Agents in SP1.

¢ Remote BaaS without Local Retention— is represented by the green arrow from Enterprise to
SP1. Without local retention the protection policy for Tenant 5 transmits all backup data the Media
Agents in SP1.

CCA-MCEP architecture provides a shared services network segment which is accessible by all tenant
VMs. CCA-MCP Infrastructure Foundation Guide Shared Services Access configuration section
provides the configuration details to setup shared services access. BaaS Commvault central
infrastructure components are placed in this shared services network, so it becomes accessible for
tenants.
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Figure 4-1 Lab Environment
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Solution Components

Table 4-1shows the components used during the validation testing

the CCA-MCP Architecture 1.0.2 infrastructure.

. Refer to component information for

Table 4-1 Solution Components
Function Component Version Notes
Networking e Cisco ASR 9000 Refer to CCA-MCP |CCA VSA 1.0 infrastructure used
e Cisco Nexus 7009, 7004 (7018 and 7010 Architecture in Cloud Service Provider site SP1.
not in SUT, but also valid options)
e Sup2E, F2E, Sup2
e F2-Series 1 and 10 Gbps Ethernet cards
e (Cisco Nexus 5548
e Cisco Nexus Fabric Extender 2248TPE
Services ASA 5585-X 9.2(2)4 Firewall in Cloud Provider Site
SP1.
Citrix NetScaler VPX Load Balancer 10.5 Build 54.9.nc |Load balancer in tenant workload
network.

] Cisco Cloud Architecture for the Microsoft Cloud Platform
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Table 4-1 Solution Components (continued)
Function Component Version Notes
Compute e UCS B200 M3 UCSM 2.2(1b) Used in all sites for hypervisor
e UCS 5108 chassis hosts, including Hyper-V, .
OpenStack, and VMware ESXi.
e UCS 2208XP I/0 module
e UCS VIC M82-8P
e 96GB DDR3 1600MHz
e UCS C240 M3S e BIOS:2.0.3.0 |Bare metal server for Commvault
e Intel Xeon E5-2630 (or 2620) dual e FW:2.0(3i) SCIVELS.
socket, 12 cores o VIC: 4.0(1¢) e CommServe in SP1 (CS-1)
e RAM: DDR3 1600MHz e MediaAgents in SP1 (MA-1,
e UCS VIC 1225 MA-2)
e LSI9271-8i Mega-RAID SAS HBA * Reporting Server in SP1 (RS-1)
e MediaAgents in Enterprise
Tenant 6 (MA-1, MA-2)
e UCS C3160 e BIOS:2.0.2a.0 |Bare metal server for Commvault
e Intel Xeon E5-2620 dual socket, 12 o FW:2.02¢) ﬁf?ﬁgems in SP2 (MA-1,
cores e VIC: 4.0(1b) '
e 128GB DDR3 1600MHz
e UCS VIC 1227
e Cisco RAID controller for C3X60
Storage EMC VMAX - Provides storage for hypervisor
hosts.
Virtualization Microsoft Hyper-V 2012 R2 Used in both Cloud Service
Provider sites and Enterprise
Tenant 5 site.
RHEL OpenStack Icehouse Used in Enterprise Tenant 6 site.
VMware ESXi 5.1 Used in Enterprise Tenant 7 site.
Cisco Cloud Services Router 1000V e JOS-XE Virtual router in tenant workload
03.13.01.S network.
e J0S 15.4(3)S1
Data Management |CommmVault Simpana V10 SP10 Single Unified Data Management
Platform

SP1 Site Overview

The SP1 site was built to serve as the primary service provider data center in this solution architecture.
It was integral in all of the use cases and replication scenarios.

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1

Cisco Cloud Architecture for the Microsoft Cloud Platform ]



Chapter4 Implementation and Configuration

W Vvalidation Environment

laaS Architecture

Cisco UCS

B-Series

The data center infrastructure for the SP1 site is based on CCA-MCP Architecture 1.0 The CCA-MCP
is a fully tested reference design that can be leveraged by enterprises and service providers to deploy an
infrastructure that is efficient, secure, resilient, agile, simple, and scalable.

The SP1 site used both UCS B-Series and C-Series compute hardware. The B-Series were used to deploy
the Microsoft Hyper-V environment, including the infrastructure and production Hyper-V hosts. The
C-Series were used to deploy the Commvault CommServer, MediaAgents, and Reporting Server.

The UCS B200 M3 servers were managed by the Cisco UCS Manager (UCSM) running release 2.2(1b).
Two Service Profile templates were created on the UCSM, one for the infrastructure (management) hosts
and one for the production tenant traffic) hosts. Both templates required certain BIOS settings to be
explicitly configured as required for Hyper-V installed on an Intel-based server. The Execute Disabled
Bit and the Virtualization technology (VT) settings were enabled in a BIOS policy that was referenced
in the Service Profile templates. In addition to the BIOS settings, the Adapter Policy was set to
“Windows”, and Fabric Failover was enabled.

Networking

For the infrastructure Hyper-V host, three of the four configured vNICs were used by the host to enable
connectivity to the host management, cluster, and live migration VLANs. None of the virtual machines
on the Hyper-V host required connectivity to these VLANs. On the UCSM, these VLANs were
configured to be the native VLANSs (untagged) on these vNICS and IP addresses were configured on all
of these interfaces via the Windows OS on the Hyper-V host. The infrastructure management VLAN101
was used by multiple virtual machines and was therefore connected to a logical switch through the
Infrastructure vNIC on the B200 M3. This allowed infrastructure management servers, such as Microsoft
System Center Virtual Machine Manager (SCVMM) and Active Directory, to connect into the
management VLAN.

Figure 4-2 shows the Service Provider 1 with the Hyper-V host infrastructure.

Figure 4-2 SP Site 1 Using Native Hyper-V Networking for Infrastructure Hyper-V Hosts
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’ LogSwitch-Infrastructure ‘
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LogNetwork-CVF-Mgmt

VMNetwork-VLAN101
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UCS B200 M3

For the production Hyper-V hosts, native Hyper-V networking was originally configured and then later
migrated to Cisco Nexus 1000V for Hyper-V. For the native Hyper-V networking configuration, six
VvNICS were configured in the UCSM Service Profile template.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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The management vNIC on the production hosts carried two VLANs which were used by virtual
machines on the hosts. A logical switch was configured to allow connectivity for the virtual machines
to VLAN13 and VLAN101. The Hyper- V hosts required an interface in the host management VLAN13,
so a virtual Ethernet interface was created in the Hyper-V logical switch via the Hyper-V Manager on
each of the Hyper-V hosts.

Two of the six configured vNICs were used by the host to enable connectivity to the cluster and live
migration VLANs. None of the virtual machines on the Hyper-V hosts required connectivity to these
VLANSs. On the UCSM, these VLANs were configured to be the native VLANSs (untagged) on these
vNICS and IP addresses were configured on these interfaces via the Windows OS on the Hyper-V hosts.

For the tenant traffic on the production Hyper-V hosts, a logical switch was created with two uplinks
teamed together at the Microsoft OS level and configured for fabric failover at the Fabric Interconnect
level. All twenty tenant VLANSs were configured to be carried on these vNICs on the UCSM with tagging
enabled. For each tenant, a logical network was configured and associated with only the VLANs that are
used by the tenant.

The sixth vNIC on the Hyper-V host was used for Commvault replication and DMZ traffic. A Hyper-V
logical switch was configured to allow virtual machines the needed access to the replication or DMZ
VLAN. Only the DMZ Web Proxy server had an interface in the DMZ, with all access to and from it,
restricted by the ASA firewall. Alternatively, the VLANs were included in the tenant uplinks.

Figure 4-3 shows Service Provider 1 using the Hyper-V host for production.

Figure 4-3 SP Site 1 Using Native Hyper-V Networking for Production Hyper-V Hosts
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UCS B200 M3

CCA-MCEP architecture utilizes native Hyper-V networking configuration for the production (tenant)
traffic rather than Nexus 1000v, however, this lab configuration was implemented with Cisco Nexus
1000V. The new logical networks, switches, and VLANs from the Nexus 1000V were associated with
the new vNICs and, once operational, the interfaces on the virtual machines were changed in the
SCVMM. The management VLANSs remained on the native Hyper-V networking. The configuration
details of the Nexus 1000V will be discuss in the Cisco Nexus 1000V section below.
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Figure 4-4 shows the Nexus 1000V logical network hierarchy.

Figure 4-4 Nexus 1000V Logical Network Hierarchy
New vNICs
=5 CVF1-BaaS-B200-M3-1 (cvfl-hyperv-1)
—fl iscSIwNICS
-~ vHBAS
=+l WNICs
(Hosts (192.168.13.x/24) VLAN 13 ) & e Custea
=il VNIC Data-2
" i~ VNIC Data-N1 <€
r{_ CVF Mgmt (192.168.101.x/24) VLAN 101 () CSR Uplinks (11.1.5.1/24) VLAN 25x £ i oaahz <€
4= VNIC LiveMigration-1
)=l vNIC Mgmt-1
(Cluster (10.5.1.x/24) VLAN 51 () Web Tiers (8.1.1.x/24) VLAN 2xxx ( e

((Live Mig (10.5.2.x/24) VLAN 52 () App Tiers (8.1.2.x/24) VLAN 2xxx ( DMZ (1053x/24) VLANS3 )

(Replication (10.5.5.x/24) VLAN 55 )

Data-N1 [ Data-N2 | [ Replication-N1 |

DB Tiers (8.1.3.x/24) VLAN 2xxx (H

‘ Mgmt ‘ ‘ Cluster ‘ ‘Live Mig‘

[ J I
Uplink-Data-N1kV . Uplink-Data-N1kV Uplink-Replication-N1kV
[2 Port-Channel P [2 2

[ :
LogSwitch-Mgmt | J LogSwitch-Replication-N1kV
(VEth: 192.168.13.8x/24) pocs oyl (VEth: 192.168.13.8x/24)
| T T T

1 1 1 I

LogNetwork-Hosts SegPool-Tenant1 SegPool-Tenant2 SegPool-Tenant5 SegPool-Replication
VMNetwork-VLAN13 - - -
Seg-VLAN251 Seg-VLAN252 Seg-VLAN255 Seg-VLANS3
Pro— Seg-VLAN2810 Seg-VLAN2820 Seg-VLAN2850 Seg-VLANSS
oghetwork-%Vi-iigm Seg-VLAN2811 Seg-VLAN2821 Seg-VLAN2851

VMNetwork-VLAN101
Seg-VLAN2812 Seg-VLAN2822 Seg-VLAN2852 LogNetwork-

Replication-N1kV

SegPool-Tenant6 SegPool-Tenant7
Seg-VLAN256 Seg-VLAN257
Seg-VLAN2860 Seg-VLAN2870
Seg-VLAN2861 Seg-VLAN2871
Seg-VLAN2862 Seg-VLAN2872
UCS B200 M3 LogNetwork-Data-N1kV %
&

Storage

Two vHBA interfaces were configured in the Service Profile template for the production Hyper-V hosts
to allow FibreChannel access to remote storage. Three LUNs were made available to the Hyper-V hosts,
1GB for the cluster quorum drive, 200GB for the first shared cluster volume, and a 2TB for the second
shared cluster volume. There were multiple paths between the vHBAs and the target LUNs, so MPIO
with the appropriate drivers for the storage must be configured in Windows 2012 R2. If MPIO is not
enabled, a target LUN will appear multiple times in Disk Management in the Windows OS.

C-Series

The UCS C240 M3 servers were tested running version 2.0(3d), and later upgraded to 2.0(31). The C240
M3 is managed by the UCSM or managed locally in standalone mode. Only the latter method supports
multiple RAID configurations, which was required on the Commvault MediaAgent servers. Therefore,
all of the C240 M3 were configured for standalone mode.

RAID Configuration

Figure 4-5 shows the physical drives that were used on the C240 M3 for the MediaAgent. There were
five physical drives available, three 380 GB SSD and two 285 GB HDD.
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Figure 4-5 Cisco UCS C240 M3 Physical Drives
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The HDDs were configured for RAID1 and used for the Windows 2012 R2 operating system and
MediaAgent software. The SSDs were configured for RAIDS and used for backup data. Figure 4-6
shows the M3 RAID configurations.

Figure 4-6 Cisco UCS C240 M3 RAID Configurations
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Networking

As for the network connections, the Commvault components were connected to the infrastructure
management via the LOM (LAN on Motherboard) and connected to the replication network via the UCS
VIC1225. A virtual Ethernet (vNIC) interface was configured and connected to the Nexus 5548 access
layer switch. For the SP1 site, the vNIC interface and the Nexus switchport were configured as access
switchports in VLANSS. Alternatively, the vNIC and Nexus switchport could be configured as trunk
interfaces with a native VLAN configured for VLANS5S. The latter approach was used in the SP2 site.

Note  During validation testing, an issue was discovered that impacted the C240 servers from receiving
broadcast packets. The issue was isolated to the VIC 1225 network driver in release 2.0(3d)
(CSCur44975) and was resolved in the VIC driver in release 2.0(31).
Microsoft Hyper-V

The Hyper-V cluster in the SP1 site was deployed on three B200 M3 blades to host the tenant and
Commvault virtual machines. An additional blade was deployed to run Hyper-V in a non-clustered
environment to host the infrastructure virtual machines. The following components were used:

Cisco Cloud Architecture for the Microsoft Cloud Platform
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¢ Windows Server 2012 R2—Datacenter version used for Hyper-V hosts, both Datacenter and
Standard versions used for virtual machines.

e Active Directory Server 2012—Used for authentication and DNS for the cluster.
e SQL Server 2012 R2—Used for the relational database.

e System Center Virtual Machine Manager 2012 R2—Used to manage the infrastructure and
virtual machines of the Hyper-V cluster.

¢ Failover Cluster Manager—Used to proof, create, and monitor the Hyper-V cluster.

e Hyper-V Server 2012 R2—Native hypervisor that enables virtualization of the x86-64 architecture.
Installed as a role inside of Windows 2012 R2.

~
Note  Configuration and management of the Hyper-V environment can be challenging and the

recommendation is to manage from the top down using SCVMM first, Failover Cluster Manager second,
and Hyper-V Manager last.

Creating the Hyper-V Cluster

Before the Hyper-V cluster was created, the following prerequisites were satisfied.
¢ A Windows Active Directory and DNS need to be available to the hosts.

e The Cisco UCS blades need to have Windows 2012 R2 Datacenter installed with Cisco VIC network
and storage drivers installed. Without the VIC drivers, the OS will not be able to recognize the
network and storage interfaces.

e [f multiple data paths exist between the server and remote storage, the Multipath I/O feature is
installed from Windows Server Manager and the MPIO driver for the storage vender is manually
installed, if not included in Windows already.

Refer to Cisco UCS B-Series Blade Servers Windows Installation Guide for installing Windows on the
Cisco UCS B-Series servers.

Once all the software and drivers were installed, basic configuration of the Windows OS was performed,
including time adjustments, Windows updates, adding to local domain, firewalls, and so on. Multiple
NICs were configured on the host; for example, the configuration interfaces in management were
configured as were the replication VLANSs (this is a minimal requirement).

From the Windows Server Manager interface, the Hyper-V and Failover Clustering features were
installed on all servers that were hosts in the cluster. With the new features installed, Windows Update
was used to load the available updates.

Storage configuration is dependent on the deployment environment, but there should be shared storage
available to all hosts via SCSI, FibreChannel, etc. A quorum (or witness) disk can be used for the quorum
configuration, which is a small LUN formatted for NTFS or ReFS. Large NTFS LUNs can be configured
as Cluster Shared Volumes (CSVs) to store virtual machines configuration files and virtual hard drives.
During the verification testing of this solution, several LUNs were created on a remote storage system
and made available to the Hyper-V hosts. This included a small volume (1 GB) that was used by the
cluster as a quorum drive, and two large LUNs (200GB, 2TB) that were used to store virtual machine
files and virtual hard drives.

Refer to Failover Clustering Hardware Requirements and Storage Options for hardware requirement and
storage options for failover cluster.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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On one of the servers, the Failover Cluster Manager was opened and the Create Cluster Wizard was used
to verify the servers. The wizard ran through multiple suites of tests to make sure that all networking,

storage, and other requirements were met before the cluster was actually created. If any issues were

discovered by the wizard, the issues were fixed, and the wizard was rerun. There were a large number
of online resources available to help resolve any of the many issues that may arise during the validation.

Note

There was one issue that was observed for which the fix was difficult to find. A shared disk used for the
cluster (originally formatted for NTFS) can show up as a RAW format on some hosts. There was a

persistent reservation on the disk and if formatting is attempted, it may display an error “the requested
resource is in use”. Refer to Microsoft Technet for details on command Clear-ClusterDiskReservation

-Disk <#> to resolve this issue.

When the validation passed, the cluster was created. A cluster name and virtual IP address were
configured and registered in the local Active Directory and DNS server. By default, all available storage
was added to the cluster with the smallest shared volume used as the quorum disk.

Configuration changes and monitoring of the failover cluster was done from the Failover Cluster

Manager on any of the hosts in the cluster.

Figure 4-7 shows the Failover Cluster Manager window.

Figure 4-7 Failover Cluster Manager
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System Center Virtual Machine Manager

SCVMM is the central management interface for the Hyper-V virtualized data center. It can be used to
configure and manage the Hyper-V hosts, networking resources, and storage resources to deploy virtual
machines and services in a private cloud. SCVMM consists of the following components:

VMM Management Server—Server that runs the VMM service, which processes commands to
control the VMM database, library server, and hosts.

VMM Database—Microsoft SQL database used to store configuration information (for example,
virtual machines and service templates).

VMM Console—The user interface into the VMM server.

VMM Library—The library server hosts shared folders that are used as a repository for virtual hard
disks, ISOs, templates, profiles, etc.).

VMM Command Shell—Windows PowerShell with VMM cmdlets.

VMM Self-Service Portal—Optional website to allow restricted access to cloud resources.

SCVMM can be deployed on a physical server or as a virtual machine. A SCVMM virtual machine
deployed in a Hyper-V cluster would provide high availability and it could be deployed inside a cluster
that it will manage. Once deployed, new Hyper-V hosts and clusters can easily be added to the SCVMM
with all host, storage, network, and VM information for the host and/or cluster available via the
SCVMM.

Native Hyper-V Networking

In SCVMM, logical networks were created to associate multiple VLANS into groups. For example, in
the verification testing of the solution, a logical network was created for the management VLANSs, each
group of tenant VLANs, and the Commvault replication VLAN. Figure 4-8 shows the logical network
for Tenant 1, which associates the CSR 1000V uplink (VLAN 251) with the three tiers for web,
application, and database (VLAN 2810-2812).

Cisco Cloud Architecture for the Microsoft Cloud Platform
m. Backup as a Service Implementation Guide, Part: CCAMCP1-1



| Chapter4 Implementation and Configuration

Validation Environment

Figure 4-8 SCVMM Logical Network Sample
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Once the logical networks were configured, uplink port profiles were created and associated with the
logical networks. The uplink port profile was configured to allow select VLANS to be received and
forwarded across an uplink. For example, in the verification testing of the solution, uplink port profiles
were created for the management uplink, the data uplink for tenant traffic, and the replication uplink for
the Commvault traffic. Figure 4-9 shows the port profile to the tenant data traffic, which includes all
tenant logical networks.
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Figure 4-9 SCVMM Uplink Port Profile Sample
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Next, logical switches were created on the Hyper-V hosts to provide an access layer for the virtual
machines. The logical switch must be associated with the correct uplink port profile, which in turn
associates the correct logical networks. For example, in the verification testing of the solution, three
logical switches were created, one for management, one for all tenant data traffic, and one for
Commvault replication traffic. In Figure 4-10, the logical switch for the tenant data traffic was
associated with the uplink port profile for tenant traffic.
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Figure 4-10 SCVMM Associating Logical Switch with Uplink Sample
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Next, the virtual machine networks were created with references to the logical network and VLAN. The
VM Network was associated with the virtual machines to provide the desired access to the data center
network (Figure 4-11).
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Figure 4-11 SCVMM Virtual Machine Network Sample
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Now that the virtual networking is configured, the logical switches can be associated with the Hyper-V
hosts. Figure 4-12 shows an example of the SCVMM host virtual switch.
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Figure 4-12 SCVMM Host Virtual Switch Sample
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To provide network access to a VM, the VM properties were configured from the SCVMM. Under
Hardware Configuration, a new network adapter created or an existing one was selected and the
appropriate VM network was specified. The VLAN ID and Virtual switch also need to be selected from
the dropdown menus. Figure 4-13 shows the SP1 Tenantl CSR 1000V properties.
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Figure 4-13 SCVMM Virtual Machine Network Properties
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Refer to Cisco Unified Computing System with Microsoft Hyper-V Recommended Practices and
Microsoft Technet Library - System Center Virtual Machine Manager 2012 for details on deploying
Microsoft Hyper-V on the Cisco Unified Computing System.

Resource Reservation for Commvault VSA

For a Hyper-V deployment the Virtual Server Agent is installed directly on the host blade. This does not
need to be installed on all blades in a cluster, but at a minimum there should be two for redundancy. The
VS A monitors traffic from all VMs hosted in the cluster and performs backup and restore operations in
conjunction with the Media Agent and CommServ Manager servers. Since the agent is loaded directly
on the host, it can compete for resources with the VMs hosted on that blade. There are default resource
reservations for a Hyper-V host, but they are minimal and not sufficient to ensure adequate operation.

The B200 M3 blades have 2 CPUs, a total of 16 cores and 32 threads. These resources are displayed as
32 logical processors under the Hyper-V Host>Properties>General tab.

] Cisco Cloud Architecture for the Microsoft Cloud Platform
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Figure 4-14 Hyper-V Host System Information
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Under the Reserves window you need to check the box to ‘Override host reserve settings’. In this

solution, the following resources were reserved for hosts cvfl-hyperv-2 and cvfl-hyperv-3 in Cloud

Service Provider SP1 (Figure 4-15).
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Figure 4-15 Hyper-V VSA Resource Reservations
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Refer to Commvault documentation for more information regarding VSA requirements.

Cisco ASA 5585 Firewall

In this system solution, the ASA 5585 is used as a perimeter firewall to provide access to the Commvault
Web Proxy Server located in a DMZ and restricted access to the internal backup network in Cloud
Services Provider SP1. The ASA is configured in a routed, multi-context mode with active/backup
failover configured.

The DMZ Commvault web proxy server is used to allow customers Self Service Backup and Recovery
Services without direct access to the inside backup network. The ASA is configured to allow access from
outside sources to the web proxy server through a restricted set of ports. From the DMZ only Web Proxy
originated traffic is allowed to access the internal Commvault components on the inside network. The

DMZ subnet is configured with private IP addressing, so static NAT is configured to provide access to
outside sources.

Communication is required between the Commvault components from different CSP locations
connecting to the inside backup network behind the ASA firewall. Traffic originating from these
locations over MPLS, or other methods, are allowed bi-directional communication through the ASA to
the internal Commvault components.

The replication and Commvault management traffic routes to the inside backup network in CSP1
through the ASA from a backup VRF created on the ASR 9000. The ASR is configured using
Import/Export route descriptors (RD) to learn these routes, along with static routes to and from the ASA.
Tenant VRF specific routes are also shared for instances of when a specific server (SQL, etc.) is selected
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for backup and needs to communicate directly to the Commvault components on the inside network. An
alternate solution could have the server communicate with the DMZ Proxy server instead of directly to
the internal backup network.

Figure 4-16 shows these traffic streams.

Internet User is not allowed access to the Commvault components, so it uses the DMZ Web Proxy
to manage Backup and Restore operations.

The DMZ Web Proxy server acting on behalf of the Internet users is allowed to communicate with
the internal Commvault components, providing a layer of separation and security.

Enterprise traffic both management and data replication needs bi-directional communication with
the internal Commvault components. This traffic routes over a L3VPN/MPLS cloud, through the
Backup VRF on the WAN router to reach the ASA Firewall, which has a local interface to the
internal backup network.

For administrators in Tenant 1 or for application servers running the iDA agent, these communicate
with the internal backup network through the Backup VRF, which includes the backup network and
private tenant routes.

If including the private tenant routes is not desirable in the Backup VRF, communication can be
achieved through the same path, but through the DMZ Web Proxy. This flow is not depicted in the
illustration.

Figure 4-16 Traffic Flows Through ASA Firewall
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Cisco Cloud Services Router (CSR) 1000V

Beginning with Cisco IOS XE Release 3.128S, the Cisco CSR 1000V supports installation on the
Microsoft Hyper-V hypervisor using Windows Server 2012 R2. The Cisco CSR 1000V installation on
Microsoft Hyper-V requires the manual creation of a VM in Hyper-V and then installing the CSR
software using a vDVD mapped to the CSR ISO image file. The amount of resources required for the

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m



Chapter4 Implementation and Configuration

Validation Environment

CSR depends on the licensed feature set and throughput requirements. For the validation testing, five
virtual interfaces were configured, one for management, one for the uplink in the access layer, and three
for the tenant workloads (web tier, app tier, and database tier).

A separate CSR 1000V instance was deployed for each of the four tenants in the SP1 site that use
Hyper-V or VMware ESXi hypervisors. The CSR 1000V did not support the OpenStack environment.
The CSR 1000V was configured as the gateway for each of the VLANs used in the tenant workloads.
This included the web, application, and database VLANs for each tenant. Since Layer 3 connectivity was
used between the tenant CSRs at each site, unique IP subnets were configured to enable proper routing
between sites. The CSRs used BGP routing to learn IP subnets connected to the remote site’s CSR.

Remote BaaS enterprise tenants (Tenants 5 and 7) used an [Psec tunnel between the CSR 1000V in the
SP1 site and another tenant-specific CSR 1000V at the Enterprise site. The tunnel provided secure
communications between the workload VLANS at each site. For the In Cloud BaasS tenants (Tenants 1-2),
an [Psec tunnel was not configured since the network path between the sites was considered secure.

Caveats

When the Cisco CSR 1000V is installed on a Microsoft Hyper-V cluster, the interface numbers can
change after a Hyper-V host failover event to a new host server or live migration. In both cases, the
condition is not seen until after a reboot. The following steps can be taken to mitigate this issue:

1. Prior to executing a live migration enter the clear platform software vnic-if nvtable command.

2. The command can also be successful if executed after the failover, but only before the config is
saved or the VM restarted.

3. Configuring static MAC addresses for the network interfaces.

In the event that the interfaces have been renumbered and the IP addressing is removed, the following
steps can be used to recover.

1. Execute clear platform software vnic-if nvtable command.
2. Copy saved config to startup config.
3. Reboot the CSR.
Refer to the following links for details of the Cisco CSR 1000V Series Cloud Services Router:
e Cisco CSR 1000V Series Cloud Services Router Release Notes
e (SR 1000v Series Cloud Services Router Software Configuration Guide
¢ Installing the Cisco CSR 1000V in Microsoft Hyper-V Environments

Cisco Nexus 1000V

Cisco Nexus 1000V Series switches provide a comprehensive and extensible architectural platform for
virtual machine and cloud networking. These switches are designed to accelerate server virtualization
and multitenant cloud deployments in a secure and operationally transparent manner.

In this solution, the Nexus 1000V is deployed as a distributed virtual switch running version
5.2(1)SM3(1.1) and integrates with Microsoft SCVMM 2012 R2 to allow deployment of virtual
machines and to manage virtual networking.

This section is a high-level overview of the steps executed to install and integrate the Nexus 1000V into
the test topology. The overview is based on the steps used in this validation project and are not meant to
be a complete set of steps for installation.

Refer to Cisco Nexus 1000V Install and Upgrade Guide for installation details.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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To reduce complexity in CCA-MCP architecture, Nexus 1000V was replaced with the native Hyper-V
virtual switch later in the design. However, this BaaS Commvault lab testing stayed with the N1kv
component.

Installation Files and Template

When installing the SCVMM components, the referenced filename for the MSI file is incorrect for this
release. For this step, execute the Nexus1000V-NetworkServiceProvider-5.2.1.SM3.1.1.0.msi file from
the <zip package>\VMM directory on the SCVMM server.

The VEM software is a MSI file that needs to be copied (do not execute) into the following location on
the SCVMM server: C:\ProgramData\Switch Extension Drivers. By default, the directory
C:\ProgramData is hidden.

VSM Installation

In the Configured Hardware window you can either leave the Availability to Normal or set it to High. In
this deployment active and standby VSMs were configured using Nexus 1000V high availability on a
standalone Hyper-V host. Preferably two hosts should be used when configured in this manner to prevent
a single point of failure.

If the VSMs are deployed in a Hyper-V cluster the availability mode should be set to High, which allows
Hyper-V to spawn a replacement VM on another host if the original one should fail. It is important that
both VSM VMs do not reside on the same Hyper-V host, so that service can be restored much faster than
through the Hyper-V HA feature. To ensure this separation use an anti-affinity class. Some important
items are:

e The VSM template installs three network adapters. In the Select Networks window choose the
management network that is shared between the hosts and VSM for all three interfaces.

¢ Inthe Add Properties window, select Always turn on the virtual machine, then configure Delay start
up 30 seconds, Turn off virtual machine, and Exclude virtual machine from optimization actions.

e After the VSM boots and the initial configuration applied you should unmap the VSM .iso image
from the Virtual DVD drive.

After completing these steps, you are prompted to log into the VSM. Access the VSM via SSH using the
IP address configured in the VSM installation section. The following objects need to be created on the
VSM:

e Logical Network

e Network Segment Pool

e [P Pool Template

e Network Segment

e Virtual Ethernet Port Profile
¢ Ethernet Port Profile

e Network Uplink

Logical Network—A single logical network could be configured, but in this solution two were created;
one for the Commvault replication traffic and the other for tenant data traffic. This is imported into the
SCVMM under Fabric>Logical Networks.

nsm logical network LogNetwork-Replication-N1kV

nsm logical network LogNetwork-Data-N1kV
Network Segment Pool — Is a container for all of the Network Segments that are created for each VLAN.
The Network Segments link to this pool and it links them to the appropriate Logical Network.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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nsm network segment pool NetSegPool-Tenantl
member-of logical network LogNetwork-Data-N1kV

IP Pool Template—Create an IP address pool for each VLAN. These are the IP addresses that could be
dynamically assigned to your VMs, if you are using the SCVMM for automation. Though we did not
dynamically assign these IP addresses, values must be configured; otherwise the Nexus 1000V will not
integrate properly with the SCVMM. If you are using overlapping IP address space for private tenant
networks, the same IP Pool Template can be imported into multiple Network Segments.

nsm ip pool template IP-Pool-Web-Tier
address family ipv4
network 8.1.1.0/24
ip address 8.1.1.200 8.1.1.201
default-router 8.1.1.1

Network Segment—A Network Segment needs to be created for each VLAN and made a member of the
appropriate Network Segment Pool. The ipsubnet command must be configured first and match the
network configured in the imported IP Pool Template.

nsm network segment type vethernet NetSeg-VLAN2810
switchport access vlan 2810
member-of network segment pool NetSegPool-Tenantl
ipsubnet 8.1.1.0/24
ip pool import template IP-Pool-Web-Tier
switchport mode access
publish network segment

nsm network segment type vethernet NetSeg-VLAN2811
switchport access vlan 2811
member-of network segment pool NetSegPool-Tenantl
ipsubnet 8.1.2.0/24
ip pool import template IP-Pool-App-Tier
switchport mode access
publish network segment

Virtual Ethernet Port Profile—To apply policies to the VMs, create a port-profile for them. This
port-profile is not used for access, but as a collection of policies. Apply service policies for QoS or to
bind a service, such as a VSG. Examples are displayed below, but were not used in verification testing.

port-profile type vethernet T1-APP
no shutdown
state enabled
publish port-profile
port-profile type vethernet T20-2011
service-policy input tenant-vm-gos
org root/PT20
vservice node Extended-PT20 profile PT20-Profile
no shutdown
state enabled
publish port-profile
port-profile type vethernet All-TENANTS
no shutdown
state enabled
publish port-profile

Ethernet Port Profile—An Ethernet port profile is created to apply any needed policies to the Network
Uplink. This profile needs to be imported into the NSM Network Uplink configuration shown in the next
step. If none is created a default policy is automatically imported into the Network Uplink. Below is an
example of an uplink port profile with egress QoS marking applied. In verification testing, the default
port profile was used.

port-profile type ethernet N1KV-Uplink-Policy
service-policy output hyperv-egress-remark

Cisco Cloud Architecture for the Microsoft Cloud Platform
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channel-group auto mode on mac-pinning
no shutdown
state enabled

Network Uplink—This is used as the uplink from the host when the virtual switch is created. Each
uplink is configured to allow certain segment pools. The allow network segment pool command tells
SVCMM that these segments are allowed out this uplink. This is needed for the host to see the segments.
If an Ethernet Port Profile is created, then it needs to be imported here; otherwise it uses the default
profile.
nsm network uplink Uplink-Data-N1kV

import port-profile uplink network_default_policy

allow network segment pool NetSegPool-Tenantl

allow network segment pool NetSegPool-Tenant2

allow network segment pool NetSegPool-Tenant5

allow network segment pool NetSegPool-Tenant6

allow network segment pool NetSegPool-Tenant7

publish network uplink

After the Nexus 1000V configuration is complete a communication channel needs to be configured to
integrate the switch into the SCVMM. Follow the steps in the Connecting SCVMM to VSM section of
the Cisco Nexus 1000V Install and Upgrade Guide.

The following section discusses steps necessary to apply the Nexus 1000V configuration to the Hyper-V
hosts and VMs.

¢ Create Logical Switch (Figure 4-17)
e Create VM Networks
e Add Virtual Switch to Hosts
e Assign VM Networks to VM network interfaces
On the SCVMM, under Fabric>Networking>Logical Switches create a Logical Switch.
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Figure 4-17 Logical Switch Creation
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In the Extensions window leave the Microsoft Windows Filtering Platform checked and select the Nexus

1000V Forwarding extension (Figure 4-18).

Figure 4-18 Logical Switch Extensions
o) LogSwitch-Data-N1kV Properties -
General Choose the extensions you want to use with this logical switch
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Virtual Port MName | Extension Type | Extension Manager Viove Up
[] Micresoft NDIS Capture Monitoring N/A Meve Do
Microsoft Windows Filtering Platform  Filter /A e
ovfl-NTkV-1 Forwarding ovfl-M1kV-1 %

In the Uplink window, under the Uplink port profiles section, add the NSM network uplink that was
configured on the Nexus 1000V. All of the network segment pools that were allowed will show up under

the Network Sites column.
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The vNIC interfaces from the UCS host will be linked to the Logical Switch when a new Virtual Switch
is configured at the Hyper-V host level.

Note = The Uplink mode must be set to Team even if only one interface is configured.

Figure 4-19 Logical Switch Extensions
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In the Virtual Port window perform the following:

~

Note  Steps 1- 4 are represented by arrows and the remaining steps use highlighted boxes.

1. Click on Add to include a virtual port.

Click on Browse to open the Port Profile Classification window.

Click on Create Port Classification to create one.

Type in a name and click Ok.

In the Add Virtual Port window browse and select the port classification that was created.

Select the Nexus 1000V that was created.

NS o &~ w DN

Select a port profile (vEthernet port profile) if one was created. If not, a defaultAccess profile will
exist.

8. Hit Ok and Finish to complete the Logical Switch configuration.
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Figure 4-20 Logical Switch Creation
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VM Networks now need to be configured. These are created under VMs and Services>VM
Networks>Create VM Network.

1. Name the network and select the Logical Network that was configured through the Nexus 1000V
CLI.

2. Select the Nexus 1000V instance that was created.

3. For Isolation Options click on Specify an Externally Supplied VM Network and use the pulldown
arrow to select a Network Segment that was created through the Nexus 1000V CLI. Only the
segments that are assigned to the Logical Network in Step 1 are available and as they are chosen,
they are removed from the selection list.

4. Hit Next and then Finish.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Figure 4-21 VM Network Creation
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A new virtual switch needs to be added to each host in the cluster. This connects the Nexus 1000V to the
host blade by installing the VEM software. From the VMs and Services>All Hosts, right click on the
Host>Properties>Virtual Switches and then proceed with the following steps.

1. Click on New Virtual Switch>New Logical Switch.
2. From the pulldown arrow select the Logical switch that was created in prior steps.

3. Click on Add to include all of the vNICs that are configured from the UCS for this host blade and
Virtual switch to use. For the Data Uplink there are two interfaces.

4. Select the Uplink Port Profile from the pulldown. Only the NSM Network Uplinks that were created
through the Nexus 1000V CLI will be available.

5. Click Ok to save the Virtual Switch configuration.
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Figure 4-22 Host Virtual Switch Config
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Once the configuration job for the Virtual Switch is complete, the VEM software has been automatically

downloaded to the host and shows up as a module on the Nexus 1000V

cvil-N1kVv-1# show module

Mod Ports Module-Type Model Status

1 0 Virtual Supervisor Module Nexus1000V active *

3 288 Virtual Ethernet Module NA ok

4 288 Virtual Ethernet Module NA ok

5 288 Virtual Ethernet Module NA ok

Mod Sw Hw

1 5.2(1)SM3(1.1) 0.0

3 5.2(1)sSM3(1.1) Windows Server 2012 R2 - Datacenter (6.3.9600, 6.40)
4 5.2(1)sM3(1.1) Windows Server 2012 R2 - Datacenter (6.3.9600, 6.40)
5 5.2(1)sM3(1.1) Windows Server 2012 R2 - Datacenter (6.3.9600, 6.40)

Create the Virtual Switch on all of the hosts in the cluster before assigning VM Networks to a VM’s
interfaces. To use network resources from the Nexus 1000V, click on Hardware Configuration under the
VM’s Properties page. Then perform the following steps.

1. Click on Connected to VM network and browse for the correct selection. This will fill in the
selection for VM subnet using the Network Segment that is configured on the Nexus 1000V.

2. Ifthe Enable VLAN is active, select it and verify that the VLAN is correct.

3. The Logical switch will be filled in. Make sure that the information is accurate.

4. The Classification field will be empty. You must select an entry for proper operation. Choose the
Classification that was created in earlier steps.

5. Click Ok to save the change.

] Cisco Cloud Architecture for the Microsoft Cloud Platform

Backup as a Service Implementation Guide, Part: CCAMCP1-1



| Chapter4 Implementation and Configuration

Validation Environment

Figure 4-23 VM Interface
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In some instances, the Hyper-V host may need to have an interface in a VLAN for management,
monitoring, or replication traffic purposes. For example, in the validation testing, the Hyper-V hosts had
an interface in the replication VLAN, which was used by the CommServe Manager to install a VSA on
the hosts.

To configure an interface, select New Virtual Network Adapter under the Virtual Switches tab of the host

properties window. The name you give the adapter will show up as a network connection on the host
blade.
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SAN Storage

Figure 4-24 Host Virtual Interface Configuration
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When adding a New Virtual Network adapter to the Hyper-V logical switch, configure and commit the
switch before adding the New Virtual Network adapter. If it is configured at the same time, it could result
in an error.

Refer to the following documents for details on deploying the Cisco Nexus 1000V in a Microsoft
Hyper-V environment:

e (Cisco Nexus 1000V Switch for Microsoft Hyper-V Deployment Guide
e Nexus 1000v Quickstart with Hyper-V Server Configuration Example
e Cisco Nexus 1000V for Microsoft Hyper-V Troubleshooting Guide, Release 5.2(1)SM3(1.1)

Due to lab equipment availability, EMC VMAX Fibre Channel storage was presented to the Hyper-V
cluster hosts in the SP1 site as various LUNSs (datastores). The actual size and naming of these datastores
was irrelevant to this project as these FC storage specifics were out of scope. CCA-MCP uses NetApp
SAN storage in its architecture design.

Commvault Components

This section details the hardware used as Commvault infrastructure.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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As discussed in the Architecture section above, each Commvault component is designed to be sized for
the type of environment being supported. Here we will describe how each building block was sized and
configured for the validation environments.

CommServe - cvfl-cs-1
UCS C240 M3S; Dual Socket 12 Core Intel Xeon E5-2630
256GB DDR3 1600MHz
BIOS: 1.5.4f.0; Fw: 1.5(4); VIC: 2.2(1b)
LSI 927-8i Mega-RAID SAS HBA
(2) 500GB HDD (RAID1)
Windows Server 2008 Standard R2 SP1
CVLT Simpana CommServe Software
CVLT MSSQL Database
UCS VIC 1225
192.168.1.87 — 1GbE Mgmt Network
10.5.5.87 — 10GbE Backup Network
MediaAgent (s) - cvfl-ma-1; cvfl-ma-2
UCS C240 M3S; Dual Socket 12 Core Intel Xeon E5-2630L
96GB DDR3 1333MHz
BIOS: 2.0.3.0; Fw: 2.0(3d); VIC: 4.0(1le)
LSI 927-8i Mega-RAID SAS HBA
(2) 250GB HDD (RAID1)
Windows Server 2012 Standard R2
CVLT MediaAgent Software
CVLT IndexCache
(3) 400GB SSD (RAID5)
CVLT Short-Term DDB
CVLT Long-Term DDB
UCS VIC 1225
192.168.1.85,86 — 1GbE Mgmt Network
10.5.5.85,86 — 10GbE Backup Network
Reporting Server - cvfl-rs-1
UCS C240 M3S; Dual Socket 16 Core Intel Xeon E5-2650
192GB DDR3 1600MHz
BIOS: ?7?; FW: ?7?; VIC: ??
LSI 927-8i Mega-RAID SAS HBA
(2) 1TB HDD (RAID1)
Windows Server 2012 Standard R2
CVLT Simpana Enterprise Metrics Reporting Software
CVLT Reporting MSSQL Database
UCsS VIC 1225
192.168.1.88 — 1GbE Mgmt Network
10.5.5.88 — 10GbE Backup Network
Web Proxy - cvfl-dmz-1
Hyper-V presented Virtual Server
8 vCPU; 32GB VvRAM
vDisk
80GB HDD
Windows Server 2012 Standard R2
CVLT Simpana Web Proxy Software
CVLT Simpana Web Console Software
vAdapters
192.168.1.95 - 1GbE Mgmt Network
ASA NAT - cvfl-dmz-proxy
10.5.3.95 - 10GbE Backup Network
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Storage
Network Attached Storage (NAS) will be used for the Disk Library storage required to retain the data
for the tenants in the SP1. NAS is being used to allow for the sharing of the Disk Library between the
two MediaAgents, providing failover and load balancing capabilities.
Disk Library Disk: NFS server (CentOS)
192.168.13.23 (Mgmt)
10.5.5.149 (Replication)
UCS-C240-M3S
Running CentOS 6
(5) 1TB drives in RAID 5 (configured at h/w level)
NFS mount at /exports/files
Networking

Generally each server within the CommCell will have two different network adapters, one strictly for
management access to the server and one much faster network adapter used for the backup data traffic.
The validation environment was setup following that standard with 1GbE adapters with 192.168.x.x
addresses for the management network and 10GbE adapters with 10.5.x.x addresses for the backup
network. Backup or replication traffic that is traversing the backup network will be utilizing TCP ports
8400 — 8402, as well as randomized ports for data transfer, which was limited to 32768 — 65535 when
crossing the firewall to get to SP2 or the Enterprise site. The Backup Network will also be used for the
presentation of the NFS File Shares from the NAS.

To allow for communication from external customer networks a Commvault Simpana Web Proxy will
be used. The Commvault Simpana Web Proxy is a special proxy configuration where a dedicated
iDataAgent is placed in a perimeter network, and the firewalls are configured to allow connections (from
inside and outside networks) into the perimeter network. The proxy, which is the agent running in the
perimeter network authenticates, encrypts, and proxies accepted tunnel connections to connect the
clients operating outside to clients operating inside.

The Simpana proxy acts like a Private Branch Exchange (PBX) that sets up secure conferences between
dial-in client calls. With this setup, firewalls can be configured to disallow straight connections between
inside and outside networks.

Figure 4-25 shows a perimeter network setup where a client from outside communicates to the
CommServe and MediaAgent operating in an internal network through the Simpana proxy.

Figure 4-25 Commvault Simpana Web Proxy
Internal Network
| perime o ork
&3 erimeter Networ
= 555555555"“s>@=hl ‘=r
commserve.company.com |
«—I
@g 443 443
E myproxy.company.com  client.company.com
mediaagent.company.com %

Physical Server Protection

This section describes the iDataAgents and their capabilities for the physical server types being
protected at this location.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Windows File System iDataAgent

The Windows File System iDataAgent provides unified protection and recovery for file system data
residing on Windows clients. In addition to complete protection of file system data for disaster recovery,
the Windows File System iDataAgent also provides more granular backup and recovery options that
operate seamlessly with your data protection. Further options for deduplication, job-management and
reporting help to make sure that all of your file system data are easily traceable and retrievable whenever
the need arises. The Windows File System iDataAgent offers the following key features:

Simplified Data Management

The Windows File System iDataAgent enables easy management of all the Windows systems in your
environment, by providing a singular approach to manage the data using the same unified console
and infrastructure.

Point-in-Time Recovery

In the event of a serious system failure, such as the breakdown of hardware, software, or operating
systems, the Windows File System iDataAgent provides point-in-time recovery of files at any given
time.

System State

The Windows File System system state contains many components and services that are critical to
recovery of the Windows operating system. The system state is backed up and restored as part of
Windows File System iDataAgent backup and restore.

Office Communications Server

The Office Communications Server contains data, settings, and metadata that are critical to data
protection operations residing in both the File System and SQL databases. In order to fully protect
the Office Communications Server, the OCS data settings and the OCS metadata must be backed up.

Backup and Recovery Failovers

In the event that a MediaAgent used during a backup or recovery operation fails, the operation will
automatically resume on an alternate MediaAgent from the point of failure. This is especially useful
for backups and restores of large amounts of file system data.

In the event, that a network goes down, the backup and recovery jobs are resumed on alternate data
paths. Similarly, in the event of a device failure, the jobs are automatically switched to alternate disk
and tape drives.

Efficient Job Management and Reporting

You can view and verify the status of the backup and recovery operations from the Job Controller
and Event Viewer windows within the CommCell Console. You can also track the status of jobs
using reports, which can be saved and easily distributed. Reports can be generated for different
aspects of data management. You also have the flexibility to customize the reports to display only
the required data and save them to any specified location in different formats. For example, you can
create a backup job summary report to view completed backup jobs at-a-glance . In addition, you
can schedule these reports to be generated and sent by email without user intervention.

Block Level Deduplication

Deduplication provides a smarter way of storing data by identifying and eliminating the duplicate
items in a data protection operation.

Deduplication at the data block level compares blocks of data from multiple files against each other.
For example, if two or more files contain blocks of data that are identical to each other, then block
level deduplication eliminates storing the redundant data thereby reducing the size needed for
storage. This way also dramatically reduces the number of backup data copies on both disk and
tapes.
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e Add-On Components
— 1-Touch

1-Touch recovery helps to recover a crashed system in the least amount of time. By
automatically rebuilding the operating system, you can recover systems with defective
components such as inaccessible volumes or crashed disks. You don't need to reinstall the
individual software packages or operating systems manually.

— Simpana OnePass

The Simpana OnePass is an integrated File System agent that backs up and archives the
qualified data. Simpana OnePass also reclaims backup storage space when files and stubs are
deleted on the primary storage.

Linux File System iDataAgent

Simpana software provides a simplified end-to-end protection of file system data residing on all the
Linux computers in your enterprise. In addition to complete protection of file system data for disaster
recovery, it also provides a robust and comprehensive backup and recovery solution with significant
speed performance and efficient use of disk and tape drives. It also assists you in full system rebuilds

and eliminates recovery failures. The Linux File System iDataAgents offers the following key features:

e Simplified Data Management

The Linux File System iDataAgents enables easy management of all the Linux systems in your
environment, by providing a singular approach to manage the data using the same unified console
and infrastructure.

¢ Point-in-Time Recovery

In the event of a serious system failure, such as the breakdown of hardware, software, or operating
systems, the Linux File System iDataAgent provides point-in-time recovery of files at any given
time.

e Backup and Recovery Failovers

In the event that the MediaAgent used for the backup or recovery operation fails, the backup is
automatically resumed on alternate MediaAgents. In such cases, the backup or restore job does not
restart from the beginning, but resumes from the point of failure. This is useful for backups and
restores of large amount of file system data.

In the event, that a network goes down, the backup and recovery jobs are resumed on alternate data
paths. Similarly, in the event of a device failure, the jobs are automatically switched to alternate disk
and tape drives.

e Efficient Job Management and Reporting

You can view and verify the status of backup and recovery operations from the Job Controller and
the Event Viewer within the CommCell Console. You can also track the status of the jobs using
Reports, which can be saved and distributed. Generate reports for different aspects of data
management. Customize the reports to display only the required data and save them to a specific
location in different formats. For example, you can create a backup job summary report to view the
completed backup jobs.

You can schedule, generate and send the Reports via email without user intervention.
¢ Block-Level Backup

Block-level backup is a faster method to back up data because only the extents that contain data are
backed up, rather than the entire files.
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Block-level backups provide better performance over file system backups and disk image-based
backups if the file system has a large number of small files by reducing the scan times. Also, when
compared to file system incremental backups, block-level incremental backups run faster and back
up less data if the file system has very large files. By default, block-level backups are performed
using native snaps, but they can be configured to function with hardware snap engines.

¢ Block Level Deduplication

Deduplication provides a smarter way to store data by identifying and eliminating the duplicate
items in a data protection operation.

Deduplication at the data block level compares blocks of data against each other. If an object (e.g.,
file, database) contains blocks of data that are identical to each other, then block level deduplication
does not store the redundant data, which reduces the size of the object in storage. This reduces the
size of the backup data copies on both the disk and tapes.

e Add-on Components
- 1-Touch

1-Touch recovery helps to recover a crashed system in the least amount of time. By
automatically rebuilding the operating system, you can recover systems with defective
components such as inaccessible volumes or crashed disks. You don't need to reinstall the
individual software packages or operating systems manually.

- Simpana OnePass

The Simpana OnePass is an integrated File System agent that backs up and archives the
qualified data. Simpana OnePass also reclaims backup storage space when files and stubs are
deleted on the primary storage.

— Content Indexing and Search

Content Indexing and Search enables users to content index their data and later search the data
from a user-friendly web interface. The users can also perform restore operations or other
advanced actions on the searched data.

Virtual Server Protection

This section describes the iDataAgents and their capabilities for the virtual environments being
protected in this location.

Virtual Server iDataAgent for Hyper-V

The Virtual Server iDataAgent, or VSA, provides a unified protection and recovery vehicle for all virtual
machine data in a Hyper-V cluster or a standalone Hyper-V server. In addition to complete protection of
entire virtual machines for disaster recovery, the Virtual Server iDataAgent also provides granular
backup and recovery options. The additional options such as customized automatic discovery,
deduplication, and reporting ensure all your virtual machine data is easily traceable and retrievable
whenever the need arises.

Figure 4-26 displays various components of Virtual Server iDataAgent and how the data flows:
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Figure 4-26 Virtual Server iDataAgent Components and Data Flows
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The Virtual Server iDataAgent offers the following key features:

Virtualization Client

The Virtualization client serves a single point of administration for all cluster nodes. All
administration actives such backups, restores, schedules, reports etc can be performed from the
Virtualization Client.

Protection of Migrated Virtual Machines

The cluster will be seamlessly backed up even if the virtual machine migrates from one host to
another. The incremental backup cycles will also be maintained.

Automatic Protection for All Virtual Machines in a Cluster or Server

Once you configure the Virtual Server iDataAgent for a cluster or a server, all the virtual machines
in the Hyper-V Cluster or server are automatically selected for backup. This behavior is designed to
ensure all virtual machines are backed up.

Customized Discovery

If you want to backup only specific virtual machines in a cluster or a server, you can set criteria to
search the virtual machines and automatically select them for backup. This is useful in environments
where virtual machines are frequently added, or removed . You can easily browse and select objects
such as CSV or Hosts to set criteria for automatic discovery.

Customized Filters

If you want to exclude specific virtual machines from the backup, you can set criteria to filter virtual
machines.

Report

You can view a detail report about each backed up virtual machine. It contains information such as
size of the data, status of integration services, guest operating system, the host on which the virtual
machine is running etc. You can view all this information from the CommCell console when the
backup job is running. It appears on the Virtual Machine Status tab of the View Job Details dialog
box.

IntelliSnap Backup

IntelliSnap Backup enables you to create a point-in-time snapshot of a virtual machine by
temporarily stilling the data, taking a snapshot, and then resuming live operations. IntelliSnap
backups work in conjunction with hardware snapshot engines.

Block Level Deduplication

Deduplication provides a smarter way of storing data by identifying and eliminating the duplicate
items in a data protection operation.
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Deduplication at the data block level compares blocks of data against each other. If virtual machines
contains blocks of data that are identical to each other, block level deduplication eliminates storing
the redundant data and reduces the size of the data in storage. This dramatically reduces the virtual
machine backup data copies on both the disk and tapes.

This section describes the iDataAgents and their capabilities for the applications and databases protected
in this location.

Microsoft SQL Server iDataAgent

The Microsoft SQL Server iDataAgent provides a simplified end-to-end backup and recovery solution
for SQL data in your enterprise. The product can be used to perform both full system rebuilds and
granular recovery of the data. Some of the key features of the SQL iDataAgent are:

Full Range of Backup Options

The SQL iDataAgent provides the flexibility to backup the SQL database from different
environments. You can perform a full or incremental backup of the entire instance, individual
databases or files and file groups, and the transaction logs at any point of time as described below:

Database Backups

You can backup both the system and user-defined databases. You can comprehensively backup all
the databases in an instance or schedule backups for the individual databases. You can also
auto-discover new databases to comprehensively manage the backup of all databases in your
environment.

Transaction Log Backups

Transaction log backups captures the transaction log whether the transaction was committed or not.
The use of transaction log backups make point in time recovery possible. You can restore to any
point in time within the transaction log.

File and File Groups Backups

Files or file group backups allows you to backup individual files or file groups. This functionality
can be critically important, especially for large databases. Whereas a full database backup captures
all files of a given database, file and file group backups allow you to back up selected portions of a
database individually. As with database backups, the system provides the option of performing full,
differential, and transaction log backups of file and file groups. Note that when running a transaction
log backup for a File/File Group subclient, the database log is automatically backed up.

Advanced SQL Server Restore Capabilities

The SQL iDataAgent provides the ability to recover databases or entire SQL instance. There is no
mounting, no recovery wizards, no extra steps needed — the software takes care of it all. This
includes the following abilities:

Full or Partial Restore databases

Restore and replay transaction logs

Set Database state during restore (Recovery, Standby, No Recovery)

Point-in-time recovery
Efficient Job Management and Reporting

You can view and verify the status of SQL backup and recovery operations from the Job Controller
and Event Viewer windows within the CommCell Console. You can also track the status of the jobs
using Reports, which can be saved and easily distributed. Reports can be generated for different

Cisco Cloud Architecture for the Microsoft Cloud Platform
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aspects of data management. You also have the flexibility to customize the reports to display only
the required data and save them to any specified location in different formats. For example, you can
create a backup job summary report to view at-a-glance the completed backup jobs.

In addition, you can also schedule these reports to be generated and send them on email without user
intervention.

Backup and Recovery Failovers

In the event that a MediaAgent used for the backup or recovery operation fails, it is automatically
resumed on alternate MediaAgents. In such cases, the backup or restore job will not restart from the
beginning, but will resume from the point of failure. This is especially useful for backups and
restores on large SQL databases.

In the event, that a network goes down, the backup and recovery jobs are resumed on alternate data
paths. Similarly, in the event of a device failure, the jobs are automatically switched to alternate disk
and tape drives.

Block Level Deduplication

Deduplication provides a smarter way of storing data by identifying and eliminating the duplicate
items in a data protection operation.

Deduplication at the data block level compares blocks of data against each other. If an object (file,
database, etc.) contains blocks of data that are identical to each other, then blocvk level
deduplication eliminates storing the redundant data and reduces the size of the object in storage.
This way dramatically reduces the backup data copies on both the disk and tapes.

SnapProtect Backup

SnapProtect Backup enables you to create a point-in-time snapshot by temporarily quiescing the
data, taking a snapshot, and then resuming live operations. SnapProtect backups work in
conjunction with hardware snapshot engines.

Microsoft SharePoint iDataAgent

Microsoft SharePoint Server and Windows SharePoint Services include components that are backed up
by the SharePoint Server iDataAgent, as well as data which must be backed up using the File System
iDataAgent. SharePoint database files can also reside on separate SQL servers; to secure this data, you
must back up these files using the appropriate SQL Server iDataAgent. The SharePoint entities that can
be backed up by the system are described in detail in the following sections.

Figure 4-27 SharePoint Web/Application Tier
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The SharePoint Server iDataAgent offers the following key features:

Full Fidelity Backup and Recovery
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Document level backups allows capturing of system oriented metadata such based on parameters
such as modified by or version information in a canned manner so that this backed up information
can be brought back as it was backed up. In place merge options determines the current state of the
target entities and intelligently determines what to restore. The customization on top of base
template can also be seamlessly captured during backups.

Simplified Backup and Recovery Strategy

Prior to v10, there were many options to choose from within a particular level of protection. Also
there were less number of choices/strategies which optimized each level of protection. The backup
and restore procedures in v10 have simplified the overall offerings as well as complexities and
therefore the iDataAgent is more resilient against failures.

Fast Backup and Recovery for Content Database

Snapshot of Content databases allows for faster backups of the SharePoint data. By using the offline
browse and IntelliSnap feature, the same granularity of data can be recovered quickly from a
snapshot.

Protect all SharePoint Components

All entities in the File System or IIS related to SharePoint are protected along with all logical
SharePoint components.

RBS Aware Backup for Content Database

Content database backups are fully RBS aware* and protect RBS blobs along with databases
regardless of backup methods (streaming, VSS, or IntelliSnap).

~

Note  *Supports only Microsoft provided File Stream RBS provider.

Efficient Job Management and Reporting

You can view and verify the status of the backup and recovery operations from the Job Controller
and Event Viewer windows within the CommCell Console. You can also track the status of the jobs
using reports, which can be saved and easily distributed. Reports can be generated for different

aspects of data management. You also have the flexibility to customize the reports to display only
the required data and save them to any specified location in different formats. For example, you can
create a backup job summary report to view at-a-glance the completed backup jobs. In addition, you
can also schedule these reports to be generated and send them on email without user intervention.

Block Level Deduplication

Deduplication provides a smarter way of storing data by identifying and eliminating the duplicate
items in a data protection operation.

Deduplication at the data block level compares blocks of data against each other. If an object (file,
database, etc.) contains blocks of data that are identical to each other, then block level deduplication
eliminates storing the redundant data and reduces the size of the object in storage. This way
dramatically reduces the backup data copies on both the disk and tapes.

Content Indexing and Search

Content Indexing and Search enables users to content index their data and later search the data from
a user-friendly web interface. The users can also perform restore operations or other advanced
actions on the searched data.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Oracle / Oracle RAC iDataAgent

The Oracle RAC iDataAgent provides a simplified end-to-end backup and recovery solution for Oracle
databases in your enterprise without using multiple subclients and storage policies. Itv also allows you
to load-balance Oracle backups and restores across multiple database nodes. The product can be used to
perform both full system rebuilds and granular recovery of data and logs. Some of the key features are:

Full Range of Backup and Recovery Options
The Oracle RAC iDataAgent provides the flexibility to backup the Oracle database in different

environments. This is very essential since the Oracle database is always subject to constant changes.

You can perform a full or incremental backup of the entire database or individual data files and
tablespaces, and archive logs at any point in time. The following section describes the backups that
can be performed in different environments.

In configurations where there is no RMAN catalog, the Oracle control file can be used as an
alternative.

Offline Backup

When the database is mounted, and not open or available for use, perform a full backup of the
database without the archive logs. Use the offline backup when the data is consistent, and there are
no transactions in the database.

Online Backup

When you cannot bring down the database to perform an offline backup, use the online backup
method. Perform full or incremental backups when the database is online and in ARCHIVELOG
mode. Use online backups to perform a point-in-time restore of the database.

You can also backup the archive logs only when the database is online. These logs can be applied to
an online backup to recover the database to the current point-in-time.

You can also protect the non-database files and profiles using the appropriate File System
iDataAgent.

Selective Online Full Backup

You can backup and store copies of valid data from a source copy of a specific storage policy to all
or one active secondary copy within a storage policy to provide a better tape rotation. An online full
backup job is copied to a selective copy if the full backup job cycle completes successfully. This
allows you to select, store and protect your valuable data on a secondary copy for future restores.

Effective Management of Backups and Restores

This iDataAgent allows you to group any desired number of Oracle iDataAgent instances under one
or more Oracle RAC database logical entities. As such, Oracle backups and restores as well as other
job types and functions (including Data Aging, Scheduling, Job Management) are all consolidated
and easy to manage. This allows you to maintain your data irrespective of whether you add or
remove Oracle iDataAgent instances from the RAC database.

MultiStreaming for Accelerated Backups and Restores

You can configure various resources on the RAC nodes and include more number of streams for
accelerated backup and restore.

Backup and Recovery Failovers

In the event that the MediaAgent used for the backup or recovery operation fails, the backup is
automatically resumed on alternate MediaAgents. In such cases, the backup or restore job does not
restart from the beginning, but resumes from the point of failure. This is useful for backups and
restores of large amount of file system data.
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In the event, that a network goes down, the backup and recovery jobs are resumed on alternate data
paths. Similarly, in the event of a device failure, the jobs are automatically switched to alternate disk
and tape drives.

Also, this iDataAgent automatically checks the status of each Oracle instance during a backup or
restore and allocates RMAN channels only for the instances that are active. Therefore, even if a
specific instance fails, the backup or restore will continue.

Efficient Job Management and Reporting

You can view and verify the status of backup and recovery operations from the Job Controller and
the Event Viewer within the CommCell Console. You can also track the status of the jobs using
Reports, which can be saved and distributed. Generate reports for different aspects of data
management. Customize the reports to display only the required data and save them to a specific
location in different formats. For example, you can create a backup job summary report to view the
completed backup jobs.

You can schedule, generate and send the Reports via email without user intervention.
Block Level Deduplication

Deduplication provides a smarter way to store data by identifying and eliminating the duplicate
items in a data protection operation.

Deduplication at the data block level compares blocks of data against each other. If an object (e.g.,
file, database) contains blocks of data that are identical to each other, then block level deduplication
does not store the redundant data, which reduces the size of the object in storage. This reduces the
size of the backup data copies on both the disk and tapes.

Command Line Support

In addition to using the CommCell Console, you can perform backup and restore operations from
the command line using XML scripts or Qcommands. The options for backup and restore can be
selected from the CommCell Console and saved as an XML file. Also, there are many downloadable
XML file templates available in the documentation, which can be used to perform specific
operations from the command line interface.

SP2 Site Overview

laaS Architecture

Cisco UCS

The Cloud Service Provider SP2 site was built to serve as the secondary CSP data center in this
validation effort. It was integral in the In-Cloud BaaS use case where two tenants were deployed in SP1
with backups being done remotely to SP2.

The data center infrastructure for the SP2 site is based on CCA-MCP, The CCA-MCP solution is a
reference design that can be leveraged by enterprises and service providers to deploy an infrastructure
that is efficient, secure, resilient, agile, simple, and scalable.

The Cloud Service Provider site SP2 used both UCS B-Series and C-Series compute hardware. The
B-Series were used to deploy the Microsoft Hyper-V environment, including the infrastructure and
production Hyper-V hosts. The C-Series were used to deploy the Commvault MediaAgents.
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B-Series

C-Series

The UCS B200 M2 and M3 servers were managed by the Cisco UCS Manager (UCSM) running release
2.1(1f). The Service Profile templates were configured to be the same as those described for Cloud
Server Provider site SP1. Refer to SP1 Site Overview, page 4-3 for a description of how the B-Series
were deployed.

The UCS C3160 M3 servers were running release 2.0(2a). The C3160 M3 can only be managed in
standalone mode and cannot be managed by the UCSM. The server had a UCS VIC 1227 configured
with two vNICs for network connectivity and a RAID controller with (14) 4TB HDD.

RAID Configuration

Figure 4-28shows the RAID configurations that were used on the C3160 M3 for the MediaAgent. The
first RAID was configured for RAID1 and was used for the Windows OS and Commvault MediaAgent
software. The second RAID was also configured for RAID1 and used for a cache. The last RAID
included ten physical drives in a RAID10 configuration and was used for the database.

Figure 4-28 Cisco UCS C3160 M3 RAID Configurations
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Networking

The Commvault MediaAgents were connected to the infrastructure management via the LOM (LAN on
Motherboard) and connected to the replication network via the UCS VIC1227. A virtual Ethernet (vNIC)
interface was configured and connected to the Nexus 5548 access layer switch. For the SP2 site, the
vNIC interface and the Nexus switchport were configured as trunk ports with a native VLAN set to
VLANSG6. Alternatively, the vNIC and Nexus switchport could be configured as access ports configured
for VLANSG6. The latter approach was used in the SP1 site.

Microsoft Hyper-V

The Hyper-V implementation in SP2 was similar to the implementation in SP1. A Hyper-V cluster was
created for the management virtual machines and a production cluster was created for the tenant virtual
machines. Virtual networking was initially implemented using native Hyper-V as per CCA-MCP
deployment and automation model, but this lab implementation used an alternative approach by using
Cisco Nexus 1000V for the production hosts by repurposing the UCS vNICs to the Nexus 1000V.

VSA agents are installed on two Hyper-V hosts in the cluster (cvf6-hyperv-3 & cvf6-hyperv-4) with the
same resource Reserves that were allocated in SP1.
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Refer to the SP1 section for an overview of the Hyper-V implementation and references. Refer to the
Cisco Nexus 1000V later in this section for a discussion on how the migration of virtual networking was
executed.

Cisco Cloud Services Router (CSR) 1000V

As in SP1, a unique CSR 1000V instance was deployed for each of the two tenants in SP2. The CSR
1000V was configured as the gateway for each of the VLANSs used in the tenant workloads. In the
validation testing, this included the web, application, and database VLANS. Since Layer 3 connectivity
was used between the tenant CSRs at each site, unique IP subnets were configured to enable proper
routing between sites. The CSRs used BGP routing to learn IP subnets connected to the remote site’s
CSR. For the In-Cloud BaasS tenants (Tenants 1-2), an IPsec tunnel was not configured since the network
path between the two CSP sites was considered secure.

Cisco Nexus 1000V

SAN Storage

In SP2, native Microsoft Hyper-V switching was initially deployed per CCA-MCP automation and
deployment model. At a later time, this was changed over to a Nexus 1000V distributed switch. The
installation and integration is similar to the roll out for Cloud Services Provider site SP1. Refer to SP1
Site Overview, page 4-3 for details.

Due to lab availability, EMC VMAX Fibre Channel storage was presented to the Hyper-V cluster hosts
in the SP2 site as various LUNs (datastores). The actual size and naming of these datastores was
irrelevant to this project as these FC storage specifics were out of scope.

CCA-MCP uses NetApp SAN storage in its architecture design.

Commvault Components

Compute

This section details the hardware used as Commvault infrastructure.

As discussed in the Architecture section, each Commvault component is designed to be sized for the type
of environment being supported. Here we will describe how each building block was sized and
configured for the validation environments.

MediaAgent (s) - cvf6-ma-1; cvf6-ma-2
UCS C3160; Dual Socket 12 Core Intel Xeon E5-2620
128GB DDR3 1600MHz
BIOS: 2.0.2a.0; FW: 2.0(2c); VIC: 4.0(1lb)
Cisco RAID Controller for C3X60
(2) 250GB HDD (RAID1)
Windows Server 2012 Standard R2
CVLT MediaAgent Software
(2) 4TB SAS (RAID2)
CVLT IndexCache
CVLT Short-Term DDB
CVLT Long-Term DDB
(8) 4TB HDD (RAID10)
CVLT Disk Library Storage
UCS VIC 1227
192.168.60.96,97 - 1GbE Mgmt Network
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10.5.6.96,97 - 10GbE Backup Network
DR CommServe - cvf6-cs-1
Hyper-V presented Virtual Server
12 vCPU; 64GB vRAM
vDisk
100GB HDD
Windows Server 2012 Standard R2
CVLT Simpana CommServe Software
300GB HDD
CVLT MSSQL Database
vAdapters
192.168.60.71 - 1GbE Mgmt Network
10.5.6.71 — 10GbE Backup Network
DR Reporting Server - cvf6-rs-1
Hyper-V presented Virtual Server
8 vCPU; 16GB vRAM

vDisk
100GB HDD
Windows Server 2012 Standard R2
CVLT Simpana CommServe Software
500GB HDD
CVLT Reporting MSSQL Database
vAdapters

192.168.60.71 - 1GbE Mgmt Network
10.5.6.71 — 10GbE Backup Network

Direct Attached Storage (DAS) is being used for the Disk Library storage with these two MediaAgents.
Above and beyond the disk required for the OS, Index Cache, and DDB, there are 8 4TB Drives
configured in a RAID10 array that will be used for the Disk Library space. Since the disk is not shared
between the two MediaAgents, cvf6-ma-1 will be used as the target for the Long-Term data replication,
while cvf6-ma-2 will be used as the target for the Short-Term data replication.

As previously mentioned, each server within the CommCell will have two different network adapters,
one strictly for management access to the server and one much faster network adapter used for the
backup data traffic. The validation environment was setup following that standard with 1GbE adapters
with 192.168.x.x addresses for the management network and 10GbE adapters with 10.5.x.x addresses
for the backup network. Backup or replication traffic that is traversing the backup network will be
utilizing TCP ports 8400 — 8402, as well as randomized ports for data transfer, which was limited to
32768 — 65535 when crossing the firewall to get to SP1.

Virtual Server Protection

This section describes the iDataAgents and their capabilities for the virtual environments being
protected in this location.

Refer to SP1 Site Overview, page 4-3 for Hyper-V.

Enterprise Site Overview

The Enterprise site was built to serve as the client enterprise data centers in this testing effort.
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Architecture

For this release of the BaaS solution, the Enterprise data center architecture was unspecified and
intended to be a generic enterprise architecture. In actuality, we leveraged an existing CCA-MCP test
lab topology and used multitenancy to cover the various tenants required for validation testing.

Tenant 5 (Microsoft Hyper-V)

The Hyper-V implementation in Enterprise client Tenant 5 was similar to the implementation in SP1. A
Hyper-V cluster was created for the management and tenant virtual machines.

VSA agents are installed on two Hyper-V hosts in the cluster (cvf8-hyperv-2 & cvf8-hyperv-3) with the
same resource Reserves that were allocated in SP1. Refer to the SP1 section for an overview of the
Hyper-V implementation and references.

A unique tenant-specific CSR 1000V instance was deployed for the Tenant 5. The CSR 1000V was
configured as the gateway for each of the VLANSs used in the tenant workloads. In the validation testing,
this included the web, application, and database VLANSs. An IPsec tunnel was configured between the
CSR 1000V and another tenant-specific CSR 1000V at the SP1 site. The tunnel provided secure
communications between the workload VLANS at each site.

Tenant 6 (RHEL OpenStack)

The Enterprise Tenant 6 site used OpenStack Icehouse built on RHEL 7 for compute. The tenant was
built using two identical UCS B200 M3 servers in the Enterprise site, the specs for which are shown in

Table 4-2.
Table 4-2 Tenant 6 Host Specifications
Hostname CPU Memory |Local Storage |Networking

cvi8-t6-ostck-1 |2x 8 core |96 GB |2x 300GB SAS [2x vNIC
cvi8-t6-ostck-2 |2x 8 core |96 GB |2x 300GB SAS [2x vNIC

Each host had two vNICs, one for data VLANs and one for the management VLAN, as shown in

Table 4-3.
Table 4-3 Tenant 6 Host Networking
Hostname vNIC VLAN(s)

cvi8-t6-ostck-1 |vNIC Data-1 |1, 2121, 2122, 2123, 58
vNIC-Data-2 |8
cvi8-t6-ostck-2 |vNIC Data-1 |1, 2121, 2122, 2123, 58
vNIC-Data-2 |8

The management vNIC was used to provide connectivity to the Horizon management portal while the

data vNIC was used to provide connectivity to the internal VLANs and the Commvault replication
network.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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The host cvf8-t6-ostck-1 was deployed as the OpenStack control node, running the base management
services such as Horizon, Glance, Ceilometer, etc. The host cvf8-t6-ostck-2 was deployed as the
OpenStack compute node, where the instances (virtual machines) would be deployed.

Figure 4-29, a screenshot of the network topology taken from the Horizon dashboard, shows how this
OpenStack tenant was configured. Four networks were configured. Three (Web, App, DB) were
configured to mimic a tenant’s 3-tier application deployment. The fourth network was the replication
network used for backup of the instances via the Commvault Simpana software.

Five instances (called cvf8-test-centos-[1,2,3,4,5]) were deployed in this OpenStack environment, each
running CentOS 7. Each instance was connected to two networks, the Replication network and the Web
network. A Neutron router was configured to provide Layer 3 connectivity between the three application
tiers.

Figure 4-29 Tenant 6 Openstack Network Topology
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In Tenant 6, the tenant compute was isolated within the OpenStack cloud environment, with its only
connectivity to the CSP clouds being on VLAN 58, the Commuvault replication network. The gateway
for VLAN 58 was configured using HSRP on the Enterprise aggregation switches.

Tenant 7 (VMware vSphere)

Enterprise client Tenant 7 was the only site to use vSphere. vSphere version 5.1 with vCenter, ESXi
hosts, and Standard Switches were configured to deploy the required Commvault components, Cisco
CSR 1000V, and client virtual machines.

VMware also requires the use of VSA agents. These are not directly loaded on the VMware hosts, but
are Windows VMs that are configured with the Virtual Server Agent software. In this solution,

Figure 4-30 shows resources reserved, VSA agents cvf8-t7-test-win-1 and cvf8-t7-test-win-1, in
Enterprise Tenant 7.
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Figure 4-30 VMware VSA Resource Allocation
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Refer to the following link for more information on Commvault Virtual Server Agent for VMware.
VMware Building Block Guide—Virtual Server Agent for VMware

A unique tenant-specific CSR 1000V instance was deployed for Tenant 7. The CSR 1000V was
configured as the gateway for each of the VLANSs used in the tenant workloads. In the validation testing,
this included the web, application, and database VLANSs. An IPsec tunnel was configured between the
CSR 1000V and another tenant-specific CSR 1000V at the SP1 site. The tunnel provided secure
communications between the workload VLANS at each site.

SAN Storage

Due to lab availability, EMC VMAX Fibre Channel storage was presented to the Hyper-V cluster hosts,
OpenStack hosts, and the VMware hosts in the Enterprise site as various LUNs (datastores). The actual
size and naming of these datastores was irrelevant to this project as these FC storage specifics were out
of scope.

Commvault Components

This section details the hardware used as Commvault infrastructure.
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As discussed in the Architecture section above, each Commvault component is designed to be sized for

the type of environment being supported. Here we will describe how each building block was sized and
configured for the validation environments.

MediaAgent (s) - cvié-ma-1; cvf6-ma-2
UCS C240 M3L; Dual Socket 12 Core Intel Xeon E5-2630L
96GB DDR3 1600MHz
BIOS: 2.0.3.0; Fw: 2.0(31); VIC: 4.0(1le)
LSI 9271-81 Mega-RAID SAS HBA
(2) 3TB SAS (RAID1)
Windows Server 2012 Standard R2
CVLT MediaAgent Software
(2) 3TB SAS (RAID1)
CVLT IndexCache
CVLT Short-Term DDB
CVLT Long-Term DDB
(8) 3TB HDD (RAID10)
CVLT Disk Library Storage
Uucs VIC 1227
192.168.8.147,148,149 - 1GbE Mgmt Network
10.5.8.147,148,149 - 10GbE Backup Network

Direct Attached Storage (DAS) is being used for the Disk Library storage with these two MediaAgents.
Above and beyond the disk required for the OS, Index Cache, and DDB, there are 8 4TB Drives
configured in a RAID10 array that will be used for the Disk Library space. Since the disk is not shared
between the two MediaAgents, cvf6-ma-1 will be used as the target for the Long-Term data replication,
while cvf6-ma-2 will be used as the target for the Short-Term data replication.

As previously mentioned, each server within the CommCell will have two different network adapters,
one strictly for management access to the server and one much faster network adapter used for the
backup data traffic. The validation environment was setup following that standard with 1GbE adapters
with 192.168.x.x addresses for the management network and 10GbE adapters with 10.5.x.x addresses
for the backup network. Backup or replication traffic that is traversing the backup network will be
utilizing TCPPorts 8400 — 8402, as well as randomized ports for data transfer, which was limited to
32768 — 65535 when crossing the firewall to get to SP1.

Tenant 5 however will be configured to gain access to the CommServe and MediaAgent via the Web
Proxy Server as mentioned in the SP1 section. This will limit network activity to Port 8403, with the
option of allocating additional ports to increase performance.

Virtual Server Protection

This section will describe the iDataAgents and their capabilities for the virtual environments being
protected in this location.

RHEL OpenStack

Commvault Simpana doesn’t currently have hypervisor level integration with RHEL OpenStack, but
virtually all standard File System and Application Agents can be install directly in the Guest Operating
System. For this case we’ll be using the Linux File System iDA, see description in SP1.
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Virtual Server iDataAgent for Hyper-V
Refer to SP1 Site Overview, page 4-3.

Virtual Server iDataAgent for VMware

Validation Environment

The Virtual Server Agent for VMware provides a unified protection and recovery vehicle for all virtual
machine data in your vCenter. In addition to complete protection of entire virtual machines for disaster
recovery, the Virtual Server Agent provides more granular backup and recovery options. Options such
as customized automatic discovery, deduplication, and reporting ensure all your virtual machine data is
easily traceable and retrievable whenever the need arises.

Figure 4-31 displays components and data flows for the Virtual Server Agent.

Figure 4-31 Virtual Server Agent Components and Data Flows
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The Virtual Server Agent offers the following key features:

Single Administration Point

The virtualization client serves a single point of administration for all proxies. The proxy computer
can be any computer where Virtual Server Agent is installed. All administration activities such as
backups, restores, schedules, and reports can be performed from the virtualization client.

The virtualization client also enables proxy teaming. The proxy teaming ensures the fault tolerant
backup. It will be useful when you want to perform the backup for a large number of virtual
machines in a limited backup window

Automatic Protection for All Virtual Machines in a vCenter

Once you configure the Virtual Server Agent for a vCenter, all the virtual machines in the vCenter
are automatically selected for backup. This behavior is designed to ensure all virtual machines are
backed up.

Customized Discovery

If you want to backup only specific virtual machines in a vCenter, you can set criteria to search the
virtual machines and automatically select them for backup. This is useful in environments where
virtual machines are frequently added, or removed . You can easily browse and select vCenter
objects such as hosts, datastores, resource pool etc. to set criteria for automatic discovery.

Customized Filters

You can exclude specific virtual machines or disks on the virtual machines from the backup. You
can add filters for the virtual machines or disks.

Detailed Reporting for Each Virtual Machine Backup

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1
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Validation Environment

You can view a detail report about each backed up virtual machine. It contains information such as
name of the proxy which performed the backup of the virtual machine, size of the backup data, type
of backup etc. You can view all this information from the CommCell console when the backup job
is running. It appears on the Client Status tab of the View Job Details dialog box.

e vCloud Backup and Restore

You can protect the vCloud-specific attributes of a virtual machine and restore it back to a vCloud.

¢ Point-in-Time Snapshots of Virtual Machines

IntelliSnap Backup enables you to create a point-in-time snapshot of a virtual machine by
temporarily quiescing the data, taking a snapshot, and resuming live operations. IntelliSnap backups
work in conjunction with hardware snapshot engines.

e Block Level Deduplication

Deduplication provides a smarter way of storing data by identifying and eliminating the duplicate
items in a data protection operation.

Deduplication at the data block level compares blocks of data against each other. If virtual machines
contains blocks of data that are identical to each other, block level deduplication eliminates storing
the redundant data and reduces the size of the data in storage. This dramatically reduces the virtual
machine backup data copies on both the disk and tapes.

Changed Block Tracking (CBT) is a VMware feature that can be used to optimize backups of virtual
machines by reading only the allocated and modified portions of a virtual disk. CBT is automatically
enabled for virtual machines running on hardware version 7 or higher.

Site Interconnect Overview

For the purposes of this validation, the interconnect between the CSP and Enterprise sites was treated as
a black box, since it was not in scope for this project.

Each of the two CSP sites and the Enterprise site (where the three Enterprise tenants were configured)
were connected (single-homed) over IP into a generic Internet cloud which consisted of a pair of Cisco
Catalyst 6500 multilayer switches. IP-based routing (BGP and OSPF) was configured to enable routing
between sites.

IPsec tunneling was configured for Tenants 5 and 7 to connect the tenant containers in the Enterprise site
to their respective containers in the SP1 site. The CSR 1000V routers deployed in each tenant container
provided the endpoints for these encrypted tunnels. No encryption was configured for Tenants 1 and 2
between the SP1 and SP2 sites, following the assumption that the CSP would have encryption configured
between sites at another layer. Refer to SP1 Site Overview, page 4-3 for a discussion on the Cisco CSR
1000V.

Figure 4-32shows the interconnections between the Enterprise and SP1 in addition to SP1 to SP2. The
routing table entries for the CSR pairs learned through BGP are shown next to each CSR. Routes for the
local data center are learned via OSPF and are not shown here.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Figure 4-32 Site Interconnect Using Cisco Cloud Services Router (CSR) 1000V
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In Tenant 6, the tenant compute was isolated within the OpenStack cloud environment, with its only
connectivity to the CSP clouds being on VLAN 58, the Commuvault replication network. The gateway
for VLAN 58 was configured using HSRP on the Enterprise aggregation switches.

Use Case 1 (In-Cloud BaaS): Implementation Details

The first use case is Cloud Backup and is focused on Enterprise customers that have their entire
environment hosted at a Cloud Service Provider site. In such a case, the Enterprise production
environment is hosted at one CSP site and the CSP leverages Commvault MediaAgent to perform local
backups within that site as well as perform remote backups to a Commvault MediaAgent at a secondary
site. Two tenants were created to proof this use case. Both of the tenants were managed within a single
Hyper-V environment in the SP1 site. Figure 4-33 shows the environment used to proof this use case.
Each iDA will interact with the CommServe and appropriate MediaAgent on a schedule basis to execute
data protection jobs. The Primary copy of data will be stored locally on the MediaAgent that executed
the backup job, but will then be DASH (deduplicated replication) copied to a MediaAgent in the
secondary data center to provide for Disaster Recovery. The CVLT Database and Reporting Server are
also protected and prepped for recovery at the secondary data center. Restoration of the data that is
protected can be achieved at either data center.

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m
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Figure 4-33 Use Case 1 (In-Cloud BaaS) Implementation Topology

| CSP Primary | CSP Secondary |
I Lo I
| Disk Library: NAS CIFsNFs @D Data Center | | Data Center :
! File Share for Disk Library . !
i o i
i o \Commvault | i i i
[ e - - !
| b ) i
- c<L] H\xk |
i > o X i
| |re[] Ef oMl |
! Comm-vaul | ﬂ- -' -lfJ 3 3 . = !
1 - -i !
i Commvault == S Et @ -,’ < ; ; > J.*.s S i
i = L N—
i .H/ : 2 = | |1 User Self-Service 2 K i
| WA o @ i | orAdministrative | g ! !
! | ] ) bt Access | 4 Intemal !
| [ . [ J/ SATA for |
1 H | N \ Lo /' Data Library \ !
I y Y [ ok 1 I
i ( ‘\‘ \ CSP Ba‘kup Natwork O i i Cloud ervu:e Provider Network .: i
I o I
| o |
| ‘I @‘I @‘I * ' \ L @‘I ") T | 25 |
i o i
| - [~ | N w» W = Nt
i [ i
i Microsoft Redhat Microsoft | | ) Microsoft Redhat Microsoft | | ) !
I o I
! Windows  Linux saL N @ @. . Windows  Linux saL N @. @. i
1 @' @' \\= P \ ] N—y \\ / |
i o i
i Y 1] Y 1] [ Y ] Y ] I— i
! @| E| Microsoft Mlcrosoft b E| @‘ Microsoft Microsoft !
1 | | Hyper-V  Hyper-V vl . | Hyper-V  Hyper-V i
I Oracle  Microsoft [ Oracle  Microsoft I
i SharePoint - SharePoint i
I o I
i Lo i

—> Protection Operation
= DASH Copy
- == Restore Operation

Tenant Details

Tenants 1 and 2 were configured virtually identically, with the exception of the applications represented
within each.

Tenant 1 Application

In Tenant 1, the application used for testing purposes was Microsoft SharePoint with a Microsoft SQL
database. A stand-alone instance of SharePoint 2013 was installed on a VM with a local database. The
VM was configured with a single interface in the tenant workload web tier. Connectivity between the
VM and the Commvault MediaAgent was enabled by the Cisco ASA 5585, with BGP route leaking to
enable routing between the replication VRF and tenant VRFs.

In addition to the SharePoint instance, a Microsoft Windows 2012 R2 Failover Cluster was created and
then SQL 2012 R2 was installed on the cluster. The cluster consisted of two Windows 2012 R2 VMs,
each with their own 40GB C: drives and two additional shared volumes. The first shared volume was a
1GB quorum drive that was used for management of the cluster. The second shared volume was a 100GB
data drive that was used for the database data.

In the VM configuration, these two shared drives were configured on a second SCSI controller that
required a sharing mode to be enabled to allow sharing across multiple Hyper-V hosts. The sharing mode
can only be configured from the Failover Cluster Manager on the Hyper-V host where the SQL VMs are
running. The two VMs were configured with two interfaces each, one for the tenant workload database
VLAN and a second for the replication VLAN. The virtual IP addresses for the cluster and for the SQL
instance were configured on the database VLAN. The SQL database was populated with a test database
and SQL scripts were used add/remove/count data in the database.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Tenant 2 Application

In Tenant 2, the application used for testing purposes was Linux Oracle 11g. A single Oracle RedHat
Linux 6.6 VM was created and then Oracle 11g was installed on the VM. The VM was configured with
two interfaces, with one connected to the tenant workload database VLAN and the other connected to
the replication VLAN. The Commvault components in SP1 were also configured on the replication
VLAN and this enabled Layer 2 connectivity between the MediaAgents and the Oracle database VM.

Commvault Configuration

This section details how the Commvault Infrastructure and Data Protection agents were configured for
this use case.

Commvault Infrastructure

CommServe Server

This section describes how each component of the Commvault Simpana is installed and configured.

The CommServe is the primary server in the data protection environment, so it of course is the first
server that is built out. There is also a stand-by CommServe that will be pre-staged in a recovery data
center, its installation process is the same as the primary. On a Windows Server 2008 Standard server
with the disk laid out for the Commvault CommCell Database, disable the firewall and install IIS and
NET Framework 3.5.x, which are prerequisites to the Commvault CommServe software installation.
Choose the custom installation method once starting the installation wizard. Select the CommServe,
Consoles, Web Server, and Work Flow platforms. Further in the Wizard Choose the name for the
CommServe.

Figure 4-34 CommServe Server Setup
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Also within the wizard, choose the location where the Commvault CommCell DB will reside, generally
higher speed disk in an isolated array, setup the first Administrative User Account, and configure the
location of where the Software Cache, used to install other Commvault infrastructure servers.

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1
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Figure 4-35 Setup Administrative User Account
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Once the installation is complete the Commvault Administrative Console will provide access to all
Commvault activities (Figure 4-36).

Figure 4-36 Commvault Administrative Console
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The only remaining step is to configure Commvault Disaster Recovery Backup Configuration
(Figure 4-37), which is what is required in the event of a loss of the CommServe server itself. Generally
this would be to a network drive or a shared volume mounted from the DR CommServe.
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Figure 4-37 Commvault Disaster Recovery Backup Configuration
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Refer to Commvault documentation for more information the CommServe.

@ Mediadgent Properties for cvfl-ma-1 @ MediaAgent Properties for cvfl-ma-1
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A Shared Disk Library is created from NFS File Share on both CVF1-MA-1 and CVF1-MA-2.
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The MediaAgent server is the data mover within the CommCell so it is the next server that needs to be
built out. All connections to the actual storage, as well as the control of the deduplication is handled by
the MediaAgent. The MediaAgents should have disk volumes created for the Operating System, CVLT
DDB and Index Cache. They are then loaded with Windows 2012. The installation of the MediaAgent
software can be pushed from the CommServe. In this case there are two MediaAgents, cvfl-ma-1 and
cvfl-ma-2.

Cisco Cloud Architecture for the Microsoft Cloud Platform ]
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Finally the Tenant Storage Policies are configured.
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Refer to Commvault documentation for details on the MediaAgents.

Enterprise Metrics Reporting Server

The Commvault Simpana Enterprise Metrics Reporting Server collects data from all CommCells within

an Enterprise or Service Provider’s environment, allowing for a wide breath of reporting capabilities.

The Commvault Simpana Custom Report tool allows for the creation of very customized reports, as well
as access to the Commvault Software Store, where written reports are made available. This server will
have a separate MSSQL DB for the reporting data, so it should have some high speed disk allocated for

this. It will be a Windows Server and require NET 3.5 and IIS before installing Commvault. There is

also a stand-by server at a recovery site, its installation process is the same. Then the server can be

installed, patched, and configured.
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The Enterprise Metrics Reporting is configure via the administrative control panel.
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Web Proxy and Web Console Server

Refer to Commvault documentation for details on the Enterprise Metrics Reporting Server.

Proxies are an important component of service provider’s network security configuration to reduce the
number of ports opened and provide secure data transfer between service provider and tenant. In this
case a Shared Proxy is used as it will provide a single proxy with multiple tenants pooled together, be
located in the service provider’s DMZ, and prevents the service provider’s infrastructure from being
internet facing,. This server will also function as the Web Console allowing access to the environment
to administrators and users, without exposing the CommCell to the outside world.
CVF1-DMZ-PROXY-1 has the File System iDA installed and is patched to the latest version.

] Cisco Cloud Architecture for the Microsoft Cloud Platform
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@ Client Computer Properties for cvf1-dmz-proxy-1 @ cClicnt Computer Properties for cvfl-dmz-proxy-1
General | version | Securty | Actvity Gontrol| General Version | Security | Activity Control|
Chenk Name Install Directory:  C:\Program Files\CommvaukiSimpanal
Chent Name: cvf1-dmz-proxy-1 Wersion information
Version: 10R2
Hask Name: evf1-dme-peasy-1.cvfdmaz.sdu
CommServe Hosthame:  cvfl-cs-1.cvfdna.sdu pervsPedS 3
[Addtional Lipdates:
Physical/Virtual: Physical [CrdsessionHandieLeak(SPS-HotFix-20)
[impersonationTokenesk(SP3-HotFix-35) =
Cherk Information
05 windows Server 2012 R2 Standard
Flstform:  Winiis4
l Updates 1]
Time: Information SP9-HotFix-43, 5P9-HolFi-50 =
Time Zone: (UITC-05:00) Eastern Time (U5 & Canada)
" 5P9-Hotfix-14
Clock skew with CommServe: 26 Min(s),51 Sec(sjbehind Commserve
Deseription =l
& CommServe
 Software Cache -
Store Software Localy:  [C:\Program Fles| Commiaul\Simpana) Browse
&
oK Cancel Advanced Save As Sariy oK Cancel Advanced Save As Sariy @
Configure the Web Proxy Server Firewall settings.
z 1@ Advanced Client Propert
ContentIndexina | Addtional Settings | Deduplcation | WebServer LRLs Encryption | Contentindexina | AddtionalSettings | Deduphcation | Web Server URLs
Firewal Corfiguration Metwork Theottle | Job Configuration General | Groups Frewall Configuration Network Throttle | Job Configuration
[+ Configure Firewall Settings| [ Configure Firewall Settings
 Basic & Advanced C Basc & Advanced
Incoming Connections | Incoming Perts | Outgeing Routes | Options | Summary | Incoming Connections | Incoming Ports | Outgoing Routes 09tons | Summary |
Specify here the list of remcte chents or groups that cannot open drect connections A —— -
to this chenit o can open them onky on restricked ports, ’ &0 3
Tuneeel Init Interval, seconds: 30 =
Entity | State |¥] Add | 4
o 1csel RESTRICTED - I~ Force SSL authentication in incon ] j
cuf1-mae1 RESTRICTED Edk
ol 1-ma-2 RESTRICTED ™ Bind all services bo open ports only
Tenant 5 - Agent Only RESTRICTED il
[+ Thes compuker i in DMZ and wil work a5 a proxy.
I~ Force per-chent certificate based authentication
I~ Roaming chent
& @
r~
o
o | cas | e | o el | b |3
o™

The CommServe firewall settings will then be updated

Cisco Cloud Architecture for the Microsoft Cloud Platform
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@ Advanced Client Properties for cvil-cs-1 3| [l Advanced Client Properties for cvfl-cs-1
Encryption | Contentindexina | Addbional Settings | Deduplcation | Web Server LRLs Encryption | Content Indesina | AddtionalSettings || Deduplcation | Web Server URLs
General | Groups  Firewal Configuration | Metwork Theottle | Pobes | Job Configuration Genersl | Grops  Fiewal Configuation | Metwork Theottle | Poboss | Job Configuration
¥ Configure Firewsl Settings % Configure Firewal Settings
Incoming Connections | Incoming Ports | Outgoing Routes | Options | Summary | Incoming Connactions | Incoming Ports Outgoing Routes | options | Summary |
Specify here the st of remote chents or groups that cannot cpen direct connections
- Remote Entity | Route settings [3] s |
(B T T D RS Tenant 5 - Agent Only Via Prosey cvf 1-dmz-proxy-1, data Forced ... &
Edk |
ety | Sate [¢] e |
jcwf 1-dmz-proocy-1 BLOCKED -
| o |
ok |
= | E
oK | Cancel | Hep | oK | Cancel | Hep | 2
&
As well as the MediaAgent(s), that will be visible via the Web Proxy, Firewall settings.
@ advanced Client Properties for cvfl-ma-1 I3 ||l ‘@ Advanced Client Properties for cvfl-ma-1
Encryption | Comentindexira | AddtionalSettings | Dedupicstion | web Server LRLs Encryption |  Contentindexina | AddtionaiSettings | Dedupicstion | web Server LRLs
General | Groups Firwoll Configwration | Metwork Throttle | Polides | Job Configuration General | Groups Firewoll Configwation |  Metwork Throttle | Polides | Job Configuration
¥ Eonfigure Frevial Settings] [ Configure Firewal Settings
Incoming Connections | Incoming Ports | Gutgoing Routes | Options | Summary | Incoming Connections | Incoming Ports  Outgeing Routes | options | Summary |
Specify here the list of remote chents or groups that cannot open direct connections
) Remote Entity | Route seltings [¢] aad |
b 0 o e D e e Tenant 5 - Agent Only Via Proxy cvf 1 -dme-proxy-1, data forced ... |
Edt
ety I Sate [¢] e |
lcwFl-dmz-provy-1 ELOCKED -
e N
(oo
=
= g
o | coed | mee | ok | coed | ek |§

Finally, the Tenant Client Computer Group that will be accessing the CommCell via the Web Proxy,
Firewall settings.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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‘@ Chicnt Group “Tenant 5 - Agent Only™

IS |l '@ Chient Group “Tenant 5 - Agent Only™
General 1 Immedsemus | Aty Contrel | ‘Securkty Gereral 1

Achvanted Settngs | Activity Contrel I Securty
Firewal Configuration Netwok Theottle | | Data Firewall Configuration | Network Theotle | Additionsl Settings | Dta Loss Prewention
¥ Configure Frewall Settings. ¥ Conligure Firewal Settings
C Bask  F Advanced CoBasic  ( Advanced
Incoming Connections: | Incoming Poets | Outgoing Routes | Options | Inconring Connections | Incoming Ports  Outgoing Routes | options |
Specly of connections. ‘
Remots Enthy | Route settrgs [3] _asd |
/ot et Pt cvfl-ce-1 W Prowy ovf 1-dmz-proy-1, data forcedtoty... =
Entity | State Bl ad | ot ¥ia Prosey cfi-dma-prossy-1, data forced to ... Ede
v r— AT = 1-ma2 i Prosy o 1-dinz-prosy-1, data forced to ...
EETH| e |
Delete
=
= g
(=]
e (3 Save As Scrpt Help o Carcel (3 Save Rs Sarpt we | [
&

Use the eMail and Web Server configuration button in the control panel to configure the new Web
Console.

@ E-Mail & Web Server Configuration

E-Mad Server  Web Server | Internet Gatewsy |

Online Helo:  pitp ffdocumentation. commuault. com/commuault/release 10 0 Ofbooks onling

Repart Default URL:  [htp: fjovf1rs-1:61 /reports

[~ Use Akernate URL Far Online Help

I Use akernate Web Server URL for Add-in

b elims e

Alias: I
& HTTF | &0 :I
e s | |
Report foider published on the Web server:
|1'l,c'\rf1~n-ll[$'Pruqunles\(a‘rmUM15inpma\ﬁswtsi Browse I
Impersonate User:  cvidma|dhewerdine Change I
K
oK | Cancel | Help | g

Access the Web Console via any browser.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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& [ {1 -dmz-prox

O commvault

admin Logout Preferences Help

My Applications

Diownload Center Virtual Machines

For Adrministrators Forms

Ll

)
7%

(¢

209078

Refer to Commvault documentation for details on the Web Proxy.
Refer to Commvault documentation for details on the Web Console.

Physical Server Protection Configuration

This section details how the iDataAgents were configured to provide data protection to the physical
servers in this use case.

Windows File System iDA

The Windows File System iDA will be installed on each Window server requiring data protection from

the File System level. Once the Client requiring protection is defined to the CommCell, the appropriate
iDA can then be installed and configured.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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@ Client Computer Properties for cvil-win-1

General | yersion | Security | Adtivity Contral |

Chient Name
Cliank Name: cvfL-win-1
Host: Name: cwf L-win=1.cvfdmz, sdu
CommServe HostMame:  owfl-cs-1.ovfdmz.sdu
PhysicalVirtual: Phrysical

Chesnit Infiormation
05: Windows Server 2012 R2 Standard

Flatform:  Wind6+

Time Information

Tirme Zone: (UTC-08:00) Pacific Time (US & Canada)

Clack skew with Commaerve: | Sec(s)behind CommGerve

Description

Use Case 1 (In-Cloud Baa$): Implementation Details [ |

I |
=l

ok | concel | advanced |

 smescsos | v |

299079

The Default File System Subclient will then be assigned to the proper Tenant Retention Storage Policy.

f@ subclient Properties of default

Genersl | comtent | Retention | Fiters |

Data Storage Policy | Data Transfer Option | Deduplcation |

Skorage Policy:

CVF1L CYLT Infrastruchure

Create Storage Policy I

| PrefPost Process | Security
Storage Device | activity Control | | inteliSnap Operations

| Advanced Options

Duata Pathes

cancel | He\p|§

The Client is then associated to the proper Schedule Policy. The protected clients will be running an
incremental backup nightly, while generating a synthetic full backup once a week.

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1
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Gereral | Assodtiors | alert | Seauity | Gereral Assocaticns | et | Seaurty |
Neme: [Fensnt 1 bghtty Backups view Edt |
- - 5[] Meda Agenis =]
Tree [oarra = #) O] Praey Mada Ageets
.- ___________________________________________________& I iy
Agent Type -] cvit-centos-1
Desarption - % Bl oft-hypery
[ B + (1 S
. # [ Tenant S - Agant Only
% [ Terant & - Remobe BasS N
Schedule Name Job Type # [ Tenant 7 - Remote B3a5
x ntal Ancremarts | = st 9:00 PM % [ Tenants - OVFE
DasHFul Synthetic Ful  Every weck on Friday ot 5:00 PH starting Februsary 10, 201Sand repeats every 0 his) O minls) unkl 12:00 A &) et Computens
o [ efi-centos-1
® O oftcst
- 0 ovfi-dme-prowy-1
| oxft-hypory =
ndd o Delete Select Al I Soar A o
o
]
[ Coned Heb o Cancel e ||
o | ot | _we | o | e | _w ||

Alerts can be configured against a given Schedule Policy allowing the control of who gets alerts for each

different policy. Select the alert criteria to use.

Threshold and Notification Criteria Selection

@ Add Alert Wizard -

[ Decrease in Data size by w4 %

FFoeavedty [ 14 ms
MoBsckwforkst [ 54 Days

[~ Jobexcesdedrumningtimeof [ 1 4| Hs
™ Mumber of faded fles ismorathan [ 100 4

[~ Percentage of Falled files is more than |T:|
1| |

I Notify only when jobs qualfy for extended retention

I~ Notify onty when job contains Falled objects:
I Notify onty i job is DDB job
| _tea> |

Alert Criteriafs)

2. Notfication Tvpe(s) Selection -
3. Userls) and User Groupls) I Increase in Data see by | 04 % a
Selection

4. Sunmary.

[~ Rlert every _:| attempts (Phase falures)

[~ Rlert avery 24 attempts (Nstwork Faiures)

concel |

o |

255082

Select the notification method.

] Cisco Cloud Architecture for the Microsoft Cloud Platform

Backup as a Service Implementation Guide, Part: CCAMCP1-1



| Chapter4 Implementation and Configuration

Steps

L Theeshold and Notification
Criteria Salection

2. Natification Type(s) Selection

3. Useris) ond User Group(s)
Selection

4. Summary

Use Case 1 (In-Cloud Baa$): Implementation Details

@ Add Alert wizard B

Motification s) Selection

Chooss Locse: frgian =] Sevety [agorn <]

s.mtoni'm] RSSFeeds |  Comsolemlerts | SCOM | Workflow

Everk Viswer | Run Cormeand

| <nGENT TYPE 1D x| addToken |

[ [T Select [Email] for notification
F HTML € TEXT

Subject:  [alart: <ALERT NAME> Type: <ALERT CATEGORY - ALERT TYPE
Edk Format  Ins

JIP?mg'arn dlr-n‘.'aulz ;|\= @ B | U :=i=

Type: <ALERT CATEGORY -
ALERT TYPE>

Detected Criteria: <DETECTED
CRITERIA>

Detected Time: <TIME>

@ User. <L ISE

< Back | feext = I Fnich |

Select the Users or User Groups that will receive the alert.

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1
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@ add Alert Wizard )
Steps Ms!aﬂdﬂurﬂrgﬂs! Selection

L, Theeshoid and hotification

2. Notification Type(s) Selection Available Selectad

iul:frf'? and User Group(s) Tenant Z Admin Users Tenant 1 Admin Users
s Tenant 3 Admin Users master

4. Summary Tenant 4 Admin Users

Tenant 5 Admin Users

Tenant B Admin Users

Tenant 7 Admin Users

Wiew All

Tenank 1 &dmin 1

Tenant 1 Admin 2

Tenank 2 Admin 1

Tenant 3 Admin 1

Tenant 3 Admin 2

Tenant 4 fdmin 1

Tenank 5 Ademin 1

Tenank 5 Admin 2

Tenant S Admin 3

Emad to Recipients: |
(comma separated)

<M|mt>|=-.-|md|m|§

Refer to Commvault documentation for details on the Windows File System iDA.

Linux File System iDataAgent

The Linux File System iDA will be installed on each Linux server requiring data protection from the File
System level. Once the Client requiring protection is defined to the CommCell and then the appropriate
iDA can be installed and configured.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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@ Client Computer Properties for cvfl-centos-1

General | version | Security | Activity Contrel |

Cherd Name

Client Name: ovfl-centos-1

Host Name: o I-centos-1.cvfdmz. sdu

CommSerye HostMame:  ovf1-cs-1.cvfdme.sdu

PhoysicalVirtusl: Phrysical

_e |

Chent Information

05: Linn: 3.10.0-123 617 x66_64

Flatform:  xB6_64

Time Information
Time Zone: (LITC-05:00) Eastern Time (US & Canada)
Clock skew with CommSarve: 1 Seo(s)behind CommServe

Description

m]cm]wm|[}mmm|m|g

The Default File System Subclient will then be assigned to the proper Tenant Retention Storage Policy.

@ subclient Properties of default

Gererdl | Contert | Retention | Fiers | PrejPost Process
Security StorageDevice | pctivity Control | | advanced opticns

Sorage Policy:

Tenant | Bass Retention L‘ Diaka Paths

Craate Storage Policy I

o« | conca “*I%

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Now the Client is associated to the proper Schedule Policy. The protected clients will be running an
incremental backup nightly, while generating a synthetic full backup once a week and alerts can be
configured against a given Schedule Policy allowing the control of who gets alerts for each different
policy. Refer to the Alert configuration for Windows File System iDA, page 4-62, above.

Gereral | Associsticnss | ket | Securty | General | Assodistions | et | Securty |
e [rensnt 1 nghtty Bachus viewe £ |
m 2 Frote v # L] Mods Agers |
ype | (& O Prewy Media Agents
baatom - K b
dis B2 ovfi-centos-1
Desaription - = [l oft-typery
[ 3 - & SE
) Tenart 5 - Agent Oriy
e, 1 [ Tenant 6 - Remmote Bass
Schecule Hame | Job Type Pattem Time Zorw 3| 5 0] Tenark 7- Remeke Bo45 —
Irrcremental Inseemerical Every v, Tumsday, Wadnesdar 4 starting February 10, 2 ku e - ] Tenanks « CVF6
s Ful Syrithetic Pl Every weekion Friday of 3:00 PM startiog Febeuary 10, 2015and repeats every 0 i) 0 min{shuntd 12:00 A4 (UTC-06:00) Central A 5 1 Chark Compusses
O etcentos-t
0O o<1
# 0 of L-dna-proxy-
=l oo Lwypeny =
Add e | peete skt | oot %
oK Cancel Help o carcel Help 5]
o | o | = | o | o | = |3

Refer to Commvault documentation for details on the Linux File System iDA.

Virtual Server Protection Configuration

This section details how the iDataAgents were configured to provide data protection to the virtual
environments in this use case.

Virtual Server iDataAgent for Hyper-V

The VSA for Hyper-V is installed on one or more of the Hyper-v servers in the Hyper-V Cluster. The
Hyper-V server that will be used as the VSA is defined to the CommCell, the required iDAs are installed
and updated to the latest levels.

@ Client Computer Properties for cvfl-hypery-2 /@ Client Computer Properties for cvf1-hyperv-3
General | yersion | Secuity | Activity Control | General | Version | Securkty | Activity Contral |
Chent Name Chert Name:
Chent Mame: evfl-hyperv-2 Chenk Name: evfl-hyperv-3
Host Name:! 10.5.5.82 Host Name: 10.5.5.83
(CommSarve HostNama:  cvfl-cs-1.cvfdme.sdu Comm&erve Hosthame:  cwfl-cs-1.cvfidme.sdu
Phyysical[Virtusl: Physical FivysicallVirtual; Physical
== | = |
Chert Information Chert Information
05: Windowes Server 2012 R2 Datacenter 05: \Windoves Server 2012 R2 Datacenter
Flatform:  Winie+ Flatform:  Windi
Time Information Time Information
Tinve Zone: (LITC-05:00) Estem Time (US & Canada) Time Zone: (UTC-05:00) Eastern Time (US & Canads)
Clock skew with CommServe: 28 Min{s), 54 Sec(slbehind Commserve Clock skew with Commserve: 30 Min(5),31 Sec(slbehind Commserve
Description Description
o
S
oK Cancel Advanced 3 Save As Script Help Ok Cancel Pcvanced [ Save As Sy @
| | |_& | _reo | | |_Boenson | w | |2

Once the VSA are installed, define a new Hyper-V Client, providing credentials and designating the
VSA Servers to use.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Create Microsoft Hyper-¥ Client

Password:

Confirm Password: Iu.-.-ou“
Mote: User Credentials will be usad for 8ll Hyper-¥ Nodes

Nodes: BEAD] X Remove Q O

[ Clients | Chent Groups [
iC\'fl'h!“DeN"? ;I
ovf 1 -hypery-3

=

u|cm[{}mm2m|rﬂ.|%

Create a new subclient for the Tenant Guests and select the VMs that will be protected for this Tenant.

@ subclient Properties of Tenant 1 Hyper¥ Guest /@ subclient Properties of Tenant 1 Hyper¥ Guest
Activiey Conerol | | intelsnap Operstions | Advanced Options | Backup Options Activity Control | | intelisnap Operations | Advanced Options | Backup Options
Generdl | Content | Fiters | PrefPostProcess | Securty | Storage Device General Contert | Fters | PrefPostProcess | Secuiy |  Storage Device
Clent Name: o L-hypery Contents of subchent:
Datafgent: Virbual Server Type Name ¥ Browese: I
Badkup Set: defautBackupSet -
Subchent name:  [Tenant | Hypery Guest LI
; =]
-
[ ]
[ rovew_|
=| =1
3
o | coxd | ne | o« | cod | me |2
&

Select the appropriate Tenant Storage Policy.

Cisco Cloud Architecture for the Microsoft Cloud Platform
[ Backup as a Service Implementation Guide, Part: CCAMCP1-1 .m



Chapter4  Implementation and Configuration |

M Use Case 1(In-Cloud BaaS): Implementation Details

@ subclient Properties of Tenant 1 Hyper¥ Guest

Activity Control | | Intelsnep Operstions | Advanced Options | Backuo Cotions
General | Cortent | Fiters |  PrefPostProcess | Security Storage Devvice:

Storage Policy:

Tenant | Bass Retention ﬂ Data Paths

Create Storage Policy |

Oklcwdl Heb|§

Finally the Client is associated to the proper Schedule Policy and alerts can be configured against a given

Schedule Policy allowing the control of who gets alerts for each different policy. Refer to the Alert
configuration for Windows File System iDA, page 4-62, above.

Ganeral | Associstions | Akt | Secuty | Gareral Assodations | Akt | Securty |
Narre: [Tensnt 1 bightly Backups (Voo | et |
1 - Clork Computers
yee [ = oft-centos:1
oft-hpery
d Vetusl Server
= Hypar-y
| defoutBachupSet

Tenant | Hyper¥ Guest
el

X 0 PM g v 10, 2005and repest. . KUTC-05:00) Central ..,
0, 2015and repests every D hris) 0 min(s) untl 12:00 A4 (LTC-08:00) Central A...

=
e | ea | o |
_ox | cmn | e |
3
o Cancel Help g%

Refer to Commvault documentation for details on the Virtual Server iDA for Hyper-V.

Application Protection Configuration

This section details how the iDataAgents were configured to provide data protection for the applications
and databases in this use case.
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Microsoft SharePoint iDA

The Microsoft SharePoint iDA is going to be

Use Case 1 (In-Cloud Baa$): Implementation Details

installed on any SharePoint server, whether they are virtual

or physical servers, that require SharePoint Farm, Site, or Document level data protection. For this use
case, SharePoint has all of its components installed on the same server. That server requiring protection

is defined to the CommCell and then the app

@ Client Computer Properties for cvil-t1-spweb-1

el /@ subclient Properties of default

|
Storage Device

| RBS Stere Options

Genersl | Conkerts | PrefPost Process

Storage Policy:

Content Database Options:

ropriate iDAs can be installed, updated, and configured.

Activity Control

|mm 1 Base Retenition

Create Storage Policy I

Ti

j ompm'

oKl

cancel | nep

el

Advanced |

7 Save As St |

Felp

§

SharePoint has two levels of backups Databa
default subclient to protect the entire Farm.

se and Document. First configure the SharePoint Database

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1
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/& cvil-cs-1 - v10 R2 Commcell Console

'Subclient Properties of default
Home Tock Storage Corfiguration Reports = [x] a @
A 1 Eetedon | RESSworeOptions | Content Database Options. |
g Contents
O L 1] u @ c Ganeral | PrefPostProcess |  StorageDevike | Actiity Control ity
CommCell Jab Event Alert  Scheduler Cor  [SESS Delats S IM P
Controller o Viewer = Pa 'a P IA ;
View Configure m,,,
- -
i CommiCel Browser R | ra
_I e Browsing content for default
B evflLl-cor - & soa
e
& of1-tl-spead-1 E2 Current Selected: Farm
] ovf1-t1-sp-db-1 b evfi-t1-spweb-1 o ¥ =
A ol = 4 =z Global Search Settings =
B0 ef1tl-gpd-3 ® GH:dS:rd\Sdﬂln;s e
: :‘}Fi:::ﬂ 1 anm:t::e';.-e Ma::nqs Licariée Lo Fagiure Mappings
ovf1-ti-spwebrl Mirosoft SharePoink Foundation Disgnastics | er@seft SharePaint Foundation Diagnostics Service
- (1] File System Mirosoft SharePoint Foundstion Wb appic | Mcrescft SharePaint Foundation Web Applcation
=g SharePoink Server Microsaft; SharePoint Server Diagnostics Ser | Microsoft Sharefoint Server Disgnostics Service
T Databases Microsoft. Ceres,Diagnostics. Administration.I | Microsoft. Ceres. Diagnostics. Administration DiagnosticsService
- . Shared Services | Shared Services.
B2 SOL Server SharePoirt Server State Service Server State Service
&0 ottt - Sham:;::_«mmnm it i aie S B
F z}::ﬁ:z; : 1 MSFM i 19_6o236 LoA-650d 435851 |, ePoint_Config_6e2361b4-65bd-4355-5435-F3b6d0b1 3097
07 oLt wekiz Workflow Services Proxy [oPLEsrCodar
B0 oLt w2kl 24 [ |, WSS_Administration Workflow Services Proxy
B27 eftlwki2S WwSS_Administration
ovfl-t2-cor
ovf1-t2-bedbel
ovfLaeZevpecl =l
! =l
= (@ . %
—_— g =1}
| ol — | =l &

| EREEE | RESStore Options |
Conkents |  PrefPost Process

[0t St Poky ] ta Transfer Opton| Decuphcaion|

Storage Policy:

Storage Device

Content Database Options

Activity Control

[Temant 1 Base Retention

Create Storage Polcy I

ﬂbubnpathsl

O

|cancel|ﬂ=h

|5

Configure the SharePoint Document default subclient to protect All Folders.
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‘cvfl-cs-1 - 10 R2 Commeell Console M [=] E3
Hore Tock Storage Configuration @ subclient Properties of default (<] & @

. Securty | StorsosDevice | AcwiyContral | T | advanced Options
O n Iy ﬁ General Content [ | PrefPast Process commwvault

commcell Job Evant Alet  Sthe
i s | 2 Cons ot i SIMPANA

View Cot
[ Commiell Browser 1
evf1-tl-cer
ovf1-tl-sp-ad-L
o 1-1-sp-dbel Description |
of 1-t1-sp-dbrZ -

Al Folders:

| T schedue polies x| 4b @

Server > = Documents > i

evfl-tl-sp-db-3
of 121 -sp-db-4.
o 1-21-spapp-1
o 1-t1-spwrete1
File System
e SharePoint Server
* Dakabases
 Documents
= SQL Server
evf1t1-vpxl
evf1-tl-w2kiz-1
ovfl4l-wzki2-2
o 1-t1wzki2-3
o 1-t1wzkiz4
ef1-t1-w2ki2 S
ovfl4z-cer
ovf1-t2bedb-1
ovf1-t2vpx1

05060606 E

m-aer

GRS RCNCR NS )

) CommCed Brawser

] Agenis 3 Cancel Help =

T Corkert | [ Summary
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evfl-es-1-316¢ | 10R2 | admin | )

Assign it to the proper tenant Storage Policies:

@ subclient Properties of default

General | Cont | Fiers | PrefPost Process
Secury Storage Device eml Activity Contral | | Advanced Options
Data Storage Policy || Data Transfer Option | Deduplication |
Storage Policy:

[Tenant 1 Base Retention x| Data Paths

e e

Create Storage Policy |

P

w|w|m|§

The Client is now associated to the proper Schedule Policy. SharePoint can have multiple different
protection methods. In this example we have a Schedule Policy for the Database protection and another
Schedule Policy for the Document protection. Alerts can be configured against a given Schedule Policy
allowing the control of who gets alerts for each different policy. Refer to the Alert configuration for
Windows File System iDA, page 4-62, above.
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General | associations | Alert | Securky | Goneeal Associstions | Alert | Security |
] [renset 1 Sharepont Database Protection Schedue wiew | £t |
Cherk Conguter Sioups
T = -
na) | T = = b o bhypery
= o 141-spweb-1
I = " v
AR TyPS [ cheved Documents;Pratected Documents; =1 ot Server
Descrption y SharePoirk Database Protaction Events
dofouk
Tasks.
Scheduls Name | xbmpe | Pattem | Tare Zone 1
j SharePort Databast ... Diferential Every voek on Sureday, Monday, Tuesdsy, Wednesday, Th.., (UTC-06:00) Centzal America A
ER JEvery week on Saturdyy ot 10:00PH starting Ao 12, Z.., JUTC-06500)
=
Add Edt Delete g
=]
@
o Cancel Hep oK Careel Heb =
o | e | o | IR |-

Refer to Commvault documentation for details on the Microsoft SharePoint iDA.

Microsoft SQL Server iDA

The Microsoft SQL Server iDA is going to be installed on any SQL server, whether they are virtual or
physical servers, that require SQL DB, Table, and Log level data protection. For this use case, a two node
cluster has been configured to run SQL. The servers requiring protection are defined to the CommCell
and then the appropriate iDAs can be installed, updated and configured.

@ Client Computer Properties for cvfl-t1-sp-db-1-bk @ Client Computer Properties for cvf1-t1-sp-db-2-bk
General | version | Secusity | Activity Contrel | General | version | Security | Activity Control |
Chent Name Chent Name
Chent: Name: evf1-£1-sp-db-1-bk. Chenk Name: ovf1-t1-sp-db-2-bk
Hast Name: cvf1-t1-5p-db-1-bk.cvfdmz.sdu Host Name: cvF1-t1-sp-db-2-bk.cvidme schu
ComamGerve HostName:  cvfl-cs-1.ovfdme,sdu CommServe HostName:  cvfl-cs-1.cvfdme.sdu
Phiysicalvirtual: Physical Physical/Virtual: Physical
e | e |
Chert Information Chent Information
== Windows Server 2012 R2 Datacenter 05: Windows Server 2012 R2 Datacenter
Flatform:  Winke4 Flstform:  Winoe4
Time Information Time Information
Time Zone: (UTC-05:00) Eastern Time (US & Canada) Time Zone: (UTC-05:00) Eastern Time (US & Canada)
Clock shew with CommServe: 31 Min{s),59 Sec(s)behind CommSarve Clock skew with CommServe: 51 Min(s),57 Sec(s)oehind CommServe
Desaription Desorigtion
o I e e e £E cm]wm|ﬁ>mmw|m|%

Define a new Windows Cluster Client, providing credentials and designating the VSA Servers to use.

Cisco Cloud Architecture for the Microsoft Cloud Platform
m. Backup as a Service Implementation Guide, Part: CCAMCP1-1 |


http://documentation.commvault.com/commvault/v10/article?p=prod_overview/sharepoint_2003.htm

| Chapter4 Implementation and Configuration

Use Case 1 (In-Cloud Baa$): Implementation Details [ |

@ New Windows Cluster Client

Configure Client

Qi Name — fevf1-t1-sp-s0)

HosthName — [ewf)-t1-sp-5).cvfdine. sdul

Cancel I = Bach I ITI B Seve As Soript Firksh Help: |

289101

Define the servers that are part of the cluster.

: =l
Client Computer Propertics for evf1-t1-sp-sql ] W
Home [ Tooks | sterene General | version | securty | Activiy Control | ! -
- Cllent Name
% iL:.I & Advanced Client Properties for cvi1-t1-sp-sal It
d COMmIm©’
5 7 ok heme: ofL-tl-sp-sd General | Groups | Frewsl Configuration | Network Throttle | Policies | Job Confioration | Encrvotion S
ABdlemaval e Contert Indexing | AddtionlSettings | Dedupication Chster Group Configuration S |MP&M
ikt ALl L Host Name: 10.5.5.160 [fiod) | [ '\,
Deployment Physicaichuster: . e R 5
| Bl canecel becisa oft-tl-sp-db-2bk [T t-dmz-proxy-1 R arm
evfl-matemp-1 fevf1-hyperv-2 fovf1-41-sp-db-2-bk sO0aQ
evfl-matemp-2 jevf1-hyperv-3
evfLas | levft-mart =
oftti<pdrtbk | Description [erfL-ma2 =
File System cﬁ:—m{m':
il | 2Essom s
8-} Fle System levf1-t1-spmeb-1 P
B2 SQL Server ot et
! fevfe-typerv-3 :
= 'v:vﬂr-:-aw levie-hyperv-4
sk File System levfé-ma-1
41 SQL Server levfema 2
% &% ovfL-tl-spweb-1 [evfeers-1
- ) evfl-t-bedb-1-bk levfa-ma-l
jevfa-ma-2
jevf-ma-3
[evfa-tshyperv-2
levfatS-hyperv-3
levfa-t7-test-vin-1
Jevfat7-test-vin-z
I Force Syne configuration on remote nodes
ok | coxe | Heb |
v
=l o
[=]
]
ok | conc [ Advanced B seversserot | re | (e |0 ] &

Define the iDAs that will be protecting this cluster, in this case just the SQL iDA.
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Chient € i -t1-sp-sql = -
e FTETAETTE @ Client Computer Properties for cvi1-t1-sp-sal o]
| vome [ Took | storsa General | version | securty | Activity Control | ] & @
: - i - Chent Name
I &% =im| It
| sl Clerk Name: ofl-tissa General | Groups | FrewsllConfiguration | Network Theottle | Pokes | Job Confiowation | Encrvotion | =1 a1
o = Cluster ration
i o qun ContertIndeing |  AddtiondSetings | Deduplication Group Configur SIMP‘QNA
Hana: 55. ] :
| Deployment e a 2
| 7= Show All Agents
I it - ik
| Avalable: Selected: *og
File System MSSQL Server iDataAgent ]
 Description =
[
Add >
Add Al > I
<< Remove Al I
ok | coeed | mew |
B )
I 3
| ovfl-cs=1 = 316c | 10RZ | admin 2
o | concel |[Cadvenced | (savenssee | reb | ! ! LU ]

Create a new SQL Subclient.

f@New SOL Subclient Prop

Activity | Evction | inteliSnep Operations | Securty | SQL Settings
General | Content | BackupRues | PrefPostProcess | Storage Device

Chent Name: ovfl-t1-sp-sql
iDatafgent: SOL Server
Instance Name:  CVFI-TI-SP-50L

Subchent: I‘fenatlﬁﬁ
™ Allow multiple data readers fior Backup Copy
- Description —

200104

ok | cnea | mep |

Assign the Databases to the new subclient.
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cwfl-cs-1 - v10 R2 Commcell Console = H[=] E3
Home | Took | Storage  Cofigustion  Reports v K L < a @
’ B— o & Activity 1 | inteliSnap Operations | Security | 5QL Settings
T B ~m Genoral | Contert | packupues | PrefPestProcess | StaregaDevke T
iy ey g il gt SIMPANA.
Deployment ImportExport |
| i CommCell Browser [ N
| : o
| St 1 = = je Polcy Description B
| fon =
|
Delste
% OVFL-Ti-SPsqL
B2 ovfl-tl-sprebrl
w0 evfi-ta-bedb-1-bk
w-# ovfl-win-l =
ok | caced | [ icover e |
|- ‘ ‘
| N
| (B =3
=23
ok | coedl | b |fioiec| t0R2 | adein| @ -]
Assign this subclient to the proper Tenant Storage Policy.
@ New SOL Subclient Properties @ New SOL Subclient Properties
Activity Control | Erciion | InkelSnap Operstions | Securkv | 50U Settinas Activiky Control | Ercritn | InkeliSnop Operstions | Securkv | 50U Settinas
General | Contert | BackupRules | PrefPost Process Starage Device General | Content | BackupRules | PrejPost Process Storage Device
Data Storage Pokcy | Log Storage Pokcy | Daka Transfer Option | Deduplication | Data Storage Polcy Log Storage Policy | Data Transfer Option | Deduplication |
Skorage Policy:
v | M Tenant | Base Retention
Hurnber of streams for transaction log: |_2:|
Craate Storage Policy |
Number of streams for databackup: | 2 4
3
ok | coca | nep | ox|cma|nun|§

Assign this Subclient to the proper Schedule Policy and alerts can be configured against a given
Schedule Policy allowing the control of who gets alerts for each different policy. Refer to the Alert

configuration for Windows File System iDA, page 4-62, above.
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General | Assocstions | Alert | Securty |
General Assonistions | alert | Securty |
Hame: [Temsnt 1 MSSCL Database Protection Schechie —
[ e |
i) [outa Protection =l Chert Computers
of1-tl-sp-sd
S re—— =l S )L 50 Server
& 8 CVF1-T1-5P-S
Description rm»msqomﬂnm.mcmu " lsé‘
Tasks:
Schecuie Name | Job Type | Pattern | Tave Zone El
Rightly Differertial Differential Every week. on Sundsy Mondsy, Tussday, Wedhesday, Thus sday,Friday... (UTC-06:00) Central denerico Al
Wesily Ful Ful Every wesk on Ssturday at 9:00 PM starting Aprl 14, 2015and repaat... (UTC-06:00) Central America
Log Backus Trangaction Log Every day ok 12:00 AM starting Apel 14, 201500 ropedts avéry 2 hel... (UTC-06:00) Gentral Aemarica
Add 3 | ~
o
[OF | cocel | (Pswverssom | weo o e il
IR | e || | 2

Refer to Commvault documentation for details on the Microsoft SQL Server iDA.
Oracle / Oracle RAC iDataAgent

The Oracle / Oracle RAC iDA is going to be installed on any Oracle servers, whether they are virtual or
physical servers, that require database, table, and log level data protection. In this use case a single
Oracle instance on a standalone server was used. Once the Client requiring protection is defined to the
CommCell and then the appropriate iDA can be installed, updated and configured.

@ Client Computer Properties for cvi1-t2-he-db-1-bk

General | version | Security | Actrity Control |

Chent Mames

Client Name: cwf1-£2-kx-db-1-bk.

Host Name: cwf1-t2-b-db-1-bk.ovfdma.sdu

CommServe Hosthama:  cwfl-cs-L.evfdmz.sou

Phiysicallvirtual: Phiyzical

e |

hent: Information

05 Linuee 3.8.13-55, 1.5 eléuek.xB5_&4

Platform:  =B6_64
Tirne: Informmatian

Time Zone: (UTC-05:00) Eastern Time (LS & Canada)

Clock skew with CommServe: 29 Min(3),43 Sec(s)behind Commserve

Diemoripkion

ok | cowel | advenced | [Brswesssapt | nep |
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Create a new Subclient for the database being protected.
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@ subclient Properties of Full_DB_Backup

Activity Control | | InteliSnap Operstions | LogsBackup
General | Corkent |  Backup Arguments |  PrefPostProcess | Storage Device
Clhent Name: ovfl-t2-4x-db-1-bk

iDatafgent: Oracle

Instance (ORACLE ST0): testdb

Subclienk nama: Ful_D8_Badkup

Descripti

209109

ok | cocel | np |

Select the Database to protect and how it will be protected.

@ subclient Properties of Full_DB_Backup

* [+ [+ o8
EEEE

Items in bold are not induded in any Online Subsst subclisnt,

¥ Backup Cantrol File ¥ Back up SP Fils

ok | cacel | mep |

288110

Assign the Subclient to the proper Tenant Retention Storage Policy.
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@ subclient Properties of Full_DB_Backup

Activity Control | | InteliSnap Operstions I Loas Backuo
General | Content | BackupArguments | PrefPost Process Storage Device

Qata Storage Policy
Tenant 2 Base Retention =l Data Paths |
Murnber of Data Backop Streams: 1 j

ok | cocel | np |

288111

The Client is now associated to the proper Schedule Policy. The protected clients will be running an
incremental backup nightly, while generating a synthetic full backup once a week. Alerts can be
configured against a given Schedule Policy allowing the control of who gets alerts for each different
policy. Refer to the Alert configuration for Windows File System iDA, page 4-62, above.

General | assocations | Alert | securty | General Assodations | alert | securty |
Narme: |Tenant 2 08 Backups [ieve || £at |
Tipe [peta Protection =] G o Compuber g
enank 2 - Cloud
evf1-42-e-db-1-bk
Agent T " =
| | Oracle Database
Deseription [y ace Backups B testdb
Full_DE_Backup
Tasks
Schedule Hame | b Type | Pattern | Time Zone B
Paghtly Full Full Every day 8t 9:35 PM starting March 2, 2015and repests every 0 h... (UTC-06:00) Central Ame. . ;l
=
Add Ed Defete
| | | ~
oK | Cancel | Help | oK Cancel Help | 2
™~

Refer to Commvault documentation for details on the Oracle RAC iDA.

Refer to Commvault documentation for details on the Oracle iDA.
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Use Case 2 (Remote BaaS): Implementation Details

The second use case is Remote BaaS, where the tenant production environment is hosted at the
Enterprise’s own site and backed up locally within that site and remotely to the SP1 cloud. Two tenants
were created to proof this use case. In the Enterprise site, Tenant 6 was configured with OpenStack and
Tenant 7 was configured with VMware. Both of these tenants were backed up locally and also into Cloud
Provider site SP1.

Figure 4-38 shows the environment used to proof this use case. This use case utilizes the pre-existing
SP1 environment as the primary CVLT Infrastructure, so in this use case we focused on the customer
locations.. Since a local copy of the data was stored at the customer’s data center, integration of the
MediaAgents was required. There was a MediaAgent pair in the Tenant 6 environment and a single
MediaAgent in the Tenant 7 environment. The Tenant 6 environment was an RHEL OpenStack
environment being protected, while Tenant 7 consisted of a VM Ware environment. Each iDA interacted
with the CommServe and local MediaAgent on a schedule basis to execute data protection jobs. The
Primary copy of data was stored locally on the Local MediaAgent that executed the backup job, but then
DASH (deduplicated replication) copied to a MediaAgent in the SP1 data center to provide for Disaster
Recovery. Restoration of the data that was protected could be executed at either the customers’ data
center or the SP1 data center.

Figure 4-38 Use Case 2 (Remote BaaS) Implementation Diagram
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Tenant Details

Tenant 6 (RHEL OpenStack) Applications

In Tenant 6, five Linux Centos servers were used for testing purposes. There were no applications
installed on these servers.

Tenant 7 (VMware) Applications

In Tenant 7, three Windows Server 2012 Standard servers were used for testing purposes. There were no
applications installed on these servers.

Commvault Configuration

This section will detail how the Commvault Infrastructure and Data Protection agents were configured
for this use case.

Commvault Infrastructure

This section will describe how each component of the Commvault Simpana is installed and configured.

MediaAgent Server(s)

The MediaAgent server is the data mover within the CommCell so it is the next server that needs to be
built out. All connections to the actual storage, as well as the control of the deduplication is handled by
the MediaAgent. The MediaAgents should be have disk volumes created for the Operating System,
CVLT DDB and Index Cache. Then loaded with Windows 2012. The installation of the MediaAgent
software can be pushed from the CommServe. In this case there are two MediaAgents, cvf8-ma-1,
cvf8-ma-2, and cvf8-ma-3.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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@ Client Computer Properties for cvig-ma-1

General | yersion | Security | Activity Control |

Chert Name
Clent Name: cvfg-ma-1
Hast Name: cvfl-ma-1.cvfdmz.sdu
CommServe Hosthame:  ovfl-cs-1,cvfdmz.sdu
Phyysicalfvirtual Physical
Chent Information
05: Windows Server 2012 R2 Standard
Flatform:  Windisd
Time Information
Time Zone: (UITC-05:00) Eastern Time (U3 & Canada)
Clock skews with Commserve: 2 Sec(s)behind Commserve.
Description

Use Case 2 (Remote Baa$): Implementation Details [ |

/@ Uient Computer Properties for cvi8-ma-2

General | Version | Security | Activity Contral |

Chent Name
Chent Name: cvf-ma-2
Hast Name: cvftmarZ ovfdmz.sdu
CommServe Hosthame:  cvf1-cs-1.cvfdme.scu
PhiysicallVirtual Phiysical
[e= ] _e |
Chent Information
052 Windoves Server 2012 R2 Standard
Platform:  Wini64
Tirne: Information
Tirme Zone: {(UTC-08:00) Pacic Time (US & Canada)
Clock skew with CommServe: 3 Sec(s)behind CommServe.
Description

ok |_co | o |

Bsaverssaot | heo | Bswerssaor | heb |

o | | _ ot |

/@ Client Computer Properties for cvig-ma-3

General | version | Security | Activity Contrcl |

Chent Name
(Chient Name: cvfd-ma-s
Hast Name: cvfi-ma-3.cvfdmz.sdu
CommServe Hosthame:  cvf1-cs-1.cviidmz.sdu
Phiysicalfiirtusl Physical
Chent Information
=] Windows Server 2012 R2 Standard
Platform:  Wini64
Tine Information
Time Zone: (UTC-05:00) Paciic Time (LIS & Canada)
Clock skew with CommServe: 2 Sec(s)behind Commerve
e

ok | concel | advenced | Brswessson | kb |
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Then Disk Libraries are created from the local drives on all three MediaAgents.
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General | Mount Paths | Rssosations | seeurty | | ok usage | General | Mount Paths | masecstions | seeunty | ©oc | ok usage |
\brary Name: JevtB-ma-1-Local-OL Lbrary Name: Evm-m-:md-m
Medadgent: oBme-1 cvidmz. s Medatgert: CoBanar2.cvfdinz. s
No. of Mounk Paths: 1
Status: Resdy
¥ Enable Libary
I Mark Archive files as Read-Only
Space Theeshoids
Space Status:  Currently 0.16% Ful Space Status: * Currently 0.02% Ful
Low Watermark () [ g Low Wakermark (%) 154

Warning Watermark (%): l_aoj

Timecets (in minutes)

e I

Offine Reason:

‘Warming Watermark (%) ] :I

Timecats (n minutes)

wrti| 0 umers[ w3

Offine Reason:

General | pourt Paths | Associstions | Securky | - | oekussge|

Lbrany Nome: Fﬂsm-}uxd-m
i ovfdma-3.ovfdee. sdu
No. of Mourk Paths: 1
Status: Ready
[¥ Enable Library
I~ Magk Archive Files as Read-Onfy
Space Threshalds
Space Status: * Currently 0. 10% Pl
Low Watermark (%): ]_Js'j

Warning Watesmark (%) 30 :l

Tineouts (in minutes)

o e R e

Offine Reason:

JIC =
Global Partitioned DDBs are created to frontend the libraries created for CVF8-MA-1 and CVF8-MA-2

ok | e | v |

as they are working in a pair.

299114

P T

oneral | 11 | ot Pt | 525t oy | Ao | v [DUBaghEaBaR] i | General| F1 | Data Paths | 5 e | pverced [Dedoptcation | 1
DO Infermation | Sattings | /.24 | D08 Information | Sattings | /== |
Deduphcation Diatabase Hame: [5108_cvPe Custt Long Term ¢ Dedupication Detabass Nams: [FiDe_cvPa Cust1 cobB_CvFE
Total size of Application data: 5.600GE Tokal size of Appicabion data: 1863568
Total data size on disk: 8368 Total data size on disk: 16.35G8
Total data size on DOB: 836 M Tokal data size on DOB: 16,3568
Creation tine of this DDB: 2{3/2015 5:54 P Creation time of this DDB: 2/9/2015 S FM
Estimated baselne size For new DOB: 1.03 6B Estimated baseine size for new DD8: 75168
DD Access Path DO Access Path
Partition | MediaRgant And Parthi... | Minimum Fres Space (MB) | Fres Space Warring (ME) | ¥ Parthion | Mediaigent And Partki... | Minimum Free Space (M8} | Free Space warring (MB) | |
1 evfd-ma-1 [D:\G00B2]  S120 10240 2l ] ovfg-ma-1 [DGDOBL]  S120 10240 ..‘..I
2 cvfe-ma-2 [D:AGDDEZ] 120 10240 2 evii-ma-2 [DAGDOBL]  S120 10240
z =
Deduphcation Datsbase creation: . Deduplication Database creation: .
[~ Creste new DDB every hj‘“ﬁ I Create new DC6 every [_":Id"s
[~ Creste new DDE every IT:ITB [~ Creste new DDB every |T:|Tﬂ
™ Creste new 008 every [  orstto). sartegren) ™ Create new 008 every [ o wonthte). startng o
Total Numbes of DOB(s): 1 Total Number of DOB(s): 1
Tokal size of Appcation Data across sl the DOB(s): S-6968 ‘Tokal size of Apphcation Data across al the DOS(s): 186,35 6B
‘Tokal Data Size o Disk For o the DDB(s): 836 MB Total Data Size on Disk For o the DDB(z): 16.35G8
Total Data Size for ol the DOB(S): 836 M8 Total Data Size For al the DOB(=): 16.35GB

_ok | _conei | oo |

299115

_k | oo | wee |

Standard DDBs are created to frontend the libraries created for CVF8-MA-3 as it is working as a

standalone MediaAgent.
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General| | Data paths | | 5| e [Bedipbcation | 700 | General | | Data Paths | = TR .
D08 Information | Settings | /1 008 Information | settings | 1]
Deduphcation Database Name: [s106_cvea custz cooe_cvee Dedupication Distabass Name: [st06_a008 CVFE 13 Long T
Tatal size of Appiication data: 41.62G8 Total size of Applcation data: 205468
Total data size on disk: 6.29G8 Total data size on desk: 3.43GB
Total deta size on DOB: 6.298 Total data size on DOB: 3.4368
Crestion ting of ths DOB: 21102015 11:51 A Creation tiné of thes DOB: 2/18f2015 10:59 PM
Estimated baseine size for new DOB: 114968 Estmated baseine size for rew COB: 114968
DD8 Access Path D08 Access Path
[ Partition | Mediaagent And Partti... | Minimum Free Space (MB) | Free Space Warning (ME) | ¥ [ Parthtion | Mediaigert And PartRi... | Minimum Free Space (M8) | Free Space Warring (ME) | %]
1 cvfe-ma-3(DGDOBL] 5120 10240 | 1 evfd-ma-3[0:\G0DEZ] 5120 10240 |
= =
Dedupication Database areation: Dedupication Database creation:
[~ Create new DDE every ;\EIW! [~ Create new DOB every «1:|dm
™ Craste new DDB every :I.Jﬂm [~ Create new DOB every Mj'rs
[~ Create new DD every 1] Monkhs). Sterting fom ey, et [ Creste new D08 every ;jw:}mﬁm"-
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Total Nunber of DDB(s): 1 Total Number of DDBIs): 1
Total size of Application Data across all the DDB(s): 41.62 G& Total size of Applcation Data across all the COB(s): 20,54 GB
Total Data Size on Disk: far all the DOB{s): 6.20G8 Total Data Size on Disk For ol the DDB(E): 3.43GE
Total Dista Size for al the DOB(s): 6.29G8 Total Data Size for al the DOB(s): 3.43GE
©
-
oK Concel Help z
oK concel | nep 2
Finally the Tenant Storage Policies are configured.
|43 Storage Poicies (= s
&4 ofl-cs-1 > | & Polices > [ Storage Polices >
Name I Type /3| No. of Copies | _Deduplcation | Description |¥]
B3] CVFB CVLT Infrastructure Standard H 1 =
|E3 | Tenant 1 Base Retention Standard 4 v Base Retention - 14 Days [ 2 Cycdes and | Weebdy Full For 35 Days - 2 Copies
B3 | Tenank 2 Base Retention Standard 4 ¥ Base Retention - 14 Days [ 2 Cycles and | Weeddy Full For 35 Days - 2 Copies
B2 | Tenank 3 Base Retention Standard 4 I Base Retention - 14 Days [ 2 Cycles and 1 Weskdy Full for 35 Days - 2 Copies
B3| Tenank 4 Base Retention Standard 4 i Base Retention - 14 Days [ 2 Cycles and | Weekdy Full for 35 Days - 2 Copies.
B3 | Tenank S Advanced Retention  Standard 4 12 Advanced Retention - 14 Days [ 2 Cycles and 1 Weeldy Full for 35 Days - 2 Copies
Ed | Tenank 5 Base Retention Standard 2 ~ Base Retention - 14 Days | 2 Cycles and | Weekly Full for 35 Days - 1 Copy
B2 Tenank & Base Retention Standard 4 = Bage Retertion - 14 Days | 2 Cycles and | Weebdy Full for 35 Days - 2 Copies
B2 | Tenank 7 Base Retention Standard 4 I Base Retention - 14 Days [ 2 Cydes and 1 Weeddy Full For 35 Days - 2 Coples - I:-‘
-
[ Content | [ Summary g
o

Refer to Commvault documentation for details on the MediaAgents

Virtual Server Protection

This section details how the iDataAgents were configured to provide data protection to the virtual

environments in this use case.

RHEL OpenStack—Linux File System iDataAgent

The Linux File System iDA will be installed on each Linux server requiring data protection from the File
System level. Once the Client requiring protection is defined to the CommCell and then the appropriate
iDA can be installed, updated, and configured.
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@ Client Computer Properties for cvf8-test-centos-1

General | version | Security | Activity Control |

Chert Name
Clienk Name: cvfg-test-centos-1
Host Hame: cvf-test-centos-1.cvfdmz sdu
CommServe HostMame:  ovfl-cs-1.cvidme sdu
PhvpsicallVirtual: Phoysical

Chenit Information
05 Linwo: 3.10.0-123.9.5.el7. x86_64

Flatform:  wB6_64
Time Information
Time Zone:

Clock skew with CommServe: 10 Sec(s)

Deccription

ok | cowel | advenced | (Bswvesssamt | nep |

200118

The Default File System Subclient is then assigned to the proper Tenant Retention Storage Policy.

7@ Subclient Properties of default

Generl | Content
StorageDevics | activity Contrel

Storage Policy:

I Retention |

|

Fikters

| Pre/Post Process
| advanced Options

Tenant & Base Retention

Create Storage Policy I

j Daka Paths

oK cwdl Hﬁnl

209119
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The Client is now associated to the proper Schedule Policy. The protected clients will be running an
incremental backup nightly, while generating a synthetic full backup once a week and alerts can be
configured against a given Schedule Policy allowing the control of who gets alerts for each different

policy.
Gereral | Associstions | Abert | Securky | Goneral Associations | alert | Security |
Narie [rensnc & raohy Eackups view Edk |
 EProten % L] Terant 2 - Goud =]
e 3 4K
Agek Tyve  [u e, =] =&
Description I :l % [ Tenant 7 - Remote BaaS
-0 Tenanks - CYF6.
Tasks . =[] Clent Computers
SchedueMome | JobType | Pattem | Twezone ¥/ - vfi-centos-L
Increment.al Incremental Every week on Sunday, Tuesday, Wednesday, Thursday, Friday, Saturday at 11:30 PM starting Fe.... (UTC-06:00) Central ... | @ [ efles1
DASH Ful Synthetic Full  Every waek on Monday ot 11:30 PM starting Fetruary 10, 2015and repeats every 0 he(s) 0 minds. .. (UTC-06:00) Central .. @ [ e Ldmzpeoxy-1
%0 o 1-ypery
w0 eft-byperv-2
O evft-hyperv-3
= @0 of 1-ma-1
Add et 2 O oft-me-2
—I —I —I w0 ef1-ma-temg-1
&0 e 1-ma-temp-2
o | Cancel b 5 O ovftorsed =l
Select Al Ceoar Al IS
oK I Cancel Heb éﬁ\l

Refer to Commvault documentation for details on the Linux File System iDA.

Virtual Server iDataAgent for VMware

The VSA for VMware is installed on one or more virtual guests running Windows Server 2012. The
Guests that will be used as the VSA is defined to the CommCell, the required iDAs are installed, updated

and configured.

@ Client Computer Properties for cviB-t7-test-win-1

General | version | Securiy | Activity Control |

Chert Name
Chenk Name: CFB-E7-best-ine-1
Host Name: cvftetP-test-win-1.cefdme. sdu
CommS3erve Hosthlame:  ovf 1-cs=1.cvfdmz.sdu
PhysicallVirtual: Physical

Chent Information
05 Windowes Server 2008 A2 Standard
Platform:  Wirdied

Time Information
Time Tone:

Clock skew with CommServe: 0 Sec(s)

Chenk Name
Chant Name: cvig-t7-bast-win-2
Host Name: cvfB-t7-test-win-Z.cvfdmez.sdu
‘CommServe Hosthame:  cvfL-cs-1.cvfdmz.sdu
Physicalvirtual: Physical
= | _e= |
Chent Information
05 Windows Server 2008 R2 Standard
Platform:  WinXed
Time Information
Time Zone:

#@ Client Computer Properties for cvf8-t7-test-win-2

General | version | Secusity | Activity Contrel |

Clock skew with CommbServe: 0 Sec(s)

ok | concel | avanced |

B smensow | |

ok | coel | advarced | @savenssaer | heb |

299121

Once the VSA clients are installed, define a new VMware vCenter Client, providing credentials and
designating the VSA Servers to use
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Create ¥YMware vCenter Client

wiCenter Server Name:  [oyfg-t7-ve-1

User Name: Jroot

Password: Io-"u"n

Corifinm Password: Iu--"+u--"-+v

Provies: B Add.. #% Remove Q [ v]

Clents | Clerit Groups | =]
B 7-tesk-win-1 -
cfBAT-best-win2
=l
e
ok | coeel | Bsovesssapt | Hebl%
&

Create a subclient for the Tenant Guests and select the Guests that will be part of that Tenant.

(@ subclient Properties of Tenant 7 vMs @ subclient Properties of Tenant 7 ¥Ms [<]
| inteliSnap Operations | YMManagement | Advanced Ontions: Badup Options 1 intelisnan i | || advanced Options Backup Ootions:
General | Corer: | Fiers | PrejPostProcess | Securty | StersgeDevice Actrvty Control Genersl  Content | Fikers | PrefPostProcess | securty |  StorageDevie Activity Control
Chenk Name: ofBLT-ve=1 Contents of subchent:
Datadgent: Virtual Server
Type | Name B prowse |
Backup Set: defaukBacupset 5 Virtual Maching ovfg-tT-test-win3 -
subclent rome: | EETREE (3 Wirtual Machine cvfa-t7-test-win-4 Add I
(G virtusl Machine cvfE-tTtest-wins -
Transport Mode for Wware  [5.z0 | — I
Description
|
=
[}
o
oK | Cancel | Help | 3 | Cancel | Help 2
&

Choose the appropriate Tenant Storage Policy:

Cisco Cloud Architecture for the Microsoft Cloud Platform
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@ subclient Properties of Tenant 7 ¥Ms

ESnar O - VM M.

| 5
General | Comtent | Fikers | PrefPostProcess | Security

Storage Policy:

Use Case 2 (Remote Baa$): Implementation Details [ |

Advanted Ootions
Storage Device

Badkup Options
Acthvity Control

Tenant 7 Base Retention

Create Storage Poloy I

ﬂ Data Paths

200124

ok | coxel | nep |

The Client is now associated to the proper Schedule Policy and alerts can be configured against a given
Schedule Policy allowing the control of who gets alerts for each different policy. Refer to the Alert
configuration for Windows File System iDA, page 4-62, above.

@ Tenant 7 Nightly Backups [E3 ||l “& Tenant 7 Nightly Backups [x]
General | ssociations | slert | Securty | General| Assodations | alert | Seeurty |
Name [Tenant 7 ghtly Backups view Edk |
51 |
Type [pata Frotection =1 # O ofemart
w0 edema-z
Agert Type  [al Agents; =] &0 st
[ ovfema-1
Desaription %[ cvifma-z
#-O ofe-me3
&[0 cfets-hypery
# [ efes-hypery-2
R [ cvfats-typer-3
Schedue Name | JobType | Pattern | TmeZone | ¥/ 51 0 cfetr-tost-wne1
(Incrementsl Incremental Every week on Sundsy,Monday, Tuesday, Wednesday, Friday, Ssturday at 12:01 AM startin,,, (UTC-06:00) Centra... a| -0 cfgtT-test-win2
DASHFul Synehetic Ful  Every week on Thursday at 12:01 AM starting February 19, 2015and repeats svery 0 hrfs) .., (UTC-06:00) Certra.., B[] bftived
Virtual Server
[ evfe-test-centos-1
;l & [ cvfétest-centos-2 hd
I e [ e _sehan | cera | 9
o Cancel | Help o | Cancel Felp | 2
&l

Refer to Commvault documentation for details on the Virtual Server iDA for VMware
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Use Case 3 (Remote BaaS Without Local Data Retention):
Implementation Details

The third use case is Remote BaaS Without Local Data Retention, where the tenant production
environment is hosted at the Enterprise’s own site and backed up remotely to the SP1 cloud. One tenant
was created to proof this use case. In the Enterprise site, Tenant 5 was configured with Hyper-V. The
virtual machines in Tenant 5 were backed up into Cloud Provider site SP1. Commvault MediaAgents
were not deployed at the Enterprise site, but Commvault agents were deployed to enable the remote
protection. This use case utilizes the pre-existing SP1, and optionally the SP2, environment(s) as the
primary CVLT Infrastructure, so in this use case we focused on the customer location. As this use case
is not going to provide a local copy of the data within the customers’ data center, there is no further
CVLT infrastructure integration that must be completed.

Figure 4-39 shows how the data flowed. Each iDA interacted with the CommServe and MediaAgent at
SP1 on a schedule basis to execute data protection jobs. The Primary copy of data was stored on the
MediaAgent in the SP1 data center that executed the backup job. Optionally, the data was later DASH
(deduplicated replication) copied to a MediaAgent in the SP2 data center to provide a secondary copy
outside of the SP1 data center. Restoration of the data that is protected could be executed at either the
customer’s data center across the network, at the SP1 or the SP2 data centers.

Figure 4-39 Use Case 3 (Remote BaaS Without Local Data Retention) Implementation Topology

CSP Primary
Data Center

CSP Secondary
Data Center
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APPENDIX A

Best Practices/Caveats

This section highlights best practices and caveats that were discovered or encountered during the
validation testing.

Design & Implementation Best Practices

This section discusses best practices for this solution. Review documents links in Commvault Simpana,
page A-1 for complete coverage of best practices.

During the validation testing, Hyper-V networking was originally implemented in two sites. These sites
were later changed to Nexus 1000V using two different methods. The first method repurposed the vNIC
interfaces on the Hyper-V hosts from Hyper-V switch uplinks to Nexus 1000V uplinks. This method
required removing VM and Hyper-V network configurations, implementing the Nexus 1000V
configuration, then reconfiguring the VM configurations.

The second method added vNICs to the Hyper-V hosts (UCS B200 M3) Service Profile on the UCSM,
which required reboots. The Nexus 1000V was then implemented in parallel to the Hyper-V networking.
VMs were then moved from Hyper-V to the Nexus 1000V with little impact. Neither of these methods
resulted in problem-free migrations and disruptions to the Hyper-V cluster while troubleshooting issues
did occur. If the Nexus 1000V is going to be deployed in an environment, it might be desirable to deploy
it at the start to avoid this migration.

As noted in this document, Nexus 1000V was replaced with the native Hyper-V virtual switch later in

the CCA-MCP design to reduce complexity. However, this BaaS Commuvault lab testing stayed with the
N1kv component.

Commvault Simpana

This section provides sizing and best practice guides.

CommServe

e CommServe System Requirements
e CommCell Performance Tuning Guide

¢ CommCell Scalability Guide

MediaAgent

Building the MediaAgents in pairs, using partitioned DDBs and NAS file shares provides the best
availability within the environment.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Separate SSD based arrays for the DDB and Index Cache provides the best performance and growth
potential for each individual MA.

e MediaAgent System Requirements
e DeDuplication Building Block Guide

e DeDuplication Best Practices

Web Proxy
e Commvault Firewall Best Practices

Reporting Server

e Private Metrics Reporting Server system requirements

Virtual Server iDataAgent for Hyper-V
e System Requirements

e Best Practices

Virtual Server iDataAgent for VMware
e CVLT VSA Building Block Guide

e Best Practices

Windows File System iDA
e Best Practices

Linux File System iDA
e Best Practice

Microsoft SharePoint iDA
e Best Practices

e Microsoft SQL Server iDABest Practices

Microsoft SOL Server iDA
e Best Practices

Oracle / Oracle RAC iDA
e Best Practices—Oracle

e Best Practices—Oracle RAC

Caveats

This section discusses solution caveats.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Caveats M

Cisco CSR 1000V

Interface Renumbering After Moving to New Hyper-V Host—When the Cisco CSR 1000V is
installed on a Microsoft Hyper-V cluster, the interface numbers can change after a Hyper-V host failover
event to a new host server or live migration. In both cases, the condition is not seen until after a reboot.
The following steps can be taken to mitigate this issue.

Prior to executing a live migration enter the clear platform software vnic-if nvtable command.

The command can also be successful if executed after the failover, but only before the config is saved
or the VM restarted.

Configuring static MAC addresses for the network interfaces.

In the event that the interfaces have been renumbered and the IP addressing is removed, the following
steps can be used to recover.

1. Execute clear platform software vnic-if nvtable command.
2. Copy saved config to startup config.
3. Reboot the CSR.

Cisco Nexus 1000V

Migrating VM from Hyper-V Switch to Nexus 1000V—After migrating to the Nexus 1000V, when
configuring existing VM Network Adapter interfaces that were previously configured for a Hyper-V
switch, the change may not complete or the VM may fail to start. In either case, you may need to remove
the existing interfaces and create new ones.

Cisco UCS C240 M3

Broadcast Packets—During validation testing, an issue was discovered that impacted the C240 servers
from receiving broadcast packets. The issue was isolated to the VIC 1225 network driver in release
2.0(3d) and was resolved in the VIC driver in release 2.0(31). Refer to CSCur44975 for more details.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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APPENDIX B

Technical References

This appendix lists all of reference matter used during the design and implementation of the solution.

Cisco

e Cisco Cloud Architecture for the Microsoft Cloud Platform: Infrastructure Foundation Guide,
Release 1.0

e (Cisco UCS B-Series Blade Servers Windows Installation Guide

e (Cisco Nexus 1000V Switch for Microsoft Hyper-V Deployment Guide

e Nexus 1000v Quickstart with Hyper-V Server Configuration Example

¢ Installing the Cisco CSR 1000V in Microsoft Hyper-V Environments

e Cisco Nexus 1000V Install and Upgrade Guide

e Cisco CSR 1000V Series Cloud Services Router Release Notes

e (SR 1000v Series Cloud Services Router Software Configuration Guide

Commvault

e Commvault Simpana v10 Books Online

Microsoft
e Microsoft Applications on Cisco UCS

e (Cisco Unified Computing System with Microsoft Hyper-V Recommended Practices
e Failover Clustering Hardware Requirements and Storage Options

e Microsoft Technet Library—System Center Virtual Machine Manager 2012

OpenStack

¢ How can OpenStack standardize cloud computing?
e OpenStack: Packaged by and for the CentOS community
e OpenStack

Cisco Cloud Architecture for the Microsoft Cloud Platform
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http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/os-install-guides/windows/b_B-Series_Windows_Install.html
http://www.cisco.com/c/en/us/products/collateral/switches/nexus-1000v-switch-microsoft-hyper-v/guide_c07-728747.html
https://techzone.cisco.com/t5/Nexus-1000V/Nexus-1000v-Quickstart-with-Hyper-V-Server-Configuration-Example/ta-p/296914
http://www.cisco.com/c/en/us/td/docs/routers/csr1000/software/configuration/csr1000Vswcfg/installhyperv.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus1000/hyperv/sw/5_2_1_s_m_3_1_1/install-and-upgrade/guide/n1000v_gsg.html
http://www.cisco.com/c/en/us/td/docs/routers/csr1000/release/notes/csr1000v_3Srn.html#97886
http://www.cisco.com/c/en/us/td/docs/routers/csr1000/software/configuration/csr1000Vswcfg/installhyperv.html
http://docs.commvault.com/commvault/v10/article
http://www.cisco.com/c/en/us/solutions/data-center-virtualization/microsoft-applications-on-cisco-ucs/index.html
http://www.cisco.com/c/dam/en/us/solutions/collateral/borderless-networks/advanced-services/Whitepaper_C11-730725.pdf
https://technet.microsoft.com/en-us/library/jj612869.aspx
https://technet.microsoft.com/en-us/library/gg671827.aspx
http://www.redhat.com/en/insights/openstack
https://www.rdoproject.org/Main_Page
http://www.openstack.org/
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APPENDIX

Terms and Acronyms

The following tables list industry vs Commvault descriptors, and technical terms and acronyms used in

this document.

Industry and Commvault Terminology

Commvault and its Simpana® data management software incorporates many industry standard and
unique features. It may be difficult for a non-Commvault user to compare well-known components such
as a management server with Commvault branded terminology. Table C-1 showing industry terms with

Commvault branded terminology.

Table C-1 Service Support Roles

Industry Term

Commvault Branded Term

Group and User Permission

Capabilities & User Actions

Agent iDataAgent
Backup Server MediaAgent
Desktop & Laptops Edge Devices
Management Server CommServe
Backup Environment CommCell

Laptop, Server, and/or Virtual
Machine containing 1 or more Agents

Client or Client Computer

Selection of data on a Client to be
managed uniquely

Sub-client

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1
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Table C-1 Service Support Roles (continued)
Industry Term Commvault Branded Term
Secure network routing ¢ Firewall Configuration

e Direct Connections using port tunnels
e Port-forwarding gateways

e The perimeter network (also known as a DMZ) using a
Simpana® proxy

e HTTP proxies (including WiFi connections)

e Combinations of these

Collection of settings Storage Policy
Retention

Storage logical target
Number of data copies

Storage lifecycle policy

Storage configuration

Terminology

Table C-2 defines technology terms and acronyms used in this document or by Commvault.

Table C-2 Terms and Definitions

Term Definition

Application A term of convenience that encompasses applications, databases, even
VMs.

Archiving Copying computer data.

Auxiliary Copy Copy (backup) of computer data.

BaaS Backup-as-a-Service

Backup Archived computer data.

Backup Set A group of subclients defining data to be backed up by the iDataAgent.

Backupset A group of subclients which includes all of the data backed up by the
Virtual Server Agent.

BGP Border Gateway Protocol

CCA-MCP Cisco Cloud Architecture for Microsoft Cloud Platform

Client Software that accesses a remote service on another computer.

CommCell A Commvault Simpana data protection environment made up of at least a
CommServer, a MediaAgent, and some number of clients to be protected.

CommServe The Commvault Simpana primary server that is responsible for client
management, scheduling, data retention, job history, and media
management.

Cisco Cloud Architecture for the Microsoft Cloud Platform
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Table C-2 Terms and Definitions (continued)

Term Definition

CSP Cloud Service Provider

CSR (1000V) Cisco Cloud Services Router 1000V

Data Set Collection of data

DC Data center

Discovery Searching Virtual Machines in the vCenter, Hyper-V cluster or server
based on a specific criteria.

DR Disaster Recovery

Drive Pool Collection of storage devices.

DVS Distributed Virtual Switch

FC Fibre Channel

GE Gigabit Ethernet

Guest Host A virtual machine.

Guest OS The operating system running on the virtual machine (such as Windows or
Linux).

HA High Availability

HDD Hard Disk Drive

laaS Infrastructure-as-a-Service

iDataAgent Provides unified protection and recovery for most common operating

systems, databases, and applications.

Index Cache

Catalog of all data that has been protected and where it is retained within
the CommCell.

ISR Integrated Services Router

LAN Local Area Network

Library Logical collection of disk or tape used to store the data protected within
the CommCell.

MediaAgent The workhorse of the environment that manages deduplication database
and the data transmission between clients and storage media.

Mount Path The definition of the path used to write to the disks or tape drives within a
Library.

MPLS Multi Protocol Label Switching

MPLS Multi Protocol Label Switching

NAS Network Attached Storage

NAT Network Address Translation

NFS Network File System

Node The Hyper-V server on which the iDataAgent is installed. This computer
facilitates most of the data movement from the Hyper-V server to the
backup media. Such computers are referred to as a Node.

OSPF Open Shortest Path First

PE Provider Edge

[ Backup as a Service Implementation Guide, Part: CCAMCP1-1
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Table C-2 Terms and Definitions (continued)

Term

Definition

Proxy Computer

A physical computer separate from the host computer on which the Virtual
Server Agent is installed. This computer facilitates most of the data
movement from the host computer to the backup media. In some cases, this
computer may be a virtual machine installed on the host computer. Such
computers are referred to as a Proxy.

Restore Recovering stored data from backup or archive.

ROBO Remote Office/Branch Office

SAN Storage Area Network

SLA Service License Agreement

SLB Server Load Balancing

SP Service Provider

SSD Solid State Drive

Storage Policy Procedural guidelines for housing, securing, and archiving data.

STP Spanning Tree Protocol

Subclient A logical entity that uniquely defines a unit of data, or set of virtual
machines, to be backed up.

SVI Switch Virtual Interface

Tenant Consumer of backup or any cloud services.

ucCs (Cisco) Unified Computing System

UCSM (Cisco) UCS Manager

Vendor The virtualization software being used (such as VMware).

Virtual Client

A logical entity that serves as a single point of administration for all
proxies or servers in a Hyper-V cluster.

Virtual Server Agent
Virtual Server iDataAgent

A software module that performs backup and restore of virtual machine
data.

VLAN Virtual LAN

VM Virtual Machine

vPC Virtual PortChannel

VPC Virtual Private Cloud

VPN Virtual Private Network

VRF Virtual Routing and Forwarding
WAN Wide Area Network

Cisco Cloud Architecture for the Microsoft Cloud Platform
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