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     [bookmark: pgfId-145911]First Published: May 9, 2014
 
     [bookmark: pgfId-227919]Last Updated: July 30, 2014
 
 
     [bookmark: pgfId-208780]This document describes the features, limitations, and caveats for the Cisco Nexus 1000V for Microsoft Hyper-V Release 5.2(1)SM1(5.2b) software. Use this document in combination with documents listed in the Related Documentation. 
 
   
 
    
     [bookmark: pgfId-226660]Contents
 
     [bookmark: pgfId-64674]This document includes the following sections:
 
     
     	 [bookmark: pgfId-64678]Introduction
 
     	 [bookmark: pgfId-188842]Software Compatibility
 
     	 [bookmark: pgfId-64682]New Software Features
 
     	 [bookmark: pgfId-64686]Configuration Limits
 
     	 [bookmark: pgfId-64690]Caveats
 
     	 [bookmark: pgfId-185559]MIB Support
 
     	 [bookmark: pgfId-64698]Related Documentation
 
     	 [bookmark: pgfId-64702]Obtaining Documentation and Submitting a Service Request
 
    
 
   
 
    
     [bookmark: pgfId-64704][bookmark: 91075]Introduction
 
     [bookmark: pgfId-195637]The Cisco Nexus 1000V provides a distributed, Layer 2 virtual switch that extends across many virtualized hosts. The Cisco Nexus 1000V manages a data center. Each server in the data center is represented as a line card in the Cisco Nexus 1000V and can be managed as if it were a line card in a physical Cisco switch. 
 
     [bookmark: pgfId-195644]When server virtualization is implemented, the edge of the network is pushed from the traditional network access layer, which is implemented in physical switches, to the virtual network access layer that is implemented through the software in the Server Hypervisor. The Cisco Nexus 1000V is an intelligent virtual network access layer switch that runs Cisco NX-OS, which is Cisco’s data center operating system common to all of Cisco’s data center products. 
 
     [bookmark: pgfId-194684]Operating inside the Microsoft Hyper-V Hypervisor, the Cisco Nexus 1000V supports the Cisco Virtual Network-Link (VN-Link) server virtualization technology to provide the following:
 
     
     	 [bookmark: pgfId-194598]Policy-based Virtual Machine (VM) connectivity
 
     	 [bookmark: pgfId-194599]Mobile VM security and network policy
 
     	 [bookmark: pgfId-194600]Nondisruptive operational model for your server virtualization and networking teams
 
    
 
     [bookmark: pgfId-194601]Data center virtualization servers and VMs are not managed the same way as physical servers. Server virtualization is treated as a special deployment, leading to longer deployment time, with a greater degree of coordination among server, network, storage, and security administrators. With the Cisco Nexus 1000V, you have a consistent networking feature set and a configuration and provisioning model for both the physical and the virtual networks. 
 
     [bookmark: pgfId-195678]VM networks can use the same network configuration, security policy, diagnostic tools, and operational models as physical server deployments that are connected to physical switches. This unified approach to quicker deployment and troubleshooting makes virtualization environments no different from nonvirtualized deployments.
 
     [bookmark: pgfId-195682]Developed with Microsoft, the Cisco Nexus 1000V is Microsoft certified and integrates with the Windows Server and Systems Center Virtual Machine Manager (SCVMM). 
 
     [bookmark: pgfId-195689]The Cisco Nexus 1000V consists of two basic components: 
 
     
     	 [bookmark: pgfId-188384]Virtual Supervisor Module (VSM), also known as the Control Plane (CP). The VSM acts as the supervisor and contains the Cisco command-line interface (CLI), configuration, and high-level features.
 
     	 [bookmark: pgfId-181844]Virtual Ethernet Module (VEM), also known as the Data Plane (DP). The VEM acts as a line card and runs in each Hyper-V virtual switch to handle packet forwarding and other localized functions.
 
    
 
     
      [bookmark: pgfId-194973]Hyper-V Webinar
 
      [bookmark: pgfId-194990]Cisco offers a Cisco Nexus 1000V for Microsoft Hyper-V webinar as either a video demonstration or a PDF download. In the webinar, you can learn how the Cisco Nexus 1000V virtual access/distributed switch can simplify your Hyper-V virtual environment through a nondisruptive operational model, policy based provisioning, and a strong services ecosystem. You can also learn about the Cisco Nexus 1000V architecture, how it integrates with Microsoft SCVMM, and the networking capabilities it brings to Hyper-V environments.
 
    
 
     
      [bookmark: pgfId-188704][bookmark: 80279]Administrative Model
 
      [bookmark: pgfId-188762]The Cisco Nexus 1000V for Microsoft Hyper-V consists of two distinct administrative entities that manage the environment on the same set of hardware. Each entity has its own separate goals, abilities, and responsibilities. 
 
      [bookmark: pgfId-210076]Server and VM policies can be set only by the server administrator through SCVMM or its management tools. Network policies can be set only by the network administrator through the VSM or its management tools. 
 
      [bookmark: pgfId-209968]Network and server administrators cannot make administrative changes to the system at the same time. Operations such as deployment, upgrade, configuration, and troubleshooting, can be carried out in an asynchronous fashion by administrators. 
 
      [bookmark: pgfId-209971]If the network administrator has set up appropriate policies, the server administrator can add, remove, and move both physical hosts and VMs, as well as install physical interfaces in hosts and add virtual interfaces to VMs.
 
    
 
   
 
    
     [bookmark: pgfId-181847][bookmark: 80338]Software Compatibility
 
     [bookmark: pgfId-87409]This section includes the following topics:
 
     
     	 [bookmark: pgfId-87428]Software Compatibility with Microsoft Servers
 
     	 [bookmark: pgfId-87444]Software Compatibility with the Cisco Nexus 1000V
 
    
 
     
      [bookmark: pgfId-159185][bookmark: 81936]Software Compatibility with Microsoft Servers
 
      [bookmark: pgfId-159189]Ensure that the servers that run the Cisco Nexus 1000V VSM and VEM are in the Hardware Compatibility list. This release of the Cisco Nexus 1000V supports the following servers:
 
      
      	 [bookmark: pgfId-209622]Microsoft Windows Server 2012 R2
 
      	 [bookmark: pgfId-218123]Microsoft Windows Server 2012 SP1
 
     
 
      [bookmark: pgfId-218127]For additional compatibility information, see the  Cisco Nexus 1000V and Microsoft Hyper-V Compatibility Information, Release 5.2(1)SM1(5.2b) 
 
    
 
     
      [bookmark: pgfId-218132][bookmark: 62087]Software Compatibility with the Cisco Nexus 1000V
 
      [bookmark: pgfId-210125]This release supports upgrades from Release 5.2(1)SM1(5.1) and later. For information about the upgrade procedure, see the  Cisco Nexus 1000V for Microsoft Hyper-V Installation and Upgrade Guide, Release 5.2(1)SM1(5.2b) .
 
      [bookmark: pgfId-226642]If you are upgrading from Release 5.2(1)SM1(5.1) to Release 5.2(1)SM1(5.2b), and you have the permanent or evaluation license installed, see the Cisco Nexus 1000V for Microsoft Hyper-V License Configuration Guide, Release 5.2(1)SM1(5.2) before beginning with the upgrade procedure.
 
    
 
   
 
    
     [bookmark: pgfId-226683][bookmark: 28915]New Software Features
 
     [bookmark: pgfId-226706]No new features are added or changed for release 5.2(1)SM1(5.2b).
 
   
 
    
     [bookmark: pgfId-159261][bookmark: 25096][bookmark: 97994][bookmark: 23021][bookmark: 59723][bookmark: 39964][bookmark: 66301][bookmark: 30047][bookmark: 53843][bookmark: 85176][bookmark: 96655][bookmark: 59233]Configuration Limits
 
     [bookmark: pgfId-219065]The following table shows the Cisco Nexus 1000V configuration limits: [bookmark: 20334]
 
     
      
      
        
        	 
          
          [bookmark: pgfId-218697]Component
         
  
        	 
          
          [bookmark: pgfId-218699]Per VSM
         
  
        	 
          
          [bookmark: pgfId-218701]Per VEM
         
  
       
 
        
        	 [bookmark: pgfId-218703]Access control lists (ACLs)
  
        	 [bookmark: pgfId-218705]128
  
        	 [bookmark: pgfId-218707]—
  
       
 
        
        	 [bookmark: pgfId-218709]ACL Instances
  
        	 [bookmark: pgfId-218711]2048
  
        	 [bookmark: pgfId-218713]216
  
       
 
        
        	 [bookmark: pgfId-218715]Active VLANs
  
        	 [bookmark: pgfId-218717]2048
  
        	 [bookmark: pgfId-218719]—
  
       
 
        
        	 [bookmark: pgfId-218721]Application Control Engines (ACEs) per ACL
  
        	 [bookmark: pgfId-218723]128
  
        	 [bookmark: pgfId-218725]—
  
       
 
        
        	 [bookmark: pgfId-218733]Hosts
  
        	 [bookmark: pgfId-218735]64
  
        	 
       
 
        
        	 [bookmark: pgfId-218739]MAC addresses per VLAN
  
        	 [bookmark: pgfId-218741]4096
  
        	 [bookmark: pgfId-218743]32000
  
       
 
        
        	 [bookmark: pgfId-223133]MAC addresses per DVS
  
        	 [bookmark: pgfId-223135]32000
  
        	 [bookmark: pgfId-223137]—
  
       
 
        
        	 [bookmark: pgfId-218745]Multicast groups
  
        	 [bookmark: pgfId-218747]512
  
        	 [bookmark: pgfId-218749]64
  
       
 
        
        	 [bookmark: pgfId-218751]NetFlow interfaces
  
        	 [bookmark: pgfId-218753]2048
  
        	 [bookmark: pgfId-218755]216
  
       
 
        
        	 [bookmark: pgfId-218757]NetFlow policies
  
        	 [bookmark: pgfId-218759]64
  
        	 [bookmark: pgfId-218761]64
  
       
 
        
        	 [bookmark: pgfId-218763]Physical trunks
  
        	 [bookmark: pgfId-218765]512
  
        	 [bookmark: pgfId-218767]—
  
       
 
        
        	 [bookmark: pgfId-218769]PNICs/hosts
  
        	 [bookmark: pgfId-218771]32
  
        	 [bookmark: pgfId-218773]—
  
       
 
        
        	 [bookmark: pgfId-218781]Port channels 
  
        	 [bookmark: pgfId-218783]256
  
        	 [bookmark: pgfId-218785]8
  
       
 
        
        	 [bookmark: pgfId-218787]Port profiles
  
        	 [bookmark: pgfId-218789]1000 dynamic port profiles (vEthernet)
  [bookmark: pgfId-218790]64 uplink dynamic port profiles
  
        	 [bookmark: pgfId-218792]—
  
       
 
        
        	 [bookmark: pgfId-218794]Port security
  
        	 [bookmark: pgfId-218796]2048
  
        	 [bookmark: pgfId-218798]216
  
       
 
        
        	 [bookmark: pgfId-218800]Private VLANs (PVLANs)
  
        	 [bookmark: pgfId-218802]512
  
        	 [bookmark: pgfId-218804]—
  
       
 
        
        	 [bookmark: pgfId-218806]Quality of service (QoS) class maps
  
        	 [bookmark: pgfId-218808]128
  
        	 [bookmark: pgfId-218810]128
  
       
 
        
        	 [bookmark: pgfId-218812]QoS Instances
  
        	 [bookmark: pgfId-218814]2048
  
        	 [bookmark: pgfId-218816]216
  
       
 
        
        	 [bookmark: pgfId-218818]QoS policy maps
  
        	 [bookmark: pgfId-218820]128
  
        	 [bookmark: pgfId-218822]16
  
       
 
        
        	 [bookmark: pgfId-223235]Network-Segment
  
        	 [bookmark: pgfId-218826]2048
  
        	 [bookmark: pgfId-218828]—
  
       
 
        
        	 [bookmark: pgfId-218830]Switched Port Analyzer (SPAN)/Encapsulated Remote SPAN (ERSPAN) sessions
  
        	 [bookmark: pgfId-218832]64
  
        	 [bookmark: pgfId-218834]4
  
       
 
        
        	 [bookmark: pgfId-218836]System Network segments
  
        	 [bookmark: pgfId-218838]32
  
        	 [bookmark: pgfId-218840]—
  
       
 
        
        	 [bookmark: pgfId-218842]System profiles
  
        	 [bookmark: pgfId-218844]32
  
        	 [bookmark: pgfId-218846]—
  
       
 
        
        	 [bookmark: pgfId-218848]Virtual Ethernet (vEthernet) trunks 
  
        	 [bookmark: pgfId-218850]Not supported
  
        	 [bookmark: pgfId-218852]—
  
       
 
        
        	 [bookmark: pgfId-218854]vEthernet interfaces per port profile
  
        	 [bookmark: pgfId-218856]1024
  
        	 [bookmark: pgfId-218858]—
  
       
 
        
        	 [bookmark: pgfId-218860]vEthernet interfaces
  
        	 [bookmark: pgfId-218862]2048
  
        	 [bookmark: pgfId-218864]216
  
       
 
        
        	 [bookmark: pgfId-218866]Reserved-ip per ip pool template
  
        	 [bookmark: pgfId-218868]128
  
        	 [bookmark: pgfId-218870]—
  
       
 
        
        	 [bookmark: pgfId-218872]Netbios-name-server per ip pool template
  
        	 [bookmark: pgfId-218874]16
  
        	 [bookmark: pgfId-218876]—
  
       
 
        
        	 [bookmark: pgfId-218878]DNS-server per ip pool template
  
        	 [bookmark: pgfId-218880]16
  
        	 [bookmark: pgfId-218882]—
  
       
 
        
        	 [bookmark: pgfId-218884]DNS-suffix per ip pool template
  
        	 [bookmark: pgfId-218886]16
  
        	 [bookmark: pgfId-218888]—
  
       
 
      
     
 
    
 
   
 
    
     [bookmark: pgfId-218890][bookmark: 27958]Caveats
 
     [bookmark: pgfId-166414]This section includes the following topics:
 
     
     	 [bookmark: pgfId-166418]Open Caveats
 
     	 [bookmark: pgfId-206879]Resolved Caveats
 
    
 
     
      [bookmark: pgfId-148271][bookmark: 73435]Open Caveats
 
      [bookmark: pgfId-148279] Table 1  lists the open caveats in Cisco Nexus 1000V Release 5.2(1)SM1(5.2b). The ID are linked to the Cisco Bug Search tool.
 
      [bookmark: pgfId-226772]
 
      
       
        
         [bookmark: pgfId-226780]Table 1 [bookmark: 82801]Open Caveats in Cisco Nexus 1000V Release 5.2(1)SM1(5.2b) 
 
        
       
         
         	
           
           [bookmark: pgfId-226784]Category/ID
          
  
         	
           
           [bookmark: pgfId-226786]Headline
          
  
        
 
         
         	 
           
           [bookmark: pgfId-227075]Cisco
          
  
        
 
         
         	 
           
           [bookmark: pgfId-227070]Management
          
  
        
 
         
         	 [bookmark: pgfId-227065] CSCud60409 
  
         	 [bookmark: pgfId-227067]A Server Virtualization Switch (SVS) connection is needed in Hyper-V.
  
        
 
         
         	 [bookmark: pgfId-227060]CSCuh36119
  
         	 [bookmark: pgfId-227062]If Network segment pool is part of multiple uplinks, sometimes all uplinks are not updated correctly.
  
        
 
         
         	 [bookmark: pgfId-227055] CSCuf65918 
  
         	 [bookmark: pgfId-227057]Change in the host IP address does not change the module IP address on a VSM.
  
        
 
         
         	 
           
           [bookmark: pgfId-227050]Platform
          
  
        
 
         
         	 [bookmark: pgfId-227046] CSCuj78978 
  
         	 [bookmark: pgfId-227048]Timeout may occur when the standby comes online during an ISSU upgrade.
  
        
 
         
         	 [bookmark: pgfId-227041] CSCuj82718 
  
         	 [bookmark: pgfId-227043]Atomic change of uplink PP with LACP makes the host unreachable.
  
        
 
         
         	 [bookmark: pgfId-227036] CSCug71001 
  
         	 [bookmark: pgfId-227038]The speed shown in the  show int capability command output is incorrect.
  
        
 
         
         	 [bookmark: pgfId-227031] CSCun28256 
  
         	 [bookmark: pgfId-227033]Sometimes the VSM becomes unreachable when hosted on 1110-x.
  
        
 
         
         	 [bookmark: pgfId-227026] CSCud36575 
  
         	 [bookmark: pgfId-227028]Multiple flows on the same CPU core reduces throughput.
  
        
 
         
         	 
           
           [bookmark: pgfId-227021]Port Profile
          
  
        
 
         
         	 [bookmark: pgfId-227017] CSCuf43572 
  
         	 [bookmark: pgfId-227019]If the NetFlow monitor (NFM) configuration is applied as an interface override, the override configuration fails to show up in the running configuration. 
  
        
 
         
         	 [bookmark: pgfId-227012]CSCua16092
  
         	 [bookmark: pgfId-227014]ERSPAN TX is not working when the source is a promiscuous port channel and the vEthernet interface is a part of a secondary PVLAN.
  
        
 
         
         	 
           
           [bookmark: pgfId-227007]Quality of Service (QoS)
          
  
        
 
         
         	 [bookmark: pgfId-227000] CSCug16404 
  
         	 [bookmark: pgfId-227005]QoS statistics on the VEM get enabled after the Cisco Nexus 1000V agent is restarted.
  
        
 
         
         	 
           
           [bookmark: pgfId-226995]Representational State Transfer (REST)
          
  
        
 
         
         	 [bookmark: pgfId-226990] CSCue29655 
  
         	 [bookmark: pgfId-226992]TACACS or RADIUS user authentication is not supported by the REST APIs.
  
        
 
         
         	 [bookmark: pgfId-226985] CSCum38903 
  
         	 [bookmark: pgfId-226987]When created using REST, the port profile with the port channel and ACL combination shows a creation status as successful although it is not supported, and it fails on the VSM.
  
        
 
         
         	 
           
           [bookmark: pgfId-226980]Security
          
  
        
 
         
         	 [bookmark: pgfId-226975] CSCue56757 
  
         	 [bookmark: pgfId-226977]TACACS authentication does not work on IPv6.
  
        
 
         
         	 [bookmark: pgfId-226970] CSCuf09114 
  
         	 [bookmark: pgfId-226972]Bulk vEthernet flaps fail with Sequence Timeout error for DHCP.
  
        
 
         
         	 [bookmark: pgfId-226965] CSCuf50018 
  
         	 [bookmark: pgfId-226967]The DHCP table is missing the vEthernet interface number for host vNICs.
  
        
 
         
         	 [bookmark: pgfId-226960] CSCug64630 
  
         	 [bookmark: pgfId-226962]The IP address table is not updating when changing an ACL.
  
        
 
         
         	 [bookmark: pgfId-226949]CSCuo72313
  
         	 [bookmark: pgfId-226953]Linux VMs do not get an IP address if DHCP server is running on Windows 2012 R2 hosted on Cisco Nexus 1000V and option 82 is enabled on Cisco Nexus 1000V VSM.
  
        
 
         
         	 
           
           [bookmark: pgfId-226944]SNMP
          
  
        
 
         
         	 [bookmark: pgfId-226939] CSCue46090 
  
         	 [bookmark: pgfId-226941]An snmpwalk command for v3 after a system switchover fails with an unknown user name.
  
        
 
         
         	 [bookmark: pgfId-226934] CSCue23291 
  
         	 [bookmark: pgfId-226936]The object cvnDVSPort returns the Distributed Virtual Switch (DVS) port value zero.
  
        
 
         
         	 [bookmark: pgfId-226929] CSCuf96620 
  
         	 [bookmark: pgfId-226931]A response timeout error is seen with an snmpwalk command on IF-MIB.
  
        
 
         
         	 
           
           [bookmark: pgfId-226924]VSG and VEM Interaction
          
  
        
 
         
         	 [bookmark: pgfId-226919]CSCul32714
  
         	 [bookmark: pgfId-226921]“Operation not permitted” error message may be observed while changing the vservice node configuration in the port profile.
  
        
 
         
         	 [bookmark: pgfId-226914]CSCui88174 
  
         	 [bookmark: pgfId-226916]Flow gets aged out when the VSG is unreachable.
  
        
 
         
         	 
           
           [bookmark: pgfId-226909]Microsoft
          
  
        
 
         
         	 
           
           [bookmark: pgfId-226904]Virtual Machine Manager (VMM)
          
  
        
 
         
         	 [bookmark: pgfId-226892] CSCuj09369 
  
         	 [bookmark: pgfId-226897]Failed to put host in maintenance mode with vEthernet interfaces connected to the Cisco Nexus 1000V. See the following articles:
  [bookmark: pgfId-226899] http://support.microsoft.com/kb/2916613 
  [bookmark: pgfId-226901] http://support.microsoft.com/kb/2922318 
  
        
 
         
         	 [bookmark: pgfId-226887] CSCuj62244 
  
         	 [bookmark: pgfId-226889]Refresh of ext manager (Network service) fails after an SCVMM upgrade.
  
        
 
         
         	 [bookmark: pgfId-226882] CSCuj62276 
  
         	 [bookmark: pgfId-226884]Operation on vEthernet fails for HA VMs after an SCVMM upgrade.
  
        
 
         
         	 [bookmark: pgfId-226877] CSCuj67509 
  
         	 [bookmark: pgfId-226879]A failure occurs while adding a host vNIC with PNICs.
  
        
 
         
         	 [bookmark: pgfId-226872] CSCue19084 
  
         	 [bookmark: pgfId-226874]Stale extension manager seen on the VMM UI.
  
        
 
         
         	 [bookmark: pgfId-226867] CSCud46791 
  
         	 [bookmark: pgfId-226869]Maximum ports are not being enforced.
  
        
 
         
         	 [bookmark: pgfId-226862] CSCue26596 
  
         	 [bookmark: pgfId-226864]Extension manager removal fails on the VMM.
  
        
 
         
         	 [bookmark: pgfId-226857]CSCug88520
  
         	 [bookmark: pgfId-226859]Jobs fail as they lock while changing uplinks.
  
        
 
         
         	 [bookmark: pgfId-226852]CSCug88526
  
         	 [bookmark: pgfId-226854]VM deployment with untagged VLAN fails.
  
        
 
         
         	 
           
           [bookmark: pgfId-226847]Windows Server
          
  
        
 
         
         	 [bookmark: pgfId-226839]CSCum34479
  
         	 [bookmark: pgfId-226844]When deploying management on the Cisco Nexus 1000V and the default port profile is set on the logical switch, deployment fails.
  
        
 
         
         	 [bookmark: pgfId-226832]CSCuj33348
  
         	 [bookmark: pgfId-226834]WS 2012 R2 enters crash loop when logical switch is created on the Management NIC with VMQ. See the following article:
  [bookmark: pgfId-226836] http://support.microsoft.com/kb/2913659 
  
        
 
         
         	 [bookmark: pgfId-226824]CSCug85666
  
         	 [bookmark: pgfId-226829]Creation of the Cisco Nexus 1000V switch instance fails on the Management NIC of a Windows 2012 Server core host.
  
        
 
         
         	 [bookmark: pgfId-226819]CSCug33359
  
         	 [bookmark: pgfId-226821]VM connectivity fails with the Intel NIC when the native profile is used.
  
        
 
         
         	 [bookmark: pgfId-226814]CSCug59479
  
         	 [bookmark: pgfId-226816]Host crashed at netft.sys when sending broadcast traffic.
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-206853][bookmark: 93022][bookmark: 48036]Resolved Caveats
 
      [bookmark: pgfId-214961] Table 2  lists the caveats resolved in Cisco Nexus 1000V Release 5.2(1)SM1(5.2b). The ID links you to the Cisco Bug Search tool.
 
      [bookmark: pgfId-227459]
 
      
       
        
         [bookmark: pgfId-227515]Table 2 [bookmark: 14417]Resolved Caveats in Cisco Nexus 1000V Release 5.2(1)SM1(5.2b) 
 
        
       
         
         	
           
           [bookmark: pgfId-227519]ID
          
  
         	
           
           [bookmark: pgfId-227521]Headline
          
  
        
 
         
         	 [bookmark: pgfId-227677] CSCum04683 
  
         	 [bookmark: pgfId-227679]VSG 1(4.1) Policy Engine Crashes.
  
        
 
         
         	 [bookmark: pgfId-227672]CSCum08030
  
         	 [bookmark: pgfId-227674]VSG IP bindings lost, when module with active VMs flaps.
  
        
 
         
         	 [bookmark: pgfId-227667]CSCum11929
  
         	 [bookmark: pgfId-227669]Sometimes CPU usage for port-profile manager spikes to 90% when deleting a network segment.
  
        
 
         
         	 [bookmark: pgfId-227662]CSCum26473
  
         	 [bookmark: pgfId-227664]SNMP config does not get pushed to VSG if configured from PNSC.
  
        
 
         
         	 [bookmark: pgfId-227657] CSCun00199 
  
         	 [bookmark: pgfId-227659]Policy engine crashes in zone-classify().
  
        
 
         
         	 [bookmark: pgfId-227652] CSCun45397 
  
         	 [bookmark: pgfId-227654]Attribute cache hit miss with a specific zone condition.
  
        
 
         
         	 [bookmark: pgfId-227647] CSCun50329 
  
         	 [bookmark: pgfId-227649]VSG data interface goes down on switchover.
  
        
 
         
         	 [bookmark: pgfId-227642]CSCun68510
  
         	 [bookmark: pgfId-227644]Implement quick match for features like VPATH.
  
        
 
         
         	 [bookmark: pgfId-227637]CSCun89695
  
         	 [bookmark: pgfId-227639]Sometimes SPAN sessions stop working.
  
        
 
         
         	 [bookmark: pgfId-227632]CSCun96213
  
         	 [bookmark: pgfId-227634]The PA goes in retry state during VSG Switchover.
  
        
 
         
         	 [bookmark: pgfId-227627]CSCuo17784
  
         	 [bookmark: pgfId-227629]Allow modification of IP pools.
  
        
 
         
         	 [bookmark: pgfId-227622]CSCuo21116
  
         	 [bookmark: pgfId-227624]In Hyper-V, Linux VMs do not get IP from DHCP server.
  
        
 
       
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-185889][bookmark: 79855][bookmark: 68052]MIB Support
 
     [bookmark: pgfId-185492]The Cisco Management Information Base (MIB) list includes Cisco proprietary MIBs and many other Internet Engineering Task Force (IETF) standard MIBs. These standard MIBs are defined in Requests for Comments (RFCs). To find specific MIB information, you must examine the Cisco proprietary MIB structure and related IETF-standard MIBs supported by the Cisco Nexus 1000V.
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