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Preface

This preface includes the following sections:

* Audience, on page xXix

* Document Conventions, on page xXix

* Related Documentation for Cisco Nexus 3000 Series Switches, on page xxx
* Documentation Feedback, on page xxx

» Communications, Services, and Additional Information, on page xxx

Audience

This publication is for network administrators who install, configure, and maintain Cisco Nexus switches.

Document Conventions

Command descriptions use the following conventions:

Convention

Description

bold

Bold text indicates the commands and keywords that you enter literally
as shown.

Italic

Italic text indicates arguments for which the user supplies the values.

[x]

Square brackets enclose an optional element (keyword or argument).

x|yl

Square brackets enclosing keywords or arguments separated by a vertical
bar indicate an optional choice.

X1y}

Braces enclosing keywords or arguments separated by a vertical bar
indicate a required choice.

[x{ylz}]

Nested set of square brackets or braces indicate optional or required
choices within optional or required elements. Braces and a vertical bar
within square brackets indicate a required choice within an optional
element.
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Convention Description

variable Indicates a variable for which you supply values, in context where italics
cannot be used.

string A nonquoted set of characters. Do not use quotation marks around the
string or the string will include the quotation marks.

Examples use the following conventions:

Convention Description

screen font Terminal sessions and information the switch displays are in screen font.
boldface screen font Information you must enter is in boldface screen font.

italic screen font Arguments for which you supply values are in italic screen font.

<> Nonprinting characters, such as passwords, are in angle brackets.

[] Default responses to system prompts are in square brackets.

L# An exclamation point (!) or a pound sign (#) at the beginning of a line

of code indicates a comment line.

Related Documentation for Cisco Nexus 3000 Series Switches

The entire Cisco Nexus 3000 Series switch documentation set is available at the following URL:

https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/
tsd-products-support-series-home.html

Documentation Feedback

To provide technical feedback on this document, or to report an error or omission, please send your comments
to nexus3k-docfeedback@cisco.com. We appreciate your feedback.

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

» To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.
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Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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CHAPTER 1

New and Changed Information

This chapter provides release-specific information for each new and changed feature in the Cisco Nexus 3000
Switch NX-OS Unicast Routing Configuration Guide, Release 9.2(x). The latest version of this document is
available at the following Cisco website:

http://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-and-configuration-guides-list.html

To check for additional information, see the Cisco Nexus 3000 Switch NX-OS Release Notes, Release 9.2(x)
available at the following Cisco website:

http://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-release-notes-list.html

* New and Changed Information, on page 1

New and Changed Information

The following table provides an overview of the significant changes made to this configuration guide. The
table does not provide an exhaustive list of all changes to this guide or all new features in a particular release.

Table 1: New and Changed Features Information

Feature Description Changed in Where Documented
Release
Changed the document title from 9.x to Title page
9.2(x)
BGP best-path Added the option to ignore the Interior 9.2(2) Tuning BGP, on page
algorithm Gateway Protocol (IGP) metric for next hop 284
during best-path selection.
Unicast routing No updates since Cisco NX-OS Release 7.x | 9.2(1)
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CHAPTER 2

Overview

This chapter introduces the basic concepts for Layer 3 unicast routing protocols in Cisco NX-OS.
This chapter includes the following sections:

* Licensing Requirements, on page 3

* Information About Layer 3 Unicast Routing, on page 3

* Routing Algorithms, on page 9

* Layer 3 Virtualization, on page 11

* Cisco NX-OS Fowarding Architecture, on page 11

» Summary of Layer 3 Unicast Routing Features, on page 14
* First-Hop Redundancy Protocols, on page 15

* Object Tracking, on page 15

* Related Topics, on page 16

Licensing Requirements

For a complete explanation of Cisco NX-OS licensing recommendations and how to obtain and apply licenses,
see the Cisco NX-OS Licensing Guide and the Cisco NX-OS Licensing Options Guide.

Information About Layer 3 Unicast Routing

Layer 3 unicast routing involves two basic activities: determining optimal routing paths and packet switching.
You can use routing algorithms to calculate the optimal path from the router to a destination. This calculation
depends on the algorithm selected, route metrics, and other considerations such as load balancing and alternate
path discovery.

Routing Fundamentals

Routing protocols use a metric to evaluate the best path to the destination. A metric is a standard of
measurement, such as a path bandwidth, that routing algorithms use to determine the optimal path to a
destination. To aid path determination, routing algorithms initialize and maintain routing tables, that contain
route information such as the IP destination address and the address of the next router or next-hop. Destination
and next-hop associations tell a router that an IP destination can be reached optimally by sending the packet
to a particular router that represents the next-hop on the way to the final destination. When a router receives
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an incoming packet, it checks the destination address and attempts to associate this address with the next-hop.
See the Unicast RIB section for more information about the route table.

Routing tables can contain other information such as the data about the desirability of a path. Routers compare
metrics to determine optimal routes, and these metrics differ depending on the design of the routing algorithm
used. See the Routing Metrics section.

Routers communicate with one another and maintain their routing tables by transmitting a variety of messages.
The routing update message is one of these messages that consists of all or a portion of a routing table. By
analyzing routing updates from all other routers, a router can build a detailed picture of the network topology.
A link-state advertisement, which is another example of a message sent between routers, informs other routers
of'the link state of the sending router. You can also use link information to enable routers to determine optimal
routes to network destinations. For more information, see the Routing Algorithms section.

Packet Switching

In packet switching, a host determines that it must send a packet to another host. Having acquired a router
address by some means, the source host sends a packet addressed specifically to the router physical (Media
Access Control [MAC]-layer) address but with the IP (network layer) address of the destination host.

The router examines the destination IP address and tries to find the IP address in the routing table. If the router
does not know how to forward the packet, it typically drops the packet. If the router knows how to forward
the packet, it changes the destination MAC address to the MAC address of the next-hop router and transmits
the packet.

The next-hop might be the ultimate destination host or another router that executes the same switching decision
process. As the packet moves through the internetwork, its physical address changes, but its protocol address
remains constant (see Figure below).
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Figure 1: Packet Header Updates Through a Network
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Routing Metrics

Routing algorithms use many different metrics to determine the best route. Sophisticated routing algorithms
can base route selection on multiple metrics.

Path Length

The path length is the most common routing metric. Some routing protocols allow you to assign arbitrary
costs to each network link. In this case, the path length is the sum of the costs associated with each link
traversed. Other routing protocols define hop count, a metric that specifies the number of passes through
internetworking products, such as routers, that a packet must take from a source to a destination.
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The reliability, in the context of routing algorithms, is the dependability (in terms of the bit-error rate) of each
network link. Some network links might go down more often than others. After a network fails, certain network
links might be repaired more easily or more quickly than other links. The reliability factors that you can take
into account when assigning the reliability rating are arbitrary numeric values that you usually assign to
network links.

The routing delay is the length of time required to move a packet from a source to a destination through the
internetwork. The delay depends on many factors, including the bandwidth of intermediate network links, the
port queues at each router along the way, the network congestion on all intermediate network links, and the
physical distance that the packet needs to travel. Because the routing delay is a combination of several important
variables, it is a common and useful metric.

The bandwidth is the available traffic capacity of a link. For example, a 10-Gigabit Ethernet link would be
preferable to a 1-Gigabit Ethernet link. Although the bandwidth is the maximum attainable throughput on a
link, routes through links with greater bandwidth do not necessarily provide better routes than routes through
slower links. For example, if a faster link is busier, the actual time required to send a packet to the destination
could be greater.

The load is the degree to which a network resource, such as a router, is busy. You can calculate the load in a
variety of ways, including CPU utilization and packets processed per second. Monitoring these parameters
on a continual basis can be resource intensive.

Communication Cost

Router IDs

The communication cost is a measure of the operating cost to route over a link. The communication cost is
another important metric, especially if you do not care about performance as much as operating expenditures.
For example, the line delay for a private line might be longer than a public line, but you can send packets over
your private line rather than through the public lines that cost money for usage time.

Each routing process has an associated router ID. You can configure the router ID to any interface in the
system. If you do not configure the router ID, Cisco NX-OS selects the router ID based on the following
criteria:

* Cisco NX-OS prefers loopback0 over any other interface. If loopback0 does not exist, Cisco NX-OS
prefers the first loopback interface over any other interface type.

* If you have not configured any loopback interfaces, Cisco NX-OS uses the first interface in the
configuration file as the router ID. If you configure any loopback interface after Cisco NX-OS selects
the router ID, the loopback interface becomes the router ID. If the loopback interface is not loopback(
and you configure loopback0 later with an IP address, the router ID changes to the IP address of loopbackO.

» If the interface that the router ID is based on changes, that new IP address becomes the router ID. If any
other interface changes its IP address, there is no router ID change.
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Autonomous Systems

An autonomous system (AS) is a network controlled by a single technical administration entity. Autonomous
systems divide global external networks into individual routing domains, where local routing policies are
applied. This organization simplifies routing domain administration and simplifies consistent policy
configuration.

Each autonomous system can support multiple interior routing protocols that dynamically exchange routing
information through route redistribution. The Regional Internet Registries assign a unique number to each
public autonomous system that directly connects to the Internet. This autonomous system number (AS number)
identifies both the routing process and the autonomous system.

Cisco NX-OS supports 4-byte AS numbers. The following table lists the AS number ranges.

Table 2: AS Numbers
2-Byte Numbers 4-Byte Numbers in AS.dot | 4-Byte Numbers in Purpose
Notation plaintext Notation

1 to 64511 0.1 to 0.64511 1 to 64511 Public AS (assigned by
RIR)

64512 to 65534 0.64512 to 0.65534 64512 to 65534 Private AS (assigned by
local administrator)

65535 0.65535 65535 Reserved

N/A 1.0 to 65535.65535 65536 to 4294967295 Public AS (assigned by
RIR)

Private autonomous system numbers are used for internal routing domains but must be translated by the router
for traffic that is routed out to the Internet. You should not configure routing protocols to advertise private
autonomous system numbers to external networks. By default, Cisco NX-OS does not remove private
autonomous system numbers from routing updates.

)

Note The autonomous system number assignment for public and private networks is governed by the Internet
Assigned Number Authority (IANA). For information about autonomous system numbers, including the

reserved number assignment, or to apply to register an autonomous system number, refer to the following
URL:

//www.iana.org/

Convergence

A key aspect to measure for any routing algorithm is how much time a router takes to react to network topology
changes. When a part of the network changes for any reason, such as a link failure, the routing information
in different routers might not match. Some routers will have updated information about the changed topology,
other routers will still have the old information. The convergence is the amount of time before all routers in
the network have updated, matching routing information. The convergence time varies depending on the
routing algorithm. Fast convergence minimizes the chance of lost packets caused by inaccurate routing
information.
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Load Balancing and Equal Cost Multipath

Routing protocols can use load balancing or equal cost multipath (ECMP) to share traffic across multiple
paths.When a router learns multiple routes to a specific network, it installs the route with the lowest
administrative distance in the routing table. If the router receives and installs multiple paths with the same
administrative distance and cost to a destination, load balancing can occur. Load balancing distributes the
traffic across all the paths, sharing the load. The number of paths used is limited by the number of entries that
the routing protocol puts in the routing table. Cisco NX-OS supports up to 16 paths to a destination.

The Enhanced Interior Gateway Routing Protocol (EIGRP) also supports unequal cost load balancing. For
more information, see Configuring EIGRP.

Route Redistribution

If you have multiple routing protocols configured in your network, you can configure these protocols to share
routing information by configuring route redistribution in each protocol. For example, you can configure
Open Shortest Path First (OSPF) to advertise routes learned from the Border Gateway Protocol (BGP). You
can also redistribute static routes into any dynamic routing protocol. The router that is redistributing routes
from another protocol sets a fixed route metric for those redistributed routes and avoids the problem of
incompatible route metrics between the different routing protocols. For example, routes redistributed from
EIGRP into OSPF are assigned a fixed link cost metric that OSPF understands.

Route redistribution also uses an administrative distance (see the Administrative Distance section) to distinguish
between routes learned from two different routing protocols. The preferred routing protocol is given a lower
administrative distance so that its routes are chosen over routes from another protocol with a higher
administrative distance assigned.

Administrative Distance

Stub Routing

An administrative distance is a rating of the trustworthiness of a routing information source. A higher value
means a lower trust rating. Typically, a route can be learned through more than one protocol. Administrative
distance is used to discriminate between routes learned from more than one protocol. The route with the lowest
administrative distance is installed in the IP routing table.

You can use stub routing in a hub-and-spoke network topology, where one or more end (stub) networks are
connected to a remote router (the spoke) that is connected to one or more distribution routers (the hub). The
remote router is adjacent only to one or more distribution routers. The only route for IP traffic to follow into
the remote router is through a distribution router. This type of configuration is commonly used in WAN
topologies in which the distribution router is directly connected to a WAN. The distribution router can be
connected to many more remote routers. Often, the distribution router is connected to 100 or more remote
routers. In a hub-and-spoke topology, the remote router must forward all nonlocal traffic to a distribution
router, so it becomes unnecessary for the remote router to hold a complete routing table. Generally, the
distribution router sends only a default route to the remote router.

Only specified routes are propagated from the remote (stub) router. The stub router responds to all queries
for summaries, connected routes, redistributed static routes, external routes, and internal routes with the
message “inaccessible.” A router that is configured as a stub sends a special peer information packet to all
neighboring routers to report its status as a stub router.
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Any neighbor that receives a packet informing it of the stub status does not query the stub router for any
routes, and a router that has a stub peer does not query that peer. The stub router depends on the distribution
router to send the proper updates to all peers.

The following Figure shows a simple hub-and-spoke configuration.

Figure 2: Simple Hub-and-Spoke Network
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Stub routing does not prevent routes from being advertised to the remote router. Figure Simple Hub-and-Spoke
Networ k shows that the remote router can access the corporate network and the Internet through the distribution
router only. A full route table on the remote router, in this example, serves no functional purpose because the
path to the corporate network and the Internet would always be through the distribution router. A larger route
table would reduce only the amount of memory required by the remote router. The bandwidth and memory
used can be lessened by summarizing and filtering routes in the distribution router. In this network topology,
the remote router does not need to receive routes that have been learned from other networks because the
remote router must send all nonlocal traffic, regardless of its destination, to the distribution router. To configure
a true stub network, you should configure the distribution router to send only a default route to the remote
router.

OSPF supports stub areas and EIGRP supports stub routers.

\}

Note

The EIGRP stub routing feature should be used only on stub devices. A stub device is defined as a device
connected to the network core or distribution layer through which core transit traffic should not flow. The
only route for IP traffic to follow into the remote router is through a distribution router. A stub device should
not have any EIGRP neighbors other than distribution devices. Ignoring this restriction will cause undesirable
behavior.

Routing Algorithms

Routing algorithms determine how a router gathers and reports reachability information, how it deals with
topology changes, and how it determines the optimal route to a destination. Various types of routing algorithms
exist, and each algorithm has a different impact on network and router resources. Routing algorithms use
various metrics that affect calculation of optimal routes. You can classify routing algorithms by type, such as
static or dynamic, and interior or exterior.
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Static Routes and Dynamic Routing Protocols

Static routes are route table entries that you manually configure. These static routes do not change unless you
reconfigure them. Static routes are simple to design and work well in environments where network traffic is
relatively predictable and where network design is relatively simple.

Because static routing systems cannot react to network changes, you should not use them for today’s large,
constantly changing networks. Most routing protocols today use dynamic routing algorithms, which adjust
to changing network circumstances by analyzing incoming routing update messages. If the message indicates
that a network change has occurred, the routing software recalculates routes and sends out new routing update
messages. These messages permeate the network, triggering routers to rerun their algorithms and change their
routing tables accordingly.

You can supplement dynamic routing algorithms with static routes where appropriate. For example, you
should configure each subnetwork with a static route to the IP default gateway or router of last resort (a router
to which all unrouteable packets are sent).

Interior and Exterior Gateway Protocols

You can separate networks into unique routing domains or autonomous systems. An autonomous system is
a portion of an internetwork under common administrative authority that is regulated by a particular set of
administrative guidelines. Routing protocols that route between autonomous systems are called exterior
gateway protocols or interdomain protocols. BGP is an example of an exterior gateway protocol. Routing
protocols used within an autonomous system are called interior gateway protocols or intradomain protocols.
EIGRP and OSPF are examples of interior gateway protocols.

Distance Vector Protocols

Distance vector protocols use distance vector algorithms (also known as Bellman-Ford algorithms) that call
for each router to send all or some portion of its routing table to its neighbors. Distance vector algorithms
define routes by distance (for example, the number of hops to the destination) and direction (for example, the
next-hop router). These routes are then broadcast to the directly connected neighbor routers. Each router uses
these updates to verify and update the routing tables.

To prevent routing loops, most distance vector algorithms use split horizon with poison reverse which means
that the routes learned from an interface are set as unreachable and advertised back along the interface that
they were learned on during the next periodic update. This feature prevents the router from seeing its own
route updates coming back.

Distance vector algorithms send updates at fixed intervals but can also send updates in response to changes
in route metric values. These triggered updates can speed up the route convergence time. The Routing
Information Protocol (RIP) is a distance vector protocol.

Link-State Protocols

The link-state protocols, also known as shortest path first (SPF), share information with neighboring routers.
Each router builds a link-state advertisement (LSA), which contains information about each link and directly
connected neighbor router.

Each LSA has a sequence number. When a router receives an LSA and updates its link-state database, the
LSA is flooded to all adjacent neighbors. If a router receives two LSAs with the same sequence number (from
the same router), the router does not flood the last LSA received to its neighbors to prevent an LSA update
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loop. Because the router floods the LSAs immediately after they receive them, convergence time for link-state
protocols is minimized.

Discovering neighbors and establishing adjacency is an important part of a link state protocol. Neighbors are
discovered using special Hello packets that also serve as keepalive notifications to each neighbor router.
Adjacency is the establishment of a common set of operating parameters for the link-state protocol between
neighbor routers.

The LSAs received by a router are added to its link-state database. Each entry consists of the following
parameters:

* Router ID (for the router that originated the LSA)
* Neighbor ID

* Link cost

* Sequence number of the LSA

» Age of the LSA entry

The router runs the SPF algorithm on the link-state database, building the shortest path tree for that router.
This SPF tree is used to populate the routing table.

In link-state algorithms, each router builds a picture of the entire network in its routing tables. The link-state
algorithms send small updates everywhere, while distance vector algorithms send larger updates only to
neighboring routers.

Because they converge more quickly, link-state algorithms are somewhat less prone to routing loops than
distance vector algorithms. However, link-state algorithms require more CPU power and memory than distance
vector algorithms. Link-state algorithms can be more expensive to implement and support. Link-state protocols
are generally more scalable than distance vector protocols.

OSPF is an example of a link-state protocol.

Layer 3 Virtualization

Cisco NX-OS supports multiple Virtual Routing and Forwarding (VRF) instances and multiple routing
information bases (RIBs) to support multiple address domains. Each VRF is associated with a RIB and this
information is collected by the forwarding information base (FIB). A VRF represents a Layer 3 addressing
domain. Each Layer 3 interface (logical or physical) belongs to one VRF. For more information, see Configuring
Layer 3 Virtualization.

Cisco NX-0S Fowarding Architecture

Unicast RIB

The Cisco NX-OS forwarding architecture is responsible for processing all routing updates and populating
the forwarding information on the switch.

The Cisco NX-OS forwarding architecture consists of multiple components, as shown in the following figure.
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Figure 3: Cisco NX-0S Forwarding Architecture
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The unicast RIB maintains the routing table with directly connected routes, static routes, and routes learned
from dynamic unicast routing protocols. The unicast RIB also collects adjacency information from sources
such as the Address Resolution Protocol (ARP). The unicast RIB determines the best next-hop for a given
route and populates the unicast forwarding information base (FIB) by using the services of the unicast FIB
distribution module (FDM).

Each dynamic routing protocol must update the unicast RIB for any route that has timed out. The unicast RIB
then deletes that route and recalculates the best next-hop for that route (if an alternate path is available).

Adjacency Manager

The adjacency manager maintains adjacency information for different protocols including ARP, Open Shortest
Path First version 2 (OSPFv2), Neighbor Discovery Protocol (NDP), and static configuration. The most basic
adjacency information is the Layer 3 to Layer 2 address mapping discovered by these protocols. Outgoing
Layer 2 packets use the adjacency information to complete the Layer 2 header.

The adjacency manager can trigger ARP requests to find a particular Layer 3 to Layer 2 mapping. The new
mapping becomes available when the corresponding ARP reply is received and processed.

Unicast Forwarding Distribution Module

The unicast forwarding distribution module distributes the forwarding path information from the unicast RIB
and other sources. The unicast RIB generates forwarding information which the unicast FIB programs into
the hardware forwarding tables. The unicast forwarding distribution module also downloads the FIB information
to newly inserted modules.

The unicast forwarding distribution module gathers adjacency information, rewrite information, and other
platform-dependent information when updating routes in the unicast FIB. The adjacency and rewrite information
consists of interface, next-hop, and Layer 3 to Layer 2 mapping information. The interface and next-hop
information is received in route updates from the unicast RIB. The Layer 3 to Layer 2 mapping is received
from the adjacency manager.

. Cisco Nexus 3000 Series NX-0S Unicast Routing Configuration Guide, 9.2(x)



| Overview

Fe i

FIB

The unicast FIB builds the information used for the hardware forwarding engine. The unicast FIB receives
route updates from the unicast forwarding distribution module and sends the information along to be
programmed in the hardware forwarding engine. The unicast FIB controls the addition, deletion, and
modification of routes, paths, and adjacencies.

The unicast FIBs are maintained on a per-VRF and per-address-family basis. Based on route update messages,
the unicast FIB maintains a per-VRF prefix and next-hop adjacency information database. The next-hop
adjacency data structure contains the next-hop IP address and the Layer 2 rewrite information. Multiple
prefixes could share a next-hop adjacency information structure.

The unicast FIB also enables and disables unicast reverse path forwarding (RPF) checks per interface. The
Cisco Nexus 3000 Series switches support the following two RPF modes that can be configured on each
ingress interface:

* RPF Strict Check—Packets that do not have a verifiable source address in the routers forwarding table
or do not arrive on any of the return paths to the source are dropped.

* RPF Loose Check—Packets have a verifiable source address in the routers forwarding table and the
source is reachable through a physical interface. The ingress interface that receives the packet does not
need to match any of the interfaces in the FIB.

Unified Forwarding Table

Cisco Nexus 3100 platform switches support a minimum guaranteed number of entries for Layer 2, Layer 3
host, longest prefix matching (LPM) tables and a 256,000 x 105 bit shared table. You can assign shared table

entries (at 64,000 entry granularity) for Layer 2 table, Layer 3 host table, and Layer 3 LPM table to extend
the sizes of these tables based on the deployment.

The configuration that is currently supported for the mode 0 shared table entries for Cisco Nexus 3100 platform
switches along with the configuration for Cisco Nexus 3000 Series switches is listed in the following table.

Table 3: Mode 0 Forwarding Table.

L2 Table L3 Host Table LPM Table
Cisco Nexus 3000 Series | 128,000 16,000 16,000 (IPv4), 8000 (IPv6
switches 64 bit key)
Cisco Nexus 3100 288,000 16,000 16,000 (IPv4), 8000 (IPv6
platform switches 64 bit key)

Hardware Forwarding

Cisco NX-OS supports distributed packet forwarding. The ingress port takes relevant information from the
packet header and passes the information to the local switching engine. The local switching engine does the
Layer 3 lookup and uses this information to rewrite the packet header. The ingress module forwards the packet
to the egress port. If the egress port is on a different module, the packet is forwarded using the switch fabric
to the egress module. The egress module does not participate in the Layer 3 forwarding decision.
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Software Forwarding

The software forwarding path in Cisco NX-OS is used mainly to handle features that are not supported in the
hardware or to handle errors encountered during the hardware processing. Typically, packets with IP options
or packets that need fragmentation are passed to the CPU. The unicast RIB and the adjacency manager make
the forwarding decisions based on the packets that should be switched in software or terminated.

Software forwarding is controlled by control plane policies and rate limiters.

Summary of Layer 3 Unicast Routing Features

This section provides a brief introduction to the Layer 3 unicast features and protocols supported in Cisco
NX-0S.

Layer 3 uses the IPv4 protocol. For more information, see Configuring IPv4.

IPv4 and IPv6

Layer 3 uses either the IPv4 or IPv6 protocol. IPv6 increases the number of network address bits from 32 bits
(in IPv4) to 128 bits. For more information, see Configuring IPv4, on page 17 or Configuring IPv6, on page
37.

OSPF

The OSPF protocol is a link-state routing protocol used to exchange network reachability information within
an autonomous system. Each OSPF router advertises information about its active links to its neighbor routers.
Link information consists of the link type, the link metric, and the neighbor router connected to the link. The
advertisements that contain this link information are called link-state advertisements. For more information,
see Configuring OSPFv2 or Configuring OSPFv3, on page 111.

EIGRP

The EIGRP protocol is a unicast routing protocol that has the characteristics of both distance vector and
link-state routing protocols. It is an improved version of IGRP, which is a Cisco proprietary routing protocol.
EIGRP relies on its neighbors to provide the routes, typical to a distance vector routing protocol. It constructs
the network topology from the routes advertised by its neighbors, similar to a link-state protocol, and uses
this information to select loop-free paths to destinations. For more information, see Configuring EIGRP.

BGP

The Border Gateway Protocol (BGP) is an inter-autonomous system routing protocol. A BGP router advertises
network reachability information to other BGP routers using the Transmission Control Protocol (TCP) as its
reliable transport mechanism. The network reachability information includes the destination network prefix,
a list of autonomous systems that needs to be traversed to reach the destination, and the next-hop router.
Reachability information contains additional path attributes such as the preference to a route, origin of the
route, community and others. For more information, see Configuring Basic BGP and Configuring Advanced
BGP.
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RIP

The Routing Information Protocol (RIP) is a distance-vector protocol that uses a hop count as its metric. RIP
is widely used for routing traffic in the global Internet and is an Interior Gateway Protocol (IGP), which means
that it performs routing within a single autonomous system. For more information, see Configuring RIP.

Static Routing

Static routing allows you to enter a fixed route to a destination. This feature is useful for small networks where
the topology is simple. Static routing is also used with other routing protocols to control default routes and
route distribution. For more information, see Configuring Static Routing.

Layer 3 Virtualization

Virtualization allows you to share physical resources across separate management domains.

Cisco NX-OS supports Layer 3 virtualization with VPN Routing and Forwarding (VRF). A VRF provides a
separate address domain for configuring Layer 3 routing protocols. For more information, see Configuring
Layer 3 Virtualization.

Route Policy Manager

The Route Policy Manager provides a route filtering capability in Cisco NX-OS. It uses route maps to filter
routes distributed across various routing protocols and between different entities within a given routing
protocol. Filtering is based on specific match criteria, which is similar to packet filtering by access control
lists. For more information, see Configuring Route Policy Manager.

First-Hop Redundancy Protocols

A first-hop redundancy protocol (FHRP) allows you to provide redundant connections to your hosts. If an
active first-hop router fails, the FHRP automatically selects a standby router to take over. You do not need to
update the hosts with new IP addresses because the address is virtual and shared between each router in the
FHRP group. For more information on the Hot Standby Router Protocol (HSRP), see Configuring HSRP, on
page 421. For more information on the Virtual Router Redundancy Protocol (VRRP), see Configuring VRRP,
on page 439.

Object Tracking

Object tracking allows you to track specific objects on the network, such as the interface line protocol state,
IP routing, and route reachability, and take action when the tracked object’s state changes. This feature allows
you to increase the availability of the network and shorten recovery time if an object state goes down. For
more information, see Configuring Object Tracking, on page 463.
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Related Topics

The following Cisco documents are related to the Layer 3 features:

* Exploring Autonomous System Numbers
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CHAPTER 3

Configuring IPv4

This chapter describes how to configure Internet Protocol version 4 (IPv4), which includes addressing, Address
Resolution Protocol (ARP), and Internet Control Message Protocol (ICMP), on the Cisco NX-OS switches.

This chapter includes the following sections:

* Information About IPv4, on page 17

* Prerequisites for [Pv4, on page 22

* Guidelines and Limitations, on page 22

* Default Settings, on page 22

* Configuring IPv4, on page 23

* Verifying the IPv4 Configuration, on page 35
* Configuration Examples for IPv4, on page 35
+ Additional References, on page 35

Information About IPv4

You can configure IP on the switch to assign IP addresses to network interfaces. When you assign IP addresses,
you enable the interfaces and allow communication with the hosts on those interfaces.

You can configure an IP address as primary or secondary on a switch. An interface can have one primary IP
address and multiple secondary addresses. All networking switches on an interface should share the same
primary IP address because the packets that are generated by the switch always use the primary IPv4 address.
Each IPv4 packet is based on the information from a source or destination IP address. See the Multiple [Pv4
Addresses section.

You can use a subnet to mask the IP addresses. A mask is used to determine what subnet an IP address belongs
to. An IP address contains the network address and the host address. A mask identifies the bits that denote
the network number in an IP address. When you use the mask to subnet a network, the mask is then referred
to as a subnet mask. Subnet masks are 32-bit values that allow the recipient of IP packets to distinguish the
network ID portion of the IP address from the host ID portion of the IP address.

The IP feature in the Cisco NX-OS system is responsible for handling IPv4 packets, as well as the forwarding
of IPv4 packets, which includes IPv4 unicast and multicast route lookup, reverse path forwarding (RPF)
checks, and software access control list (ACL) forwarding. The IP feature also manages the network interface
IP address configuration, duplicate address checks, static routes, and packet send and receive interface for IP
clients.
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Multiple IPv4 Addresses

The Cisco NX-OS system supports multiple IP addresses per interface. You can specify an unlimited number
of secondary addresses for a variety of situations. The most common situations are as follows:

* When there are not enough host IP addresses for a particular network interface. For example, if your
subnet allows up to 254 hosts per logical subnet, but on one physical subnet you must have 300 host
addresses, then you can use secondary IP addresses on the routers or access servers to allow you to have
two logical subnets using one physical subnet.

*» Two subnets of a single network might otherwise be separated by another network. You can create a
single network from subnets that are physically separated by another network by using a secondary
address. In these instances, the first network is extended, or layered on top of the second network. A
subnet cannot appear on more than one active interface of the router at a time.

N

Note Note If any switch on a network segment uses a secondary IPv4 address, all other switches on that same

network interface must also use a secondary address from the same network or subnet. The inconsistent use

of secondary addresses on a network segment can quickly cause routing loops.

Address Resolution Protocol

Networking switches and Layer 3 switches use Address Resolution Protocol (ARP) to map IP (network layer)
addresses to (Media Access Control [MAC]-layer) addresses to enable IP packets to be sent across networks.
Before a switch sends a packet to another switch, it looks in its own ARP cache to see if there is a MAC
address and corresponding IP address for the destination switch. If there is no entry, the source switch sends
a broadcast message to every switch on the network.

Each switch compares the IP address to its own. Only the switch with the matching IP address replies to the
switch that sends the data with a packet that contains the MAC address for the switch. The source switch adds
the destination switch MAC address to its ARP table for future reference, creates a data-link header and trailer
that encapsulates the packet, and proceeds to transfer the data. The following figure shows the ARP broadcast
and response process.

Figure 4: ARP Process

Fred Barney

135075

| need the address of 10.1.1.2. ———3%»  <——— | heard that broadcast. The message is for me.
Here is my MAC address: 00:10D:7E:10:00:01.

When the destination switch lies on a remote network which is beyond another switch, the process is the same
except that the switch that sends the data sends an ARP request for the MAC address of the default gateway.
After the address is resolved and the default gateway receives the packet, the default gateway broadcasts the
destination IP address over the networks connected to it. The switch on the destination switch network uses
ARP to obtain the MAC address of the destination switch and delivers the packet. ARP is enabled by default.
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The default system-defined CoPP policy rate-limits ARP broadcast packets. The default system-defined CoPP
policy prevents an ARP broadcast storm from affecting the control plane traffic but does not affect bridged
packets.

ARP Caching

ARP caching minimizes broadcasts and limits wasteful use of network resources. The mapping of IP addresses
to MAC addresses occurs at each hop (switch) on the network for every packet sent over an internetwork,
which may affect network performance.

ARP caching stores network addresses and the associated data-link addresses in memory for a period of time,
which minimizes the use of valuable network resources to broadcast for the same address each time a packet
is sent. You must maintain the cache entries since the cache entries are set to expire periodically because the
information might become outdated. Every switch on a network updates its tables as addresses are broadcast.

Static and Dynamic Entries in the ARP Cache

You must manually configure the IP addresses, subnet masks, gateways, and corresponding MAC addresses
for each interface of each switch when using static routes. Static routing enables more control but requires
more work to maintain the route table. You must update the table each time you add or change routes.

Dynamic routing uses protocols that enable the switches in a network to exchange routing table information
with each other. Dynamic routing is more efficient than static routing because the route table is automatically
updated unless you add a time limit to the cache. The default time limit is 25 minutes but you can modify the
time limit if the network has many routes that are added and deleted from the cache.

Devices That Do Not Use ARP

When a network is divided into two segments, a bridge joins the segments and filters traffic to each segment
based on MAC addresses. The bridge builds its own address table that uses MAC addresses only, as opposed
to a switch, which has an ARP cache that contains both IP addresses and the corresponding MAC addresses.

Passive hubs are central-connection switches that physically connect other switches in a network. They send
messages out on all their ports to the switches and operate at Layer 1 but do not maintain an address table.

Layer 2 switches determine which port is connected to a device to which the message is addressed and send
only to that port, unlike a hub, which sends the message out all of its ports. However, Layer 3 switches are
switches that build an ARP cache (table).

Reverse ARP

Reverse ARP (RARP) as defined by RFC 903 works the same way as ARP, except that the RARP request
packet requests an IP address instead of a MAC address. RARP often is used by diskless workstations because
this type of device has no way to store IP addresses to use when they boot. The only address that is known is
the MAC address because it is burned into the hardware.

Use of RARP requires an RARP server on the same network segment as the router interface. Following figure
illustrates how RARP works.
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Figure 5: Reverse ARP

Cevice A RARP server
| am device A and sending * Okay, your hardware address
a broadcast that uses my is 00:1D:7E:1D:00:01 and
hardware address. your |P address is 10.0.0.2

Can somone on the network
tell me what my |P address is?

135218

There are several limitations of RARP. Because of these limitations, most businesses use DHCP to assign IP
addresses dynamically. DHCP is cost effective and requires less maintenance than RARP. The following are
the most important limitations:

* Because RARP uses hardware addresses, if the internetwork is large with many physical networks, a
RARP server must be on every segment with an additional server for redundancy. Maintaining two
servers for every segment is costly.

» Each server must be configured with a table of static mappings between the hardware addresses and IP
addresses. Maintenance of the IP addresses is difficult.

* RARP only provides IP addresses of the hosts and not subnet masks or default gateways.

Proxy ARP enables a switch that is physically located on one network appear to be logically part of a different
physical network connected to the same switch or firewall. Proxy ARP allows you to hide a switch with a
public IP address on a private network behind a router and still have the switch appear to be on the public
network in front of the router. By hiding its identity, the router accepts responsibility for routing packets to
the real destination. Proxy ARP can help switches on a subnet reach remote subnets without configuring
routing or a default gateway.

When switches are not in the same data link layer network but in the same IP network, they try to transmit
data to each other as if they are on the local network. However, the router that separates the switches does not
send a broadcast message because routers do not pass hardware-layer broadcasts and the addresses cannot be
resolved.

When you enable Proxy ARP on the switch and it receives an ARP request, it identifies the request as a request
for a system that is not on the local LAN. The switch responds as if it is the remote destination for which the
broadcast is addressed, with an ARP response that associates the MAC address of the switch with the TP
address of the remote destination. The local switch believes that it is directly connected to the destination,
while in reality its packets are being forwarded from the local subnetwork toward the destination subnetwork
by their local switch. By default, Proxy ARP is disabled.

Local Proxy ARP

You can use local Proxy ARP to enable a switch to respond to ARP requests for IP addresses within a subnet
where normally no routing is required. When you enable local Proxy ARP, ARP responds to all ARP requests
for IP addresses within the subnet and forwards all traffic between hosts in the subnet. Use this feature only
on subnets where hosts are intentionally prevented from communicating directly by the configuration on the
switch to which they are connected.
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Gratuitous ARP

Gratuitous ARP sends a request with identical source IP address and destination IP address to detect duplicate
IP addresses. Cisco NX-OS supports enabling or disabling gratuitous ARP requests or ARP cache updates.

Glean Throttling

When forwarding an incoming IP packet, if the Address Resolution Protocol (ARP) request for the next-hop
is not resolved, packets are punted to the central processing unit (CPU) for ARP resolution. The CPU resolves
the MAC address for the next-hop and programs the hardware.

The Cisco Nexus 3000 Series switches hardware has glean rate limiters to protect the supervisor from the
glean traffic. If the maximum number of entries is exceeded, the packets for which the ARP request is not
resolved continues to be processed in the software instead of getting dropped in the hardware.

When an ARP request is sent, the software adds a /32 drop adjacency in the hardware to prevent the packets
to the same next-hop IP address to be forwarded to the supervisor. When the ARP is resolved, the hardware
entry is updated with the correct MAC address. If the ARP entry is not resolved before a timeout period, the
entry is removed from the hardware.

Y

Note  Glean throttling is supported for IPv4 and IPv6, but IPv6 link-local addresses are not supported.

ICMP

You can use ICMP to provide message packets that report errors and other information that is relevant to IP
processing. ICMP generates error messages, such as ICMP destination unreachable messages, ICMP Echo
Requests (which send a packet on a round trip between two hosts) and Echo Reply messages. ICMP also
provides many diagnostic functions and can send and redirect error packets to the host. By default, ICMP is
enabled.

Some of the ICMP message types are as follows:

* Network error messages
» Network congestion messages
* Troubleshooting information

» Timeout announcements

N\

Note ICMP redirects are disabled on interfaces where the local proxy ARP feature is enabled.

ICMP Unreachable Support to Set Source Interface

You can configure an interface IP address for the ICMP source IP field to handle ICMP error messages. When
ICMP packets are constructed in a network stack, the packets use the configured interface IP address. You
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can select Ethernet, loopback, or port channel interfaces to configure the IP address. If you do not select these
options, the switch will behave as in earlier releases.

Virtualization Support

IPv4 supports Virtual Routing and Forwarding instances (VRFs). By default, Cisco NX-OS places you in the
default VRF unless you specifically configure another VRF. For more information, see Configuring Layer 3
Virtualization.

IPv4 Routes with ECMP

If all next-hops for a route are glean, drop, or punt, all next-hops are programmed as-is in the Multipath
hardware table.

If some next-hops for a route are glean, drop, or punt, and the remaining next-hops are not, then only non
glean, drop, or punt next-hops are programmed in the Multipath hardware table.

When a specific next-hop for ECMP route is resolved (ARP ND resolved), then the Multipath hardware table
is updated accordingly.

Prerequisites for IPv4

IPv4 has the following prerequisites:

* [Pv4 can only be configured on Layer 3 interfaces.

Guidelines and Limitations

IPv4 has the following configuration guidelines and limitations:
* You can configure a secondary IP address only after you configure the primary IP address.

» If the Cisco Nexus 3000 Series switches is used as a Layer 2 or Layer 3 termination switch, Cisco
recommends that you set the mac-address-table-aging-time to 1800 (higher than the default ARP aging
time of 1500 seconds) on all VLANS.

¢ The Cisco Nexus 3000 Series switches does not support per-VLAN cam aging timers.

Default Settings

The following table lists the default settings for IP parameters.

Table 4: Default IP Parameters

Parameters | Default

ARP 1500
timeout seconds
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Parameters | Default

proxy ARP | disabled

Configuring IPv4

This section includes the following topics:

Configuring IPv4 Addressing

Configuring IPv4 .

You can assign a primary IP address for a network interface.

SUMMARY STEPS

configureterminal
interface ethernet number
no switchport

(Optional) show ip interface

ook ON=

DETAILED STEPS

ip address ip-address/length [secondary]

(Optional) copy running-config startup-config

Command or Action

Purpose

Step 1 configure terminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2 interface ether net number

Example:

switch(config)# interface ethernet 2/3
switch(config-if)#

Enters interface configuration mode.

Step 3 no switchport

Example:

switch(config-if)# no switchport

Configures the interface as a Layer 3 routed interface.

Step 4 ip addressip-address/length [secondary]

Example:

switch(config-if)# ip address
192.2.1.1 255.0.0.0

Specifies a primary or secondary IPv4 address for an
interface.

* The network mask can be a four-part dotted decimal
address. For example, 255.0.0.0 indicates that each bit
equal to 1 means the corresponding address bit belongs
to the network address.
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Command or Action Purpose

* The network mask can be indicated as a slash (/) and
anumber, which is the prefix length. The prefix length
is a decimal value that indicates how many of the
high-order contiguous bits of the address comprise the
prefix (the network portion of the address). A slash
must precede the decimal value and there must be no
space between the IP address and the slash.

Step 5 (Optional) show ip interface Displays interfaces configured for IPv4.

Example:

switch(config-if)# show ip interface

Step 6 (Optional) copy running-config startup-config Copies the running configuration to the startup

configuration.
Example: gu

switch (config-if)# copy running-config
startup-config

Example

This example shows how to assign an [Pv4 address:

switch# configure terminal

switch (config) # interface ethernet 2/3

switch (config-if)# no switchport

switch (config-if)# ip address 192.2.1.1.255.0.0.0
switch(config-if)# copy running-config startup-config
switch (config-if)#

Configuring Multiple IP Addresses

You can only add secondary IP addresses after you configure primary IP addresses.

SUMMARY STEPS

configureterminal

interface ether net number

no switchport

ip address ip-address/length [secondary]
(Optional) show ip interface

(Optional) copy running-config startup-config

okl wn-=
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DETAILED STEPS

Configuring a Static ARP Entry .

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

inter face ether net number

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Enters interface configuration mode.

Step 3

no switchport

Example:

switch (config-if)# no switchport

Configures the interface as a Layer 3 routed interface.

Step 4

ip address ip-address/length [secondary]

Example:

switch(config-if)# ip address
192.168.1.1 255.0.0.0 secondary

Specifies a the configured address as a secondary IPv4
address.

Step 5

(Optional) show ip interface

Example:

switch(config-if)# show ip interface

Displays interfaces configured for IPv4.

Step 6

(Optional) copy running-config startup-config

Example:

switch (config-if)# copy running-config
startup-config

Saves this configuration change.

Configuring a Static ARP Entry

You can configure a static ARP entry on the device to map IP addresses to MAC hardware addresses, including

static multicast MAC addresses.

SUMMARY STEPS

configureterminal
interface ethernet number
no switchport

apwDd-=

ip arp addressip-address mac-address
(Optional) copy running-config startup-config
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Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

inter face ether net number

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Enters interface configuration mode.

Step 3

no switchport

Example:

switch (config-if)# no switchport

Configures the interface as a Layer 3 routed interface.

Step 4

ip arp addressip-address mac-address

Example:

switch (config-if)# ip arp 192.168.1.1
0019.076c.1a78

Associates an IP address with a MAC address as a static
entry.

Step 5

(Optional) copy running-config startup-config

Example:

switch(config-if)# copy running-config
startup-config

Saves this configuration change.

Configuring Proxy ARP

Configure proxy ARP on the device to determine the media addresses of hosts on other networks or subnets.

SUMMARY STEPS

1. configureterminal

2. interface ethernet number

3. noswitchport

4. ipproxyarp

5. (Optional) copy running-config startup-config
DETAILED STEPS

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

. Cisco Nexus 3000 Series NX-0S Unicast Routing Configuration Guide, 9.2(x)



| Configuring IPv4

Configuring Local Proxy ARP .

Command or Action

Purpose

Step 2 interface ether net number

Example:

switch (config-if) #

switch (config)# interface ethernet 2/3

Enters interface configuration mode.

Step 3 no switchport

Example:

switch(config-if)# no switchport

Configures the interface as a Layer 3 routed interface.

Step 4 ip proxy arp

Example:

switch(config-if)# ip proxy arp

Enables proxy ARP on the interface.

Step 5 (Optional) copy running-config startup-config Saves this configuration change.

Example:

startup-config

switch (config-if)# copy running-config

Example

This example shows how to configure proxy ARP:

switch# configure terminal
switch (config) # interface ethernet 2/3
switch(config-if)# no switchport

(
switch (
switch (
switch (config-if)#

Configuring Local Proxy ARP

config-if)# ip proxy-arp
config-if) # copy running-config startup-config
)

You can configure Local Proxy ARP on the switch.

SUMMARY STEPS

configureterminal

no switchport
ip local-proxy-arp

apwbd-=

interface ether net number

copy running-config startup-config
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Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

interface ether net number

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Enters interface configuration mode.

Step 3

no switchport

Example:

switch (config-if)# no switchport

Configures the interface as a Layer 3 routed interface.

Step 4

ip local-proxy-arp

Example:

switch (config-if)# ip local-proxy-arp

Enables Local Proxy ARP on the interface.

Step 5

copy running-config startup-config

Example:

switch(config-if)# copy running-config
startup-config

Saves this configuration change.

Example

This example shows how to configure Local Proxy ARP:

switch# configure terminal

switch(config)# interface ethernet 2/3

switch (config-if)# no switchport

switch(config-if)# ip local-proxy-arp
(

switch (config-if)# copy running-config startup-config

Configuring Gratuitous ARP

You can configure gratuitous ARP on an interface.

SUMMARY STEPS

configureterminal

interface ethernet number

no switchport

ip arp gratuitous {request | update]

appwbdR

(Optional) copy running-config startup-config
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DETAILED STEPS

Configuring IP Directed Broadcasts .

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

inter face ether net number

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Enters interface configuration mode.

Step 3

no switchport

Example:

switch (config-if)# no switchport

Configures the interface as a Layer 3 routed interface.

Step 4

ip arp gratuitous {request | update]

Example:

switch(config-if)# ip arp gratuitous
request

Enables gratuitous ARP on the interface. Gratuitous ARP
is enabled by default.

Step 5

(Optional) copy running-config startup-config

Example:

switch(config-if)# copy running-config
startup-config

Saves this configuration change.

Example

This example shows how to disable gratuitous ARP requests:

switch# configure terminal

switch (config) # interface ethernet 2/3
switch(config-if)# no switchport

switch(config-if)# no ip arp gratuitous request
switch (config-if)# copy running-config startup-config
switch (config-if)#

Configuring IP Directed Broadcasts

An IP directed broadcast is an IP packet whose destination address is a valid broadcast address for some IP
subnet, but which originates from a node that is not itself part of that destination subnet.

A switch that is not directly connected to its destination subnet forwards an IP directed broadcast in the same
way it would forward unicast IP packets destined to a host on that subnet. When a directed broadcast packet
reaches a switch that is directly connected to its destination subnet, that packet is “exploded” as a broadcast
on the destination subnet. The destination address in the IP header of the packet is rewritten to the configured
IP broadcast address for the subnet, and the packet is sent as a link-layer broadcast.
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If directed broadcast is enabled for an interface, incoming IP packets whose addresses identify them as directed
broadcasts intended for the subnet to which that interface is attached will be exploded as broadcasts on that
subnet.

To enable IP directed broadcasts, use the following command in interface configuration mode:

Command Purpose

ip Enables the translation of a directed broadcast to physical broadcasts
directed-broadcast

Configuring IP Glean Throttling

Cisco NX-OS software supports glean throttling rate limiters to protect the supervisor from the glean traffic.

)

Note We recommend that you configure the IP glean throttle feature by using the hardware ip glean throttle command
to filter the unnecessary glean packets that are sent to the supervisor for ARP resolution for the next-hops that
are not reachable or do not exist. IP glean throttling boosts software performance and helps to manage traffic
more efficiently.

\}

Note Glean throttling is supported for IPv4 and IPv6, but IPv6 link-local addresses are not supported.

SUMMARY STEPS
1. configureterminal
2. [no] hardwareip glean throttle
3. (Optional) copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 configureterminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 [no] hardwareip glean throttle Enables or Disables IP glean throttling.
Example:
switch (config) # hardware ip glean
throttle

Step 3 (Optional) copy running-config startup-config Saves this configuration change.
Example:

switch (config)# copy running-config
startup-config
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Example

This example shows how to disable gratuitous ARP requests:

switch# configure terminal
switch (config)# hardware ip glean throttle
switch (config-if)# copy running-config startup-config

Configuring the Hardware IP Glean Throttle Maximum

You can limit the maximum number of drop adjacencies that are installed in the Forwarding Information Base

(FIB).
SUMMARY STEPS
1. configureterminal
2. hardwareip glean throttle maximum count
3. [no] hardwareip glean throttle maximum count
4. (Optional) copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 hardwareip glean throttle maximum count Configures the number of drop adjacencies that are installed

Example: in the FIB.

switch(config) # hardware ip glean
throttle maximum 2134

Step 3 [no] hardwareip glean throttle maximum count Applies the default limits.
Example: The default value is 1000. The range is from 0 to 16,383
switch (config)# no hardware ip glean throttle entries.

maximum 2134

Step 4 (Optional) copy running-config startup-config Saves this configuration change.

Example:

switch(config)# copy running-config
startup-config

Example

This example shows how to disable gratuitous ARP requests:
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switch# configure terminal
switch (config)# hardware ip glean throttle maximum 2134
switch (config-if)# copy running-config startup-config

Configuring the Hardware IP Glean Throttle Timeout

You can configure a timeout for the installed drop adjacencies to remain in the FIB.

SUMMARY STEPS
1. configureterminal
2. hardwareip glean throttle maximum timeout timeout-in-seconds
3. [no] hardwareip glean throttle maximum timeout timeout-in-seconds
4. (Optional) copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 hardwareip glean throttle maximum timeout Configures the timeout for the installed drop adjacencies
timeout-in-seconds to remain in the FIB.
Example:

switch (config)# hardware ip glean
throttle maximum timeout 300

Step 3 [no] hardware ip glean throttle maximum timeout Applies the default limits.

i -in- n . . .
timeout-in-seconds The timeout value is in seconds. The range is from 300

Example: seconds (5 minutes) to 1800 seconds (30 minutes).

switch (config)# no hardware ip glean Note

: . After the timeout period is exceeded, the drop
throttle maximum timeout 300

adjacencies are removed from the FIB.

Step 4 (Optional) copy running-config startup-config Saves this configuration change.

Example:

switch (config)# copy running-config
startup-config

Example

This example shows how to disable gratuitous ARP requests:

switch# configure terminal
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switch (config)# hardware ip glean throttle maximum timeout 300
switch(config-if)# copy running-config startup-config

Configuring the Interface IP Address for the ICMP Source IP Field

You can configure an interface IP address for the ICMP source IP field to handle ICMP error messages.

SUMMARY STEPS
1. configureterminal
2. [no]ip source {ethernet dot/port | loopback number | port-channel number} {icmp-errors}
3. (Optional) exit
DETAILED STEPS
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 [no] ip source {ethernet slot/port | loopback number | | Configures an interface IP address for the ICMP source IP
port-channel number} {icmp-errors} field to route ICMP error messages.
Example:

switch (config)# ip source loopback 0
icmp-errors

Step 3 (Optional) exit Returns to privileged EXEC mode.

Example:

switch (config)# exit

Example

This example shows how to configure an interface IP address for the ICMP source IP field:

switch# configure terminal
switch (config) # ip source ethernet 1/1 icmp-errors
switch (config-if)# exit

This example shows how to configure an interface IP address for the ICMP source IP field:

switch# configure terminal
switch (config) # no ip source ethernet 1/1 icmp-errors
switch (config-if)# exit

Configuring Logging for Software Forwarding of IP Packets

You can configure the logging conditions for IP packets that are forwarded by the NX-OS software. The
conditions consist of the following:
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* A minimum number of packets (the size)

Configuring IPv4 |

* An optional period of time (the logging interval)

The logging conditions create the packet per second (pps) threshold. When traffic meets or exceeds the
conditions, NX-OS logs a console message. For example:

2019 jul 31 15:28:31 switch-1 %$ VDC-1 %$ SUSER-3-SYSTEM MSG: Packets per second exceeded

the configured threshold 40, current PPS:

1262 - netstack

This feature is supported for the Cisco Nexus 3000 Series switches, Cisco Nexus 3100 platform switches, and

Cisco Nexus 3200 platform switches.

You can set the conditions for forwarded packets through the ip ppsthreshold unicast-forward command.
To disable the feature, use no ip ppsthreshold unicast-forward.

SUMMARY STEPS
1. config terminal
2. ip ppsthreshold unicast-forward pps-threshold [syslog-interval ]
3. (Optional) show ip ppsthreshold

DETAILED STEPS

Command or Action

Purpose

Step 1 config terminal Enters the configuration terminal.
Example:
switch-1# config terminal
Enter configuration commands, one per line. End
with CNTL/Z.
switch-1 (config) #
Step 2 ip ppsthreshold unicast-forward pps-threshold Enable the feature and set the conditions:
[syslogrinterval] * The pps-threshold is from 1 through 30000 packets.
Example: . .
* The syslog-interval is from 1 through 60 seconds. The
switch-1(config)# ip pps threshold unicast-forward default is 1 d
50 5 efault is 1 second.
switch-1 (config) #
Step 3 (Optional) show ip ppsthreshold Display the current PPS threshold configuration.

Example:

switch-1(config) show ip traffic pps

PPS type : unicast-forward, PPS limit : 50, Log
Interval: 5

switch-1 (config) #

Example

This example shows how to configure a console message if the number of packets that get forwarded
for a specific flow exceeds the configured packet count and a logging interval of 4000 packets every

2 seconds:
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switch-1# configure terminal

Verifying the IPv4 Configuration .

switch-1(config)# ip pps threshold unicast-forward 4000 2
switch-1(config) # copy running-config startup-config

Verifying the IPv4 Configuration

To display the IPv4 configuration information, perform one of the following tasks:

Command

Purpose

how hardware forwarding ip verify

Displays the IP packet verification configuration.

show ip adjacency

Displays the adjacency table.

show ip arp

Displays the ARP table.

show ip interface

Displays IP-related interface information.

show ip arp statistics [vrf vrf-name]

Displays the ARP statistics.

show ip adjacency summary

Displays the summary of number of throttle
adjacencies.

show ip arp summary

Displays the summary of the number of throttle
adjacencies.

show ip interface

Displays IP-related interface information.

This example shows how to configure an IPv4 address:

switch# configure terminal

switch (config) # interface ethernet 1/2
switch (config)# no switchport

switch (config-if) #ip address 192.2.1.1/1

Configuration Examples for IPv4

This example shows how to configure an IPv4 address:

Additional

configure terminal
interface ethernet 1/2
no switchport

ip address 192.2.1.1/16

References

For additional information related to implementing IP,

see the following sections:
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Related Documents for IPv4

Standards
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Related Topic

Document Title

IP CLI commands Cisco Nexus 3000 Series NX-OS Unicast Routing
Command Reference
Standards Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by this feature.
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CHAPTER 4

Configuring IPv6

This chapter describes how to configure Internet Protocol version 6 (IPv6), which includes addressing, Neighbor
Discovery Protocol (ND), and Internet Control Message Protocol version 6 (ICMPv6), on the Cisco NX-OS
device.

This chapter includes the following sections:

* Information About IPv6, on page 37

* Prerequisites for [Pv6, on page 51

* Guidelines and Limitations for IPv6, on page 52
* Default Settings, on page 52

* Configuring IPv6, on page 52

* Verifying the [IPv6 Configuration, on page 64

* Configuration Examples for IPv6, on page 64

+ Additional References, on page 65

Information About IPv6

IPv6, which is designed to replace IPv4, increases the number of network address bits from 32 bits (in IPv4)
to 128 bits. IPv6 is based on IPv4 but it includes a much larger address space and other improvements such
as a simplified main header and extension headers.

The larger IPv6 address space allows networks to scale and provide global reachability. The simplified IPv6
packet header format handles packets more efficiently. The flexibility of the IPv6 address space reduces the
need for private addresses and the use of Network Address Translation (NAT), which translates private (not
globally unique) addresses into a limited number of public addresses. IPv6 enables new application protocols
that do not require special processing by border routers at the edge of networks.

IPv6 functionality, such as prefix aggregation, simplified network renumbering, and IPv6 site multihoming
capabilities, enable more efficient routing. IPv6 supports Open Shortest Path First (OSPF) for IPv6 and
multiprotocol Border Gateway Protocol (BGP).

IPv6 Address Formats

An IPv6 address has 128 bits or 16 bytes. The address is divided into eight, 16-bit hexadecimal blocks separated
by colons (:) in the format X:X:X:X:X:X:X:X.

Two examples of IPv6 addresses are as follows:
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2001:0DB8:7654:3210:FEDC:BA98:7654:3210
2001:0DB8:0:0:8:800:200C:417A
IPv6 addresses contain consecutive zeros within the address. You can use two colons (::) at the beginning,

middle, or end of an IPv6 address to replace the consecutive zeros. The following table shows a list of
compressed IPv6 address formats.

\)

Note  You can use two colons (::) only once in an IPv6 address to replace the longest string of consecutive zeros
within the address.

You can use a double colon as part of the [Pv6 address when consecutive 16-bit values are denoted as zero.
You can configure multiple IPv6 addresses per interface but only one link-local address.

The hexadecimal letters in IPv6 addresses are not case sensitive.

Table 5: Compressed IPv6 Address Formats

IPv6 Address Type Preferred Format Compressed Format

Unicast 2001:0:0:0:0:DB8:800:200C:417A | 2001::0DB8:800:200C:417A
Multicast FF01:0:0:0:0:0:0:101 FF01::101

Loopback 0:0:0:0:0:0:0:0:1 1

Unspecified 0:0:0:0:0:0:0:0:0

A node may use the loopback address listed in the table to send an IPv6 packet to itself. The loopback address
in IPv6 is the same as the loopback address in IPv4. For more information, see Overview, on page 3.

)

Note  You cannot assign the IPv6 loopback address to a physical interface. A packet that contains the IPv6 loopback
address as its source or destination address must remain within the node that created the packet. IPv6 routers
do not forward packets that have the IPv6 loopback address as their source or destination address.

You cannot assign an [Pv6 unspecified address to an interface. You should not use the unspecified IPv6
addresses as destination addresses in IPv6 packets or the IPv6 routing header.

The IPv6 prefix is in the form documented in RFC 2373 where the IPv6 address is specified in hexadecimal
using 16-bit values between colons. The prefix length is a decimal value that indicates how many of the
high-order contiguous bits of the address comprise the prefix (the network portion of the address). For example,
2001:0DB8:8086:6502::/32 is a valid IPv6 prefix.

IPv6 Unicast Addresses

An IPv6 unicast address is an identifier for a single interface on a single node. A packet that is sent to a unicast
address is delivered to the interface identified by that address.
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Aggregatable Global Addresses

An aggregatable global address is an [IPv6 address from the aggregatable global unicast prefix. The structure
of aggregatable global unicast addresses enables strict aggregation of routing prefixes that limits the number
of routing table entries in the global routing table. Aggregatable global addresses are used on links that are
aggregated upward through organizations and eventually to the Internet service providers (ISPs).

Aggregatable global IPv6 addresses are defined by a global routing prefix, a subnet ID, and an interface ID.
Except for addresses that start with binary 000, all global unicast addresses have a 64-bit interface ID. The
IPv6 global unicast address allocation uses the range of addresses that start with binary value 001 (2000::/3).
The following figure shows the structure of an aggregatable global address.

Figure 6: Aggregatable Global Address Format

Provider Site Host
3 45 bits 16 hits 64 bits
| | Global Routing Prefix | SLA ‘ Interface 1D g

Addresses with a prefix of 2000::/3 (001) through E000::/3 (111) are required to have 64-bit interface identifiers
in the extended universal identifier (EUI)-64 format. The Internet Assigned Numbers Authority (IANA)
allocates the IPv6 address space in the range of 2000::/16 to regional registries.

The aggregatable global address consists of a 48-bit global routing prefix and a 16-bit subnet ID or Site-Level
Aggregator (SLA). In the IPv6 aggregatable global unicast address format document (RFC 2374), the global
routing prefix included two other hierarchically structured fields called Top-Level Aggregator (TLA) and
Next-Level Aggregator (NLA). The IETF decided to remove the TLS and NLA fields from the RFCs because
these fields are policy based. Some existing [Pv6 networks deployed before the change might still use networks
that are on the older architecture.

A subnet ID, which is a 16-bit subnet field, can be used by individual organizations to create a local addressing
hierarchy and to identify subnets. A subnet ID is similar to a subnet in IPv4, except that an organization with
an [Pv6 subnet ID can support up to 65,535 individual subnets.

An interface ID identifies interfaces on a link. The interface ID is unique to the link. In many cases, an interface
ID is the same as or based on the link-layer address of an interface. Interface IDs used in aggregatable global
unicast and other IPv6 address types have 64 bits and are in the modified EUI-64 format.

Interface IDs are in the modified EUI-64 format in one of the following ways:

* For all IEEE 802 interface types (for example, Ethernet and Fiber Distributed Data interfaces), the first
three octets (24 bits) are the Organizationally Unique Identifier (OUI) of the 48-bit link-layer address
(MAC address) of the interface, the fourth and fifth octets (16 bits) are a fixed hexadecimal value of
FFFE, and the last three octets (24 bits) are the last three octets of the MAC address. The Universal/Local
(U/L) bit, which is the seventh bit of the first octet, has a value of 0 or 1. Zero indicates a locally
administered identifier; 1 indicates a globally unique IPv6 interface identifier.

* For all other interface types (for example, serial, loopback, ATM, and Frame Relay types), the interface
ID is similar to the interface ID for IEEE 802 interface types; however, the first MAC address from the
pool of MAC addresses in the router is used as the identifier (because the interface does not have a MAC
address).
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\}

Note For interfaces that use the Point-to-Point Protocol (PPP), where the interfaces at
both ends of the connection might have the same MAC address, the interface
identifiers at both ends of the connection are negotiated (picked randomly and,
if necessary, reconstructed) until both identifiers are unique. The first MAC
address in the router is used as the identifier for interfaces using PPP.

If no IEEE 802 interface types are in the router, link-local IPv6 addresses are generated on the interfaces in
the router in the following sequence:

1. The router is queried for MAC addresses (from the pool of MAC addresses in the router).

2. Ifno MAC addresses are available in the router, the serial number of the router is used to form the link-local
addresses.

3. [Ifthe serial number of the router cannot be used to form the link-local addresses, the router uses a Message
Digest 5 (MDS5) hash to determine the MAC address of the router from the hostname of the router.

Link-Local Addresses

A link-local address is an IPv6 unicast address that can be automatically configured on any interface using
the link-local prefix FE80::/10 (1111 1110 10) and the interface identifier in the modified EUI-64 format.
Link-local addresses are used in the Neighbor Discovery Protocol (NDP) and the stateless autoconfiguration
process. Nodes on a local link can use link-local addresses to communicate; the nodes do not need globally
unique addresses to communicate. The following figure shows the structure of a link-local address.

IPv6 routers cannot forward packets that have link-local source or destination addresses to other links.

Figure 7: Link-Local Address Format
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IPv4-Compatible IPv6 Addresses

An IPv4-compatible IPv6 address is an IPv6 unicast address that has zeros in the high-order 96 bits of the
address and an IPv4 address in the low-order 32 bits of the address. The format of an IPv4-compatible IPv6
address is 0:0:0:0:0:0:A.B.C.D or ::A.B.C.D. The entire 128-bit IPv4-compatible IPv6 address is used as the
[Pv6 address of a node and the IPv4 address embedded in the low-order 32 bits is used as the IPv4 address
of the node. IPv4-compatible IPv6 addresses are assigned to nodes that support both the IPv4 and IPv6 protocol
stacks and are used in automatic tunnels. Following figure shows the structure of an [Pv4-compatible IPv6
address and a few acceptable formats for the address.
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Figure 8: IPv4-Compatible IPv6 Address Format
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Unique Local Addresses

A unique local address is an IPv6 unicast address that is globally unique and is intended for local
communications. It is not expected to be routable on the global Internet and is routable inside of a limited
area, such as a site, and it may be routed between a limited set of sites. Applications might treat unique local
addresses like global scoped addresses.

A unique local address has the following characteristics:
» It has a globally unique prefix (it has a high probability of uniqueness).

* It has a well-known prefix to allow for easy filtering at site boundaries.

» It allows sites to be combined or privately interconnected without creating any address conflicts or
requiring renumbering of interfaces that use these prefixes.

* It is ISP-independent and can be used for communications inside of a site without having any permanent
or intermittent Internet connectivity.

« If it is accidentally leaked outside of a site through routing or the Domain Name Server (DNS), there is
no conflict with any other addresses.

The following figure shows the structure of a unique local address.

Figure 9: Unique Local Address Structure
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« Prefix — FC00:47 prefix to identily local IPvE unicast addresses.

+ Global ID — 41-bit global identifier used to create a globally unique prefix.
« Subnet ID — 16-bit subnet 1D is an identifier of a subnet within the site.

« Interface ID — 64-bit ID

pckict]

Site-Local Address

Because RFC 3879 deprecates the use of site-local addresses, you should follow the recommendations of
unique local addressing (ULA) in RFC 4193 when you configure private IPv6 addresses
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The base IPv4 packet header has 12 fields with a total size of 20 octets (160 bits) (see the following figure).
The 12 fields may be followed by an Options field, which is followed by a data portion that is usually the
transport-layer packet. The variable length of the Options field adds to the total size of the IPv4 packet header.
The shaded fields of the IPv4 packet header are not included in the IPv6 packet header.

Figure 10: IPv4 Packet Header Format
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Simplified IPv6 Packet Header

The base IPv6 packet header has 8 fields with a total size of 40 octets (320 bits) (see figure below).

Fragmentation is handled by the source of a packet, and checksums at the data link layer and transport layer
are used. The User Datagram Protocol (UDP) checksum checks the integrity of the inner packet, and the base
IPv6 packet header and Options field are aligned to 64 bits, which can facilitate the processing of IPv6 packets.

The following table lists the fields in the base IPv6 packet header.

Table 6: Base IPv6 Packet Header Fields

Field

Description

Version

Similar to the Version field in the IPv4 packet header, except that
the field lists number 6 for IPv6 instead of number 4 for IPv4.

Traffic Class

Similar to the Type of Service field in the IPv4 packet header. The
Traffic Class field tags packets with a traffic class that is used in
differentiated services.

Flow Label

New field in the IPv6 packet header. The Flow Label field tags
packets with a specific flow that differentiates the packets at the
network layer.

Payload Length

Similar to the Total Length field in the IPv4 packet header. The
Payload Length field indicates the total length of the data portion
of the packet.
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Field

Description

Next Header

Similar to the Protocol field in the IPv4 packet header. The value
of the Next Header field determines the type of information that
follows the base IPv6 header. The type of information that follows
the base IPv6 header can be a transport-layer packet (for example,
a TCP or UDP packet) or an Extension Header, as shown in the
figure below.

Hop Limit

Similar to the Time to Live field in the IPv4 packet header. The
value of the Hop Limit field specifies the maximum number of
routers that an IPv6 packet can pass through before the packet is
considered invalid. Each router decrements the value by one.
Because no checksum is in the IPv6 header, the router can
decrement the value without needing to recalculate the checksum,
which saves processing resources.

Source Address

Similar to the Source Address field in the IPv4 packet header,
except that the field contains a 128-bit source address for IPv6
instead of a 32-bit source address for IPv4.

Destination Address

Similar to the Destination Address field in the IPv4 packet header,
except that the field contains a 128-bit destination address for IPv6
instead of a 32-bit destination address for IPv4.

Figure 11: IPv6 Packet Header Format
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Optional extension headers and the data portion of the packet are after the eight fields of the base IPv6 packet
header. If present, each extension header is aligned to 64 bits. There is no fixed number of extension headers
in an IPv6 packet. Each extension header is identified by the Next Header field of the previous header.
Typically, the final extension header has a Next Header field of a transport-layer protocol, such as TCP or
UDP. The following figure shows the IPv6 extension header format.

Cisco Nexus 3000 Series NX-0S Unicast Routing Configuration Guide, 9.2(x) .



. Simplified IPv6 Packet Header

Figure 12: IPv6 Extension Header Format
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The table below lists the extension header types and their Next Header field values.

Table 7: IPv6 Extension Header Types

Header Type Next Header Description
Value

Hop-by-hop options 0 Header that is processed by all hops in the path of a packet.
When present, the hop-by-hop options header always
follows immediately after the base IPv6 packet header.

Destination options 60 Header that can follow any hop-by-hop options header.
The header is processed at the final destination and at each
visited address specified by a routing header.

Routing 43 Header that is used for source routing.

Fragment 44 Header that is used when a source fragments a packet that
is larger than the maximum transmission unit (MTU) for
the path between itself and a destination. The Fragment
header is used in each fragmented packet.

Authentication 51 Header that is used to provide connectionless integrity and
data origin authentication for packets.

Encapsulation Security 50 All information following this header is encrypted.

Payload

Mobility 135 Header that is used in support of Mobile IPv6 service.

Host Identity Protocol 139 Header that is used for Host Identity Protocol version 2

(HIPv2), which provides secure methods for IP
multihoming and mobile computing.
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Header Type Next Header Description
Value
Shim6 140 Header that is used for IP multihoming, which allows a

host to be connected to multiple networks.

Upper layer headers 6 (TCP) Headers that are used inside a packet to transport the data.

17 (UDP) The two main transport protocols are TCP and UDP.

)

Note

DNS for IPv6

Some switch models support only a subset of IPv6 extension header types. The following list shows the
extension header types that are supported by Cisco Nexus 3600 Platform Switches (N3K-C36180YC-R and
N3K-C3636C-R) and by Cisco Nexus 9504 and 9508 modular chassis with these line cards: N9K-X9636C-R,
NIK-X9636Q-R, N9K-X9636C-RX, and N9K-X96136YC-R.

Supported: Destination options (60), Routing (43), Fragment (44), Mobility (135), Host Identity Protocol
(HIP) (139), Shim6 (140).

Not supported: Hop-by-hop options (0), Encapsulation Security Payload (50), Authentication Header (51),
and experimental (253 and 254).

IPv6 supports DNS record types that are supported in the DNS name-to-address and address-to-name lookup
processes. The DNS record types support [IPv6 addresses (see the table).

)

Note

IPv6 also supports the reverse mapping of IPv6 addresses to DNS names.

Table 8: IPv6 DNS Record Types

Record Type Description Format

AAAA Maps a hostname to an [Pv6 address. www.abc.test AAAA 3FFE:YYYY:C18:1::2
(Equivalent to an A record in IPv4.)

PTR Maps an IPv6 address to a hostname. 2000000000000000.1.0008.1.cOyyyyeff3ipoint
(Equivalent to a PTR record in IPv4.) PTR www.abc.test

Path MTU Discovery for IPv6

As in IPv4, you can use path MTU discovery in IPv6 to allow a host to dynamically discover and adjust to
differences in the MTU size of every link along a data path. In IPv6, however, fragmentation is handled by
the source of a packet when the path MTU of one link along a given data path is not large enough to
accommodate the size of the packets. Having IPv6 hosts handle packet fragmentation saves IPv6 router
processing resources and helps IPv6 networks run more efficiently. Once the path MTU is reduced by the
arrival of an ICMP Too Big message, Cisco NX-OS retains the lower value. The connection does not increase
the segment size to gauge the throughput.
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Note In IPv6, the minimum link MTU is 1280 octets. We recommend that you use an MTU value of 1500 octets
for IPv6 links.

CDP IPv6 Address Support

You can use the Cisco Discovery Protocol (CDP) IPv6 address support for the neighbor information feature
to transfer IPv6 addressing information between two Cisco devices. Cisco Discovery Protocol support for
IPv6 addresses provides IPv6 information to network management products and troubleshooting tools.

ICMP for IPv6

You can use ICMP in IPv6 to provide information about the health of the network. ICMPv®6, the version that
works with IPv6, reports errors if packets cannot be processed correctly and sends informational messages
about the status of the network. For example, if a router cannot forward a packet because it is too large to be
sent out on another network, the router sends out an ICMPv6 message to the originating host. Additionally,
ICMP packets in IPv6 are used in IPv6 neighbor discovery and path MTU discovery. The path MTU discovery
process ensures that a packet is sent using the largest possible size that is supported on a specific route.

A value of 58 in the Next Header field of the base IPv6 packet header identifies an IPv6 ICMP packet. The
ICMP packet follows all the extension headers and is the last piece of information in the IPv6 packet. Within
the IPv6 ICMP packets, the ICMPv6 Type and ICMPv6 Code fields identify IPv6 ICMP packet specifics,
such as the ICMP message type. The value in the Checksum field is computed by the sender and checked by
the receiver from the fields in the IPv6 ICMP packet and the IPv6 pseudo header.

\)

Note The IPv6 header does not have a checksum. But a checksum on the transport layer can determine if packets
have not been delivered correctly. All checksum calculations that include the IP address in the calculation
must be modified for IPv6 to accommodate the new 128-bit address. A checksum is generated using a pseudo
header.

The ICMPv6 Payload field contains error or diagnostic information that relates to IP packet processing. The
following figure shows the IPv6 ICMP packet header format.

Figure 13: IPv6 ICMP Packet Header Format
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IPv6 Neighbor Discovery

You can use the IPv6 Neighbor Discovery Protocol (NDP) to determine whether a neighboring router is
reachable. IPv6 nodes use neighbor discovery to determine the addresses of nodes on the same network (local
link), to find neighboring routers that can forward their packets, to verify whether neighboring routers are
reachable or not, and to detect changes to link-layer addresses. NDP uses ICMP messages to detect whether
packets are sent to neighboring routers that are unreachable.

IPv6 Neighbor Solicitation Message

A node sends a neighbor solicitation message, which has a value of 135 in the Type field of the ICMP packet
header, on the local link when it wants to determine the link-layer address of another node on the same local
link (see figure below). The source address is the IPv6 address of the node that sends the neighbor solicitation
message. The destination address is the solicited-node multicast address that corresponds to the [Pv6 address
of the destination node. The neighbor solicitation message also includes the link-layer address of the source
node.

Figure 14: IPv6 Neighbor Discovery-Neighbor Solicitation Message
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After receiving the neighbor solicitation message, the destination node replies by sending a neighbor
advertisement message, which has a value of 136 in the Type field of the ICMP packet header, on the local
link. The source address is the IPv6 address of the node (the IPv6 address of the node interface that sends the
neighbor advertisement message). The destination address is the IPv6 address of the node that sends the
neighbor solicitation message. The data portion includes the link-layer address of the node that sends the
neighbor advertisement message.

After the source node receives the neighbor advertisement, the source node and destination node can
communicate.

Neighbor solicitation messages can verify the reachability of a neighbor after a node identifies the link-layer
address of a neighbor. When a node wants to verify the reachability of a neighbor, it uses the destination
address in a neighbor solicitation message as the unicast address of the neighbor.

Neighbor advertisement messages are also sent when there is a change in the link-layer address of a node on
a local link. When there is a change, the destination address for the neighbor advertisement is the all-nodes
multicast address.
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Neighbor unreachability detection identifies the failure of a neighbor or the failure of the forward path to the
neighbor and is used for all paths between hosts and neighboring nodes (hosts or routers). Neighbor
unreachability detection is performed for neighbors to which only unicast packets are being sent and is not
performed for neighbors to which multicast packets are being sent.

A neighbor is considered reachable when a positive acknowledgment is returned from the neighbor (indicating
that packets previously sent to the neighbor have been received and processed). A positive
acknowledgment-from an upper-layer protocol (such as TCP)-indicates that a connection is making forward
progress (reaching its destination). If packets are reaching the peer, they are also reaching the next-hop neighbor
of the source. Forward progress is also a confirmation that the next-hop neighbor is reachable.

For destinations that are not on the local link, forward progress implies that the first-hop router is reachable.
When acknowledgments from an upper-layer protocol are not available, a node probes the neighbor using
unicast neighbor solicitation messages to verify that the forward path is still working. The return of a solicited
neighbor advertisement message from the neighbor is a positive acknowledgment that the forward path is still
working (neighbor advertisement messages that have the solicited flag set to a value of 1 are sent only in
response to a neighbor solicitation message). Unsolicited messages confirm only the one-way path from the
source to the destination node; solicited neighbor advertisement messages indicate that a path is working in
both directions.

\)

Note A neighbor advertisement message that has the solicited flag set to a value of 0 is not considered as a positive

acknowledgment that the forward path is still working.

Neighbor solicitation messages are also used in the stateless autoconfiguration process to verify the uniqueness
of unicast IPv6 addresses before the addresses are assigned to an interface. Duplicate address detection is
performed first on a new, link-local IPv6 address before the address is assigned to an interface (the new address
remains in a tentative state while duplicate address detection is performed). A node sends a neighbor solicitation
message with an unspecified source address and a tentative link-local address in the body of the message. If
another node is already using that address, the node returns a neighbor advertisement message that contains
the tentative link-local address. If another node is simultaneously verifying the uniqueness of the same address,
that node also returns a neighbor solicitation message. If no neighbor advertisement messages are received
in response to the neighbor solicitation message and no neighbor solicitation messages are received from other
nodes that are attempting to verify the same tentative address, the node that sent the original neighbor solicitation
message considers the tentative link-local address to be unique and assigns the address to the interface.

IPv6 Stateless Autoconfiguration

All interfaces on IPv6 nodes must have a link-local address, which is usually automatically configured from
the identifier for an interface and the link-local prefix FE80::/10. A link-local address enables a node to
communicate with other nodes on the link and can be used to further configure the node.

IPv6 Stateless Address Autoconfiguration (SLAAC) is performed only on a management interface. For
example, when SLAAC is enabled on a management interface, it generates a Link Local Address (LLA) and
performs a Duplicate Address Detection (DAD) on link local address. After the successful duplicate address
detection process, the interface transmits ICMPv6 Router Solicitation (RS) packets. The upstream router that
receives the RS packets responds back with an ICMPv6 Router Advertisement (RA). The RA packet will
have a prefix TLV option that carries the subnet in which the downstream NX-OS Switch auto-generates the
address, using the MAC information of the interface and the advertised prefix in RA packet. The Cisco NX-OS
Switch auto-generates address in EUI-64 format and performs DAD on the new auto-generated addresses.
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IPv6 addresses are assigned to an interface for a specific length of time. Each address has a lifetime that
indicates how long the address is attached to an interface. The TLV prefix in the RA packet sent from the
upstream router contain information about valid lifetime and preferred lifetime. The addresses that are assigned
to an interface goes through two distinct phases. Initially, an address goes to a preferred state which means
the address is not restricted for using in arbitrary communication. The address becomes deprecated state when
the current interface binding becomes invalid. In a deprecated state, the use of the address is discouraged, not
necessarily forbidden. Only applications that would have difficulty in switching to another address without
a service disruption must use a deprecated address.

IPv6 Router Advertisement Message

Router advertisement (RA) messages, which have a value of 134 in the Type field of the ICMP packet header,
are periodically sent out to each configured interface of an IPv6 router. For stateless autoconfiguration to
work properly, the advertised prefix length in RA messages must always be 64 bits.

The RA messages are sent to the all-nodes multicast address (see the following figure).

Figure 15: IPv6 Neighbor Discovery-RA Message
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The RA messages are sent to the all-nodes multicast address.
RA messages typically include the following information:

* One or more onlink IPv6 prefixes that nodes on the local link can use to automatically configure their
IPv6 addresses

* Life-time information for each prefix included in the advertisement
* Sets of flags that indicate the type of autoconfiguration (stateless or stateful) that can be completed

* Default router information (whether the router sending the advertisement should be used as a default
router and, if so, the amount of time in seconds that the router should be used as a default router)

* Additional information for hosts, such as the hop limit and MTU that a host should use in packets that
it originates

RAs are also sent in response to router solicitation messages. Router solicitation messages, which have a value
of 133 in the Type field of the ICMP packet header, are sent by hosts at system startup so that the host can
immediately autoconfigure without needing to wait for the next scheduled RA message. The source address
is usually the unspecified IPv6 address (0:0:0:0:0:0:0:0). If the host has a configured unicast address, the
unicast address of the interface that sends the router solicitation message is used as the source address in the
message. The destination address is the all-routers multicast address with a scope of the link. When an RA is
sent in response to a router solicitation, the destination address in the RA message is the unicast address of
the source of the router solicitation message.
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You can configure the following RA message parameters:
* The time interval between periodic RA messages

* The router life-time value, which indicates the usefulness of a router as the default router (for use by all
nodes on a given link)

* The network prefixes in use on a given link
* The time interval between neighbor solicitation message retransmissions (on a given link)

* The amount of time that a node considers a neighbor reachable (for use by all nodes on a given link)

The configured parameters are specific to an interface. The sending of RA messages (with default values) is
automatically enabled on Ethernet interfaces. For other interface types, you must enter the no ipvé nd
suppress-racommand to send RA messages. You can disable the RA message feature on individual interfaces

by entering the ipv6 nd suppress-ra command.

IPv6 Neighbor Redirect Message

Routers send neighbor redirect messages to inform hosts of better first-hop nodes on the path to a destination.
A value of 137 in the Type field of the ICMP packet header identifies an IPv6 neighbor redirect message.

Figure 16: IPv6 Neighbor Discovery-Neighbor Redirect Message
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Note

A router must be able to determine the link-local address for each of its neighboring routers in order to ensure
that the target address (the final destination) in a redirect message identifies the neighbor router by its link-local
address. For static routing, you should specify the address of the next-hop router using the link-local address
of the router. For dynamic routing, you must configure all IPv6 routing protocols to exchange the link-local

addresses of neighboring routers.

After forwarding a packet, a router sends a redirect message to the source of the packet under the following
circumstances:

* The destination address of the packet is not a multicast address.
* The packet was not addressed to the router.
* The packet is about to be sent out the interface on which it was received.

* The router determines that a better first-hop node for the packet resides on the same link as the source
of the packet.

* The source address of the packet is a global IPv6 address of a neighbor on the same link or a link-local
address.

Virtualization Support

IPv6 supports virtual routing and forwarding (VRF) instances.

IPv6 Routes with ECMP

If all next-hops for a route are glean, drop, or punt, all next-hops are programmed as-is in the Multipath
hardware table.

If some next-hops for a route are glean, drop, or punt, and the remaining next-hops are not, then only non
glean, drop, or punt next-hops are programmed in the Multipath hardware table.

When a specific next-hop for ECMP route is resolved (ARP/IPV6 ND resolved), then the Multipath hardware
table is updated accordingly.

Prerequisites for IPv6

IPv6 has the following prerequisites:

* You must be familiar with IPv6 basics such as IPv6 addressing, IPv6 header information, ICMPv6, and
the IPv6 Neighbor Discovery (ND) Protocol.

* Ensure that you follow the memory/processing guidelines when you make a device a dual-stack device
(IPv4/IPv6).
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Guidelines and Limitations for IPv6

IPv6 has the following configuration guidelines and limitations:

* [Pv6 packets are transparent to Layer 2 LAN switches because the switches do not examine Layer 3
packet information before forwarding IPv6 frames. IPv6 hosts can be directly attached to Layer 2 LAN
switches.

* You can configure multiple IPv6 global addresses within the same prefix on an interface. However,
multiple IPv6 link-local addresses on an interface are not supported.

* Because RFC 3879 deprecates the use of site-local addresses, you should configure private IPv6 addresses
according to the recommendations of unique local addressing (ULA) in RFC 4193.

* The Cisco Nexus 34180YC switch does not support IPvo6.

Default Settings

The following table lists the default settings for [Pv6 parameters.

Table 9: Default IPv6 Parameters

Parameters Default

ND reachable time 0 milliseconds

neighbor solicitation retransmit interval | 1000
milliseconds

Configuring IPv6
A\

Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS commands for this feature might
differ from the Cisco IOS commands that you would use.

Configuring IPv6 Addressing

You must configure an IPv6 address on an interface so that the interface can forward IPv6 traffic. When you
configure a global IPv6 address on an interface, it automatically configures a link-local address and activates
IPv6 for that interface.

SUMMARY STEPS

1. configureterminal
2. interface ethernet number
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3. ipv6 address {address [eui64] [route-preference preference] [secondary] [tag tag-id] or ipv6 address

ipv6-address use-link-local-only
4. (Optional) show ipv6 interface

5. (Optional) copy running-config startup-config

DETAILED STEPS

Command or Action

Purpose

Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (confiqg) #
Step 2 interface ethernet number Enters interface configuration mode.
Example:
switch(config)# interface ethernet 2/3
switch (config-if) #
Step 3 ipv6 address {address [eui64] [route-preference Specifies an [Pv6 address assigned to the interface and
preference] [secondary] [tag tag-id] or ipv6 address enables IPv6 processing on the interface.
Ipv-address use-link-local-only Entering the ipv6 addr esscommand configures global IPv6
Example: addresses with an interface identifier (ID) in the low-order
switch (config-if)# ipvé address 64 bits of the [Pv6 address. Only the 64-bit network prefix
2001:0DB8::1/10 for the address needs to be specified; the last 64 bits are
or automatically computed from the interface ID.
switch(config-if)# ipvé address Entering the ipv6 address use-link-local-only command
use-link-local-only configures a link-local address on the interface that is used
instead of the link-local address that is automatically
configured when IPv6 is enabled on the interface.
This comm