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     [bookmark: pgfId-1031194]New and Changed Information 
      
      
 
     
 
 
    [bookmark: pgfId-1038791]This chapter provides release-specific information for each new and changed feature in the Cisco Nexus 7000 Series NX-OS Multicast Routing Configuration Guide. The latest version of this document is available at the following Cisco website:
http://www.cisco.com/en/US/docs/switches/datacenter/sw/5_x/nx-os/multicast/command/reference/n7k_mcr_cmd_5x.html
 
    [bookmark: pgfId-1040431]To check for additional information about this Cisco NX-OS Release, see the Cisco NX-OS Release Notes available at the following Cisco website:
http://www.cisco.com/en/US/products/ps9402/prod_release_notes_list.htmll
 
    [bookmark: pgfId-1040444]Table 1 summarizes the new and changed features for the Cisco Nexus 7000 Series NX-OS Multicast Routing Configuration Guide, and tells you where they are documented.
 
    [bookmark: pgfId-1040362]
 
     
      
       
       [bookmark: pgfId-1042398]Table 1 [bookmark: 65774]New and Changed Features for Release 5.x 
 
       
       
        
        	 
          
          [bookmark: pgfId-1042406]Feature 
         
  
        	 
          
          [bookmark: pgfId-1042408]Description 
         
  
        	 
          
          [bookmark: pgfId-1042410]Changed in Release 
         
  
        	 
          
          [bookmark: pgfId-1042412]Where Documented 
         
  
       
 
        
        	[bookmark: pgfId-1042632]Configuring lookup mode to MAC and assigning a static MAC address
  
        	[bookmark: pgfId-1042634]You can configure IGMP snooping to use the forwarding lookup mode as MAC-based, as well as assign a static MAC address.
  
        	[bookmark: pgfId-1042636]5.2(1)
  
        	[bookmark: pgfId-1042640]Chapter 1, “Configuring IGMP Snooping”
  
       
 
        
        	[bookmark: pgfId-1042603]Configuring PIMv4 on GRE tunnel interfaces
  
        	[bookmark: pgfId-1042605]You can configure multicast on GRE tunnel interfaces including outgoing interfaces (OIFs).
  
        	[bookmark: pgfId-1042607]5.2(1)
  
        	[bookmark: pgfId-1042611]Chapter 1, “Configuring PIM and PIM6”
  
       
 
        
        	[bookmark: pgfId-1042473]Configuring multicast interoperation with F Series modules
  
        	[bookmark: pgfId-1042475]You can configure multicast interoperation with F series and M series modules.
  
        	[bookmark: pgfId-1042477]5.1(1)
  
        	[bookmark: pgfId-1042509]Chapter 1, “Configuring Multicast Interoperation with N7K-F132-15 Modules”
  
       
 
        
        	[bookmark: pgfId-1042414]Multicast routing initial holddown period
  
        	[bookmark: pgfId-1042416]You can specify the initial holddown period for both IPv4 and IPv6 networks.
  
        	[bookmark: pgfId-1042418]4.2(1)
  
        	[bookmark: pgfId-1042427]Chapter 1, “Configuring PIM or PIM6 Sparse Mode”
  
       
 
        
        	[bookmark: pgfId-1042429]Use a route-map policy for commands
  
        	[bookmark: pgfId-1042431]You can specify group prefixes in a route-map policy rather than specifying them on the command line for these commands: 
 
          
          	 [bookmark: pgfId-1042432] ip igmp join-group 
 
          	 [bookmark: pgfId-1042433] ip igmp static-oif 
 
          	 [bookmark: pgfId-1042434] ip pim rp-address 
 
          	 [bookmark: pgfId-1042435] ip pim ssm range 
 
          	 [bookmark: pgfId-1042436] ipv6 [icmp] mld join-group 
 
          	 [bookmark: pgfId-1042437] ipv6 [icmp] mld static-oif 
 
          	 [bookmark: pgfId-1042438] ipv6 pim rp-address 
 
          	 [bookmark: pgfId-1042439] ipv6 pim ssm range 
 
         
  
        	[bookmark: pgfId-1042441]4.2(1)
  
        	[bookmark: pgfId-1042445]Chapter 1, “Configuring IGMP”
 [bookmark: pgfId-1042449]Chapter 1, “Configuring MLD”
 [bookmark: pgfId-1042453]Chapter 1, “Configuring Static RPs”
 [bookmark: pgfId-1042458]Chapter 1, “Configuring SSM”
  
       
 
        
        	[bookmark: pgfId-1042686]Virtual Port Channel (vPC)
  
        	[bookmark: pgfId-1042688]Cisco NX-OS software for the Nexus 7000 Series devices does not support PIM SSM or BIDR on vPC. Cisco NX-OS software fully supports PIM ASM on vPC.
  
        	[bookmark: pgfId-1042690]4.1(4)
  
        	[bookmark: pgfId-1042692]Chapter 1, “Virtual Port Channels and Multicast”
  
       
 
        
        	[bookmark: pgfId-1042721]Virtual Port Channel (vPC)
  
        	[bookmark: pgfId-1042715]A virtual port channel (vPC) allows a single device to use a port channel across two upstream switches.
  
        	[bookmark: pgfId-1042717]4.1(3)
  
        	[bookmark: pgfId-1042741]Chapter 1, “Virtual Port Channels and Multicast”
 [bookmark: pgfId-1042719]Chapter 1, “Verifying the IGMP Configuration”
 [bookmark: pgfId-1042748]Chapter 1, “Configuring ASM and Bidir”
 [bookmark: pgfId-1042752]Chapter 1, “Guidelines and Limitations for IGMP Snooping”
 [bookmark: pgfId-1042756]Chapter 1, “Displaying IGMP Snooping Statistics”
  
       
 
        
        	[bookmark: pgfId-1042761]Immediate leave
  
        	[bookmark: pgfId-1042763]Option that minimizes the leave latency of IGMPv2 or MLDv1 group memberships on a given IGMP or MLD interface because the device does not send group-specific queries.
  
        	[bookmark: pgfId-1042777]4.1(3)
  
        	[bookmark: pgfId-1042767]Chapter 1, “Configuring IGMP Interface Parameters”
 [bookmark: pgfId-1042785]Chapter 1, “Configuring MLD Interface Parameters”
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1011823]
 
   
 
  
 
  
  
   
   
    
     [bookmark: pgfId-998217]Preface 
      
      
 
     
 
 
    [bookmark: pgfId-1010302]This preface describes the audience, organization, and conventions of the Cisco Nexus 7000 Series NX-OS Multicast Routing Configuration Guide. It also provides information on how to obtain related documentation.
 
    [bookmark: pgfId-1010707]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1010708]Audience
 
     	 [bookmark: pgfId-1010736]Organization
 
     	 [bookmark: pgfId-1010716]Document Conventions
 
     	 [bookmark: pgfId-1010721]Related Documentation
 
     	 [bookmark: pgfId-1010726]Obtaining Documentation and Submitting a Service Request
 
    
 
     
      [bookmark: pgfId-1010304][bookmark: 70085]Audience
 
     [bookmark: pgfId-1010483]This publication is for experienced users who configure and maintain Cisco NX-OS devices.
 
    
 
     
      [bookmark: pgfId-1010306][bookmark: 73682]Organization
 
     [bookmark: pgfId-1010307]This reference is organized as follows:
 
     [bookmark: pgfId-1011547]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1011744]Chapter and Title 
          
  
         	 
           
           [bookmark: pgfId-1011746]Description 
          
  
        
 
         
         	[bookmark: pgfId-1012265]Chapter 1, “Overview”
  
         	[bookmark: pgfId-1012267]Describes the Cisco NX-OS multicast features.
  
        
 
         
         	[bookmark: pgfId-1015621]Chapter 1, “Configuring IGMP”
  
         	[bookmark: pgfId-1015623]Describes how to configure the Cisco NX-OS IGMP features.
  
        
 
         
         	[bookmark: pgfId-1012276]Chapter 1, “Configuring MLD”
  
         	[bookmark: pgfId-1012278]Describes how to configure the Cisco NX-OS MLD features.
  
        
 
         
         	[bookmark: pgfId-1012287]Chapter 1, “Configuring PIM and PIM6”
  
         	[bookmark: pgfId-1012373]Describes how to configure the Cisco NX-OS PIM and PIM6 features.
  
        
 
         
         	[bookmark: pgfId-1012304]Chapter 1, “Configuring IGMP Snooping”
  
         	[bookmark: pgfId-1012375]Describes how to configure the Cisco NX-OS IGMP snooping feature.
  
        
 
         
         	[bookmark: pgfId-1012323]Chapter 1, “Configuring MSDP”
  
         	[bookmark: pgfId-1012377]Describes how to configure the Cisco NX-OS MSDP feature.
  
        
 
         
         	[bookmark: pgfId-1015802]Chapter1, “Configuring Multicast Interoperation with N7K-F132-15 Modules”
  
         	[bookmark: pgfId-1015804]Describes how to configure multicast interoperation with F series and M series modules.
  
        
 
         
         	[bookmark: pgfId-1012342]Appendix 1, “IETF RFCs for IP Multicast”
  
         	[bookmark: pgfId-1012379]Contains the RFCs related to the Cisco NX-OS multicast features.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1010352][bookmark: 51512]Document Conventions
 
     [bookmark: pgfId-1010522]Command descriptions use these conventions: 
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1010499]Convention 
          
  
         	 
           
           [bookmark: pgfId-1010501]Description 
          
  
        
 
         
         	[bookmark: pgfId-1010503]boldface font
  
         	[bookmark: pgfId-1010505]Commands and keywords are in boldface.
  
        
 
         
         	[bookmark: pgfId-1010507]italic font
  
         	[bookmark: pgfId-1010509]Arguments for which you supply values are in italics.
  
        
 
         
         	[bookmark: pgfId-1010511][ ]
  
         	[bookmark: pgfId-1010513]Elements in square brackets are optional.
  
        
 
         
         	[bookmark: pgfId-1010515][ x | y | z ]
  
         	[bookmark: pgfId-1010517]Optional alternative keywords are grouped in brackets and separated by vertical bars.
  
        
 
         
         	[bookmark: pgfId-1010519]string
  
         	[bookmark: pgfId-1010521]A nonquoted set of characters. Do not use quotation marks around the string or the string will include the quotation marks.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1010548]Screen examples use these conventions: 
 
      
       
        
         
         	[bookmark: pgfId-1010525]screen font
  
         	[bookmark: pgfId-1010527]Terminal sessions and information that the switch displays are in screen font.
  
        
 
         
         	[bookmark: pgfId-1010529]boldface screen font
  
         	[bookmark: pgfId-1010531]Information you must enter is in boldface screen font.
  
        
 
         
         	[bookmark: pgfId-1010533]italic screen font
  
         	[bookmark: pgfId-1010535]Arguments for which you supply values are in italic screen font.
  
        
 
         
         	[bookmark: pgfId-1010537]< >
  
         	[bookmark: pgfId-1010539]Nonprinting characters, such as passwords, are in angle brackets.
  
        
 
         
         	[bookmark: pgfId-1010541][ ]
  
         	[bookmark: pgfId-1010543]Default responses to system prompts are in square brackets.
  
        
 
         
         	[bookmark: pgfId-1010545]!, #
  
         	[bookmark: pgfId-1010547]An exclamation point (!) or a pound sign (#) at the beginning of a line of code indicates a comment line.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1010353]This document uses the following conventions:
 
      
       
     
 
     
 
     [bookmark: pgfId-1010354]Note Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.
 
      
      
 
     
 
     
 
      
       
     
 
     
 
      
      [bookmark: pgfId-1010355] 
      Caution Means 
      reader be careful. In this situation, you might do something that could result in equipment damage or loss of data. 
       
       
 
      
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1016304]Tip Means the following information will help you solve a problem.[bookmark: marker-1016303]
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1018108][bookmark: 37310][bookmark: marker-1018106]Related Documentation[bookmark: marker-1018107]
 
     [bookmark: pgfId-1018110]Cisco NX-OS includes the following documents:
 
      
       [bookmark: pgfId-1018111]Release Notes
 
      [bookmark: pgfId-1018114]Cisco Nexus 7000 Series NX-OS Release Notes, Release 5.x
 
     
 
      
       [bookmark: pgfId-1018116]NX-OS Configuration Guides
 
      [bookmark: pgfId-1018119]Cisco Nexus 7000 Series NX-OS Configuration Examples, Release 5.x
 
      [bookmark: pgfId-1018123]Configuring the Cisco Nexus 2000 Series Fabric Extender
 
      [bookmark: pgfId-1018127]Cisco Nexus 7000 Series NX-OS FabricPath Configuration Guide
 
      [bookmark: pgfId-1018131]Configuring Feature Set for FabricPath
 
      [bookmark: pgfId-1018135]Cisco NX-OS FCoE Configuration Guide for Cisco Nexus 7000 and Cisco MDS 9500
 
      [bookmark: pgfId-1018139]Cisco Nexus 7000 Series NX-OS Fundamentals Configuration Guide, Release 5.x 
 
      [bookmark: pgfId-1018143]Cisco Nexus 7000 Series NX-OS High Availability and Redundancy Guide, Release 5.x
 
      [bookmark: pgfId-1018147]Cisco Nexus 7000 Series NX-OS Interfaces Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018151]Cisco Nexus 7000 Series NX-OS Layer 2 Switching Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018155]Cisco Nexus 7000 Series NX-OS LISP Configuration Guide
 
      [bookmark: pgfId-1018159]Cisco Nexus 7000 Series NX-OS MPLS Configuration Guide
 
      [bookmark: pgfId-1018163]Cisco Nexus 7000 Series NX-OS Multicast Routing Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018167]Cisco Nexus 7000 Series NX-OS OTV Configuration Guide
 
      [bookmark: pgfId-1018171]Cisco Nexus 7000 Series OTV Quick Start Guide
 
      [bookmark: pgfId-1018175]Cisco Nexus 7000 Series NX-OS Quality of Service Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018179]Cisco Nexus 7000 Series NX-OS SAN Switching Configuration Guide
 
      [bookmark: pgfId-1018183]Cisco Nexus 7000 Series NX-OS Security Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018187]Cisco Nexus 7000 Series NX-OS System Management Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018191]Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018195]Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 5.x
 
      [bookmark: pgfId-1018199]Cisco Nexus 7000 Series NX-OS Virtual Device Context Quick Start, Release 5.x
 
     
 
      
       [bookmark: pgfId-1018201]NX-OS Command References
 
      [bookmark: pgfId-1018204]Cisco Nexus 7000 Series NX-OS Command Reference Master Index
 
      [bookmark: pgfId-1018208]Cisco Nexus 7000 Series NX-OS FabricPath Command Reference
 
      [bookmark: pgfId-1018212]Cisco NX-OS FCoE Command Reference for Cisco Nexus 7000 and Cisco MDS 9500
 
      [bookmark: pgfId-1018216]Cisco Nexus 7000 Series NX-OS Fundamentals Command Reference
 
      [bookmark: pgfId-1018220]Cisco Nexus 7000 Series NX-OS High Availability Command Reference
 
      [bookmark: pgfId-1018224]Cisco Nexus 7000 Series NX-OS Interfaces Command Reference
 
      [bookmark: pgfId-1018228]Cisco Nexus 7000 Series NX-OS Layer 2 Switching Command Reference
 
      [bookmark: pgfId-1018232]Cisco Nexus 7000 Series NX-OS LISP Command Reference
 
      [bookmark: pgfId-1018236]Cisco Nexus 7000 Series NX-OS MPLS Command Reference
 
      [bookmark: pgfId-1018240]Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference
 
      [bookmark: pgfId-1018244]Cisco Nexus 7000 Series NX-OS OTV Command Reference
 
      [bookmark: pgfId-1018248]Cisco Nexus 7000 Series NX-OS Quality of Service Command Reference
 
      [bookmark: pgfId-1018252]Cisco Nexus 7000 Series NX-OS SAN Switching Command Reference
 
      [bookmark: pgfId-1018256]Cisco Nexus 7000 Series NX-OS Security Command Reference
 
      [bookmark: pgfId-1018260]Cisco Nexus 7000 Series NX-OS System Management Command Reference
 
      [bookmark: pgfId-1018264]Cisco Nexus 7000 Series NX-OS Unicast Routing Command Reference
 
      [bookmark: pgfId-1018268]Cisco Nexus 7000 Series NX-OS Virtual Device Context Command Reference
 
     
 
      
       [bookmark: pgfId-1018270]Other Software Documents
 
      [bookmark: pgfId-1018273]Cisco NX-OS Licensing Guide
 
      [bookmark: pgfId-1018277]Cisco Nexus 7000 Series NX-OS MIB Quick Reference
 
      [bookmark: pgfId-1018281]Cisco Nexus 7000 Series NX-OS Software Upgrade and Downgrade Guide, Release 5.x
 
      [bookmark: pgfId-1018285]Cisco NX-OS System Messages Reference
 
      [bookmark: pgfId-1018289]Cisco Nexus 7000 Series NX-OS Troubleshooting Guide
 
      [bookmark: pgfId-1018293]Cisco NX-OS XML Interface User Guide
 
     
 
    
 
     
      [bookmark: pgfId-1016308][bookmark: 59921][bookmark: 77613]Obtaining Documentation and Submitting a Service Request
 
     [bookmark: pgfId-1015419]For information on obtaining documentation, submitting a service request, and gathering additional information, see the monthly What’s New in Cisco Product Documentation, which also lists all new and revised Cisco technical documentation, at:
 
     [bookmark: pgfId-1015421]http://www.cisco.com/en/US/docs/general/whatsnew/whatsnew.html
 
     [bookmark: pgfId-1015422]Subscribe to the What’s New in Cisco Product Documentation as a Really Simple Syndication (RSS) feed and set content to be delivered directly to your desktop using a reader application. The RSS feeds are a free service and Cisco currently supports RSS version 2.0. 
 
    
 
   
 
  
 
  
  
   
   
    
     [bookmark: pgfId-1112747][bookmark: 95776]Overview 
      
      
 
     
 
 
    [bookmark: pgfId-1077272]This chapter describes the multicast features of Cisco NX-OS.
 
    [bookmark: pgfId-1043212]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1055674]Information About Multicast
 
     	 [bookmark: pgfId-1063210]Licensing Requirements for Multicast
 
     	 [bookmark: pgfId-1063296]High-Availability Requirements for Multicast
 
     	 [bookmark: pgfId-1055434]Additional References
 
    
 
   
 
    
     [bookmark: pgfId-1055561][bookmark: 52602][bookmark: 50266]Information About Multicast
 
    [bookmark: pgfId-1055437]IP multicast[bookmark: marker-1115988] is a method of forwarding the same set of IP packets to a number of hosts within a network. You can use multicast in both IPv4 and IPv6 networks to provide efficient delivery of data to multiple destinations.
 
     
      
    
 
    
 
    [bookmark: pgfId-1127123]Note Beginning with Cisco NX-OS Release 5.2(1) for the Nexus 7000 Series devices, you can configure Protocol-Independent Multicast v4 (PIMv4) to run over generic routing encapsulation (GRE) tunnels including outgoing interfaces (OIF). 
In prior Cisco NX-OS releases, tunnel interfaces do not [bookmark: marker-1133451]support PIM.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1095017]Multicast involves both a method of delivery and discovery of senders and receivers of multicast data, which is transmitted on IP multicast addresses called [bookmark: marker-1115997]groups. A multicast address that includes a group and source IP address is often referred to as a [bookmark: marker-1115989]channel. The Internet Assigned Number Authority (IANA) has assigned 224.0.0.0 through 239.255.255.255 as [bookmark: marker-1115990]IPv4 multicast addresses. For more information, see http://www.iana.org/assignments/multicast-addresses.
 
    [bookmark: pgfId-1095023]IPv6[bookmark: marker-1115991] multicast addresses begin with 0xFF. The IPv6 addressing architecture is defined by RFC 4291. For more information about the IANA reserved addresses, see http://www.iana.org/assignments/ipv6-multicast-addresses.
 
     
      
    
 
    
 
    [bookmark: pgfId-1112096]Note For a complete list of RFCs related to multicast, see Appendix 1, “IETF RFCs for IP Multicast.”
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1069090]The routers in the network listen for receivers to advertise their interest in receiving multicast data from selected groups. The routers then replicate and forward the data from sources to the interested receivers. Multicast data for a group is transmitted only to those LAN segments with receivers that requested it.
 
    [bookmark: pgfId-1095708]Figure 1-1 shows one source transmitting multicast data that is delivered to two receivers. In the figure, because the center host is on a LAN segment where no receiver requested multicast data, no data is delivered to that receiver.
 
    [bookmark: pgfId-1089139]Figure 1-1 [bookmark: 88604]Multicast Traffic from One Source to Two Receivers
 
    [bookmark: pgfId-1090700]
 
     
     [image: ] 
    
 
    [bookmark: pgfId-1089252]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1043237]Multicast Distribution Trees
 
     	 [bookmark: pgfId-1061334]Multicast Forwarding
 
     	 [bookmark: pgfId-1061285]Cisco NX-OS PIM and PIM6
 
     	 [bookmark: pgfId-1061631]IGMP and MLD
 
     	 [bookmark: pgfId-1061660]IGMP Snooping
 
     	 [bookmark: pgfId-1077046]Interdomain Multicast
 
     	 [bookmark: pgfId-1088426]MRIB and M6RIB
 
     	 [bookmark: pgfId-1123888]Virtual Port Channels and Multicast
 
     	 [bookmark: pgfId-1139528]Maximum Transmission Unit Limitation
 
     	 [bookmark: pgfId-1130866]Multicasting with both F Series and M Series Modules in a Chassis
 
    
 
     
      [bookmark: pgfId-1057521][bookmark: 76904]Multicast Distribution Trees
 
     [bookmark: pgfId-1061769]A multicast distribution tree [bookmark: marker-1115992]represents the path that multicast data takes between the routers that connect sources and receivers. The multicast software builds different types of trees to support different multicast methods.
 
     [bookmark: pgfId-1067388]This section includes the following topics:
 
      
      	 [bookmark: pgfId-1061780]Source Trees
 
      	 [bookmark: pgfId-1061804]Shared Trees
 
      	 [bookmark: pgfId-1074143]Bidirectional Shared Trees
 
     
 
    
 
     
      [bookmark: pgfId-1060568][bookmark: 30714]Source Trees
 
     [bookmark: pgfId-1068280]A source tree [bookmark: marker-1115993]represents the shortest path that the multicast traffic takes through the network from the sources that transmit to a particular multicast group to receivers that requested traffic from that same group. Because of the shortest path characteristic of a source tree, this tree is often referred to as a shortest path tree [bookmark: marker-1115994](SPT[bookmark: marker-1115995]). Figure 1-2 shows a source tree for group 224.1.1.1 that begins at host A and connects to hosts B and C.
 
     [bookmark: pgfId-1068285]Figure 1-2 [bookmark: 42296]Source Tree
 
     [bookmark: pgfId-1068289]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1091576]The notation [bookmark: marker-1115996](S, G) represents the multicast traffic from source S on group G. The SPT in Figure 1-2 is written (192.0.2.1, 224.1.1.1). Multiple sources can be transmitting on the same group.
 
    
 
     
      [bookmark: pgfId-1062471][bookmark: 85808]Shared Trees
 
     [bookmark: pgfId-1063110]A shared tree [bookmark: marker-1115998]represents the shared distribution path that the multicast traffic takes through the network from a shared root or rendezvous point[bookmark: marker-1115999] (RP) to each receiver. (The RP creates an SPT to each source.) A shared tree is also called an RP [bookmark: marker-1116000]tree (RPT[bookmark: marker-1116001]). Figure 1-3 shows a shared tree for group 224.1.1.1 with the RP at router D. Source hosts A and D send their data to router D, the RP, which then forwards the traffic to receiver hosts B and C.
 
     [bookmark: pgfId-1068341]Figure 1-3 [bookmark: 42810]Shared Tree
 
     [bookmark: pgfId-1068383]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1081645]The notation [bookmark: marker-1116002](*, G) represents the multicast traffic from any source on group G. The shared tree in Figure 1-3 is written (*, 224.2.2.2).
 
    
 
     
      [bookmark: pgfId-1074112][bookmark: 22140]Bidirectional Shared Trees
 
     [bookmark: pgfId-1074468]A bidirectional shared tree [bookmark: marker-1116003]represents the shared distribution path that the multicast traffic takes through the network from a shared root, or rendezvous point (RP), to each receiver. Multicast data is forwarded to receivers encountered on the way to the RP. The advantage of the bidirectional shared tree is shown in Figure 1-4. Multicast traffic flows directly from host A to host B through routers B and C. In a shared tree, the data from source host A is first sent to the RP (router D) and then forwarded to router B for delivery to host B.
 
     [bookmark: pgfId-1074501]Figure 1-4 [bookmark: 48541]Bidirectional Shared Tree
 
     [bookmark: pgfId-1074472]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1082650]The notation (*, G) represents the multicast traffic from any source on group G. The bidirectional tree in Figure 1-4 is written (*, 224.2.2.2).
 
    
 
     
      [bookmark: pgfId-1060638][bookmark: 45293]Multicast [bookmark: marker-1116005]Forwarding
 
     [bookmark: pgfId-1063505]Because multicast traffic is destined for an arbitrary group of hosts, the router uses [bookmark: marker-1116004]reverse path forwarding (RPF) to route data to active receivers for the group. When receivers join a group, a path is formed either toward the source (SSM mode) or the RP (ASM or Bidir mode). The path from a source to a receiver flows in the reverse direction from the path that was created when the receiver joined the group.
 
     [bookmark: pgfId-1104848]For each incoming multicast packet, the router performs an [bookmark: marker-1116006]RPF check. If the packet arrives on the interface leading to the source, the packet is forwarded out each interface in the [bookmark: marker-1116007]outgoing interface[bookmark: marker-1116012] (OIF) list for the group. Otherwise, the router drops the packet.
 
      
       
     
 
     
 
     [bookmark: pgfId-1104849]Note In [bookmark: marker-1116028]Bidir mode, if a packet arrives on a non-RPF interface, and the interface was elected as the designated forwarder ([bookmark: marker-1118671]DF), then the packet is also forwarded in the upstream direction toward the RP. For more information about DFs, see the “Designated Forwarders” section.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1071141]Figure 1-5 shows an example of RPF checks on packets coming in from different interfaces. The packet that arrives on E0 fails the RPF check because the unicast route table lists the source of the network on interface E1. The packet that arrives on E1 passes the RPF check because the unicast route table lists the source of that network on interface E1.
 
     [bookmark: pgfId-1071025]Figure 1-5 [bookmark: 60911]RPF Check Example
 
     [bookmark: pgfId-1070487]
 
      
      [image: ] 
     
 
    
 
     
      [bookmark: pgfId-1116201][bookmark: 29596][bookmark: 27460]Cisco NX-OS PIM and PIM6
 
     [bookmark: pgfId-1116205]Cisco NX-OS supports multicasting with [bookmark: marker-1116228]Protocol Independent Multicast (PIM) sparse mode. [bookmark: marker-1116204]PIM is IP routing protocol independent and can leverage whichever unicast routing protocols are used to populate the unicast routing table. In PIM sparse mode, [bookmark: marker-1116206]multicast traffic is sent only to locations of the network that specifically request it. PIM [bookmark: marker-1116207]dense mode is not supported by Cisco NX-OS.
 
      
       
     
 
     
 
     [bookmark: pgfId-1112219]Note In this publication, the term “PIM” is used for PIM sparse mode version 2.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1107191]To access multicast commands, you must enable the PIM or PIM6 feature. Multicast is enabled only after you enable PIM or PIM6 on an interface of each router in a domain. You configure PIM for an IPv4 network and PIM6 for an IPv6 network. By default, IGMP and MLD are running on the system.
 
     [bookmark: pgfId-1095299]PIM, which is used between multicast-capable routers, advertises group membership across a routing domain by constructing [bookmark: marker-1116034]multicast distribution trees. PIM builds shared distribution trees on which packets from multiple sources are forwarded, as well as source distribution trees, on which packets from a single source are forwarded.
 
     [bookmark: pgfId-1078506]The distribution trees change automatically to reflect the topology changes due to link or router failures. PIM dynamically tracks both multicast-capable sources and receivers, although the source state is not created in Bidir mode.
 
     [bookmark: pgfId-1078421]The router uses the unicast routing table and [bookmark: marker-1116035]RPF routes for multicast to create multicast routing information. In Bidir mode, additional routing information is created.
 
      
       
     
 
     
 
     [bookmark: pgfId-1116097]Note In this publication, “PIM for IPv4” and “PIM6 for IPv6” refer to the Cisco NX-OS implementation of PIM sparse mode. A PIM domain can include both an IPv4 and an IPv6 network.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1116101]Figure 1-6 shows two PIM [bookmark: marker-1116110]domains in an IPv4 network.
 
     [bookmark: pgfId-1078436]Figure 1-6 [bookmark: 10070]PIM Domains in an IPv4 Network
 
     [bookmark: pgfId-1078440]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1093127]Figure 1-6 shows the following elements of PIM:
 
      
      	 [bookmark: pgfId-1112276]The lines with arrows show the path of the multicast data through the network. The multicast data originates from the sources at hosts A and D.
 
      	 [bookmark: pgfId-1112277]The dashed line connects routers B and F, which are [bookmark: marker-1116112]Multicast Source Discovery Protocol (MSDP) peers. [bookmark: marker-1116111]MSDP supports the discovery of multicast sources in other PIM domains.
 
      	 [bookmark: pgfId-1093130]Hosts B and C receive multicast data by using [bookmark: marker-1116113]Internet Group Management Protocol [bookmark: marker-1116119](IGMP) to advertise requests to join a multicast group.
 
      	 [bookmark: pgfId-1107227]Routers A, C, and D are [bookmark: marker-1116120]designated routers [bookmark: marker-1116121](DRs). When more than one router is connected to a LAN segment, such as C and E, the PIM software chooses one router to be the DR so that only one router is responsible for putting multicast data on the segment.
 
     
 
     [bookmark: pgfId-1107228]Router B is the rendezvous point [bookmark: marker-1116122](RP) for one PIM domain and router F is the RP for the other PIM domain. The RP provides a common point for connecting sources and receivers within a PIM domain.
 
     [bookmark: pgfId-1093158]Figure 1-7 shows two PIM6 domains [bookmark: marker-1116129]in an IPv6 network. In an IPv6 network, receivers that want to receive multicast data use the [bookmark: marker-1116123]Multicast Listener Discovery [bookmark: marker-1116124](MLD) protocol to advertise requests to join a multicast group. MSDP, which allows for discovery of multicast sources in other PIM domains, is not supported for IPv6. You can configure IPv6 peers and use [bookmark: marker-1116125]Source-Specific Multicast [bookmark: marker-1116126](SSM) and [bookmark: marker-1116127]Multiprotocol BGP [bookmark: marker-1116128](MBGP) to forward multicast data between PIM6 domains. For more information, see the “Interdomain Multicast” section.
 
     [bookmark: pgfId-1105054]Figure 1-7 [bookmark: 28952]PIM6 Domains in an IPv6 Network
 
     [bookmark: pgfId-1105085]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1105034]PIM supports three multicast modes for connecting sources and receivers:
 
      
      	 [bookmark: pgfId-1072995]Any source multicast (ASM)
 
      	 [bookmark: pgfId-1072999]Source-specific multicast (SSM)
 
      	 [bookmark: pgfId-1073000]Bidirectional shared trees (Bidir)
 
     
 
     [bookmark: pgfId-1073001]Cisco NX-OS supports a combination of these modes for different ranges of multicast groups. You can also define RPF routes for multicast.
 
     [bookmark: pgfId-1093240]This section includes the following topics:
 
      
      	 [bookmark: pgfId-1066206]ASM
 
      	 [bookmark: pgfId-1066210]SSM
 
      	 [bookmark: pgfId-1066214]Bidir
 
      	 [bookmark: pgfId-1079019]RPF Routes for Multicast
 
     
 
    
 
     
      [bookmark: pgfId-1075363][bookmark: 24358]ASM
 
     [bookmark: pgfId-1099756]Any Source Multicast (ASM) is a PIM tree building mode that uses shared trees to discover new sources and receivers as well as source trees to form shortest paths from receivers to sources. The shared tree uses a network node as the root, called the rendezvous point (RP). The source tree is rooted at first-hop routers, directly attached to each source that is an active sender. The ASM mode requires an RP for a group range. An RP can be configured statically or learned dynamically by the Auto-RP or BSR group-to-RP discovery protocols. If an RP is learned and is not known to be a Bidir-RP, the group operates in ASM mode.
 
     [bookmark: pgfId-1099757]The ASM mode is the [bookmark: marker-1116131]default mode when you configure RPs.
 
     [bookmark: pgfId-1087046]For information about configuring ASM, see the “Configuring ASM and Bidir” section.
 
    
 
     
      [bookmark: pgfId-1079882][bookmark: 29604]Bidir
 
     [bookmark: pgfId-1062553][bookmark: marker-1116193]Bidirectional shared trees [bookmark: marker-1116132](Bidir) is a PIM mode that, like the ASM mode, builds a shared tree between receivers and the RP, but does not support switching over to a source tree when a new receiver is added to a group. In the Bidir mode, the router that is connected to a receiver is called the designated forwarder because multicast data can be forwarded directly from the designated router (DR) to the receiver without first going to the RP. The Bidir mode requires that you configure an RP.
 
     [bookmark: pgfId-1075641]The Bidir mode can reduce the amount of resources required on a router when there are many multicast sources and can continue to operate whether or not the RP is operational or connected.
 
     [bookmark: pgfId-1080006]For information about configuring Bidir, see the “Configuring ASM and Bidir” section.
 
    
 
     
      [bookmark: pgfId-1064097][bookmark: 22389]SSM
 
     [bookmark: pgfId-1101109]Source-Specific Multicast (SSM) is a [bookmark: marker-1116133]PIM mode that builds a source tree that originates at the designated router on the LAN segment that receives a request to join a multicast source. Source trees are built by sending PIM join messages in the direction of the source. The SSM mode does not require you to configure RPs.
 
     [bookmark: pgfId-1075736]The SSM mode allows receivers to connect to sources outside the PIM domain.
 
     [bookmark: pgfId-1080052]For information about configuring SSM, see the “Configuring SSM” section.
 
    
 
     
      [bookmark: pgfId-1079000][bookmark: 50272]RPF Routes for Multicast
 
     [bookmark: pgfId-1079005]You can configure static multicast [bookmark: marker-1116134]RPF routes to override what the unicast routing table uses. This feature is used when the multicast topology is different than the unicast topology.
 
     [bookmark: pgfId-1080110]For information about configuring RPF routes for multicast, see the “Configuring RPF Routes for Multicast” section.
 
    
 
     
      [bookmark: pgfId-1087222][bookmark: 56597]IGMP and MLD
 
     [bookmark: pgfId-1087223]By default, the Internet Group Management Protocol (IGMP) for PIM and Multicast Listener Discovery (MLD) for PIM6 are running on the system.
 
     [bookmark: pgfId-1087318]IGMP and MLD protocols are used by hosts that want to receive multicast data to request membership in multicast groups. Once the group membership is established, multicast data for the group is directed to the LAN segment of the requesting host.
 
     [bookmark: pgfId-1099782]You can configure IGMPv2 or IGMPv3 on an interface. You will usually configure IGMPv3 to support SSM mode. By default, the software enables IGMPv2.
 
     [bookmark: pgfId-1107440]You can configure MLDv1 or MLDv2 on an interface. You will usually configure MLDv2 to support SSM mode. By default, the software enables MLDv2.
 
     [bookmark: pgfId-1087397]For information about configuring IGMP and MLD, see Chapter 1, “Configuring IGMP” and Chapter1, “Configuring MLD”
 
    
 
     
      [bookmark: pgfId-1087152][bookmark: 34741]IGMP Snooping
 
     [bookmark: pgfId-1087153]IGMP snooping is a feature that limits multicast traffic on VLANs to the subset of ports that have known receivers. By examining (snooping) IGMP membership report messages from interested hosts, multicast traffic is sent only to VLAN ports that interested hosts reside on. By default, IGMP snooping is running on the system.
 
     [bookmark: pgfId-1087158]For information about configuring IGMP snooping, see Chapter1, “Configuring IGMP Snooping”
 
    
 
     
      [bookmark: pgfId-1057559][bookmark: 42131]Interdomain Multicast
 
     [bookmark: pgfId-1061057]Cisco NX-OS provides several methods that allow multicast traffic to flow between PIM domains.
 
     [bookmark: pgfId-1080758]This section includes the following topics:
 
      
      	 [bookmark: pgfId-1063452]SSM
 
      	 [bookmark: pgfId-1064046]MSDP
 
      	 [bookmark: pgfId-1064058]MBGP
 
     
 
    
 
     
      [bookmark: pgfId-1064025][bookmark: 28168]SSM
 
     [bookmark: pgfId-1064026][bookmark: marker-1116135]The PIM software uses SSM to construct a shortest path tree from the designated router for the receiver to a known source IP address, which may be in another PIM domain. The ASM and Bidir modes cannot access sources from another PIM domain without the use of another protocol.
 
     [bookmark: pgfId-1087510]Once you enable PIM or PIM6 in your networks, you can use SSM to reach any multicast source that has an IP address known to the designated router for the receiver.
 
     [bookmark: pgfId-1080508]For information about configuring SSM, see the “Configuring SSM” section.
 
    
 
     
      [bookmark: pgfId-1105675][bookmark: 56458]MSDP
 
     [bookmark: pgfId-1105676][bookmark: marker-1116136]Multicast Source Discovery Protocol (MSDP) is a multicast routing protocol that is used with PIM to support the discovery of multicast sources in different PIM domains.
 
      
       
     
 
     
 
     [bookmark: pgfId-1095827]Note Cisco NX-OS supports the PIM Anycast-RP, which does not require MSDP configuration. For information about PIM Anycast-RP, see the “Configuring a PIM Anycast-RP Set” section.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1080608]For information about MSDP, see Chapter1, “Configuring MSDP”
 
    
 
     
      [bookmark: pgfId-1080646][bookmark: 78804]MBGP
 
     [bookmark: pgfId-1080647][bookmark: marker-1116137]Multiprotocol BGP (MBGP) defines extensions to BGP4 that enable routers to carry multicast routing information. PIM and PIM6 can use this multicast information to reach sources in external BGP [bookmark: marker-1118314]autonomous systems.
 
     [bookmark: pgfId-1084513]For information about MBGP, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Command Reference, Release 5.x.
 
    
 
     
      [bookmark: pgfId-1088099][bookmark: 90641]MRIB and M6RIB
 
     [bookmark: pgfId-1088100]The Cisco NX-OS IPv4 [bookmark: marker-1116138]Multicast Routing Information Base (MRIB) is a[bookmark: marker-1116139] repository for route information that is generated by multicast protocols such as PIM and IGMP. The MRIB does not affect the route information itself. The MRIB maintains independent route information for each virtual routing and forwarding (VRF) instance in a virtual device context (VDC). For more information about VDCs, see the Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2.
 
     [bookmark: pgfId-1088115]Similar to the MRIB for IPv4 routing information, the M6RIB maintains IPv6 routing information that is generated by protocols such as PIM6 and MLD.
 
     [bookmark: pgfId-1095940]Figure 1-8 shows the major components of the Cisco NX-OS multicast software architecture:
 
      
      	 [bookmark: pgfId-1095941]The [bookmark: marker-1118823]Multicast FIB ([bookmark: marker-1117650]MFIB and M6FIB) Distribution (MFDM) API defines an interface between the multicast Layer 2 and Layer 3 control plane modules, including the MRIB and M6RIB, and the platform forwarding plane. The control plane modules send the Layer 3 route update and Layer 2 lookup information using the MFDM API.
 
      	 [bookmark: pgfId-1095942]The multicast FIB distribution process distributes the multicast update messages to all the relevant modules and the standby supervisor. It runs only on the supervisor.
 
      	 [bookmark: pgfId-1095943]The Layer 2 multicast client process sets up the Layer 2 multicast hardware forwarding path. It runs on both the supervisor and the modules.
 
      	 [bookmark: pgfId-1101685]The unicast and multicast FIB process manages the Layer 3 hardware forwarding path. It runs on both the supervisor and the modules.
 
     
 
     [bookmark: pgfId-1101688]Figure 1-8 Cisco NX-OS [bookmark: 81557]Multicast Software Architecture
 
     [bookmark: pgfId-1101692]
 
      
      [image: ] 
     
 
    
 
     
      [bookmark: pgfId-1123895][bookmark: 78399]Virtual [bookmark: marker-1123894]Port Channels and Multicast
 
     [bookmark: pgfId-1123897]A virtual port channel ([bookmark: marker-1123896]vPC) allows a single device to use a port channel across two upstream switches. When you configure a vPC, the following multicast features may be affected:
 
      
      	 [bookmark: pgfId-1125474]PIM and PIM6—Cisco NX-OS software for the Nexus 7000 Series devices does not support PIM SSM or BIDR on a vPC. Cisco NX-OS software fully supports PIM ASM on a vPC. 
 
      	 [bookmark: pgfId-1123899]IGMP snooping—You should configure the vPC peers identically. For configuration guidelines, see Chapter1, “Configuring IGMP Snooping”
 
     
 
     [bookmark: pgfId-1123905]For more information about vPCs, see the Cisco Nexus 7000 Series NX-OS Interfaces Configuration Guide, Release 5.x.
 
    
 
     
      [bookmark: pgfId-1139114][bookmark: 63158]Maximum Transmission Unit Limitation
 
     [bookmark: pgfId-1139150]On the Cisco NX-OS software [bookmark: marker-1139219]for the Nexus 7000 Series devices, the Maximum Transmission Unit (MTU) for a given mroute is equal to the smallest MTU of the OIF. Packets exceeding that MTU value are dropped and not multicast routed to any of the OIFs for that mroute.
 
    
 
     
      [bookmark: pgfId-1130892][bookmark: 25725]Multicasting with both F Series and M Series Modules in a Chassis
 
     [bookmark: pgfId-1130915]Beginning with Cisco NX-OS Release 5.[bookmark: marker-1130914]1, you can add an F Series module, which is a Layer 2-only module, into the Cisco Nexus 7000 Series chassis. When you add this module to a chassis that already contains M Series modules, you can provision multicasting.
 
     [bookmark: pgfId-1130908]See Chapter 1, “Configuring Multicast Interoperation with N7K-F132-15 Modules” for information about this functionality.
 
    
 
   
 
    
     [bookmark: pgfId-1120986][bookmark: 57428]Licensing Requirements for Multicast
 
    [bookmark: pgfId-1098883][bookmark: marker-1116141]The multicast [bookmark: marker-1116142]features that require a license are as follows:
 
     
     	 [bookmark: pgfId-1108076]PIM and PIM6
 
     	 [bookmark: pgfId-1108097]MSDP
 
    
 
    [bookmark: pgfId-1112364]For information about multicast licensing, see the “Licensing Requirements for PIM and PIM6” section and the “Licensing Requirements for MSDP” section.
 
    [bookmark: pgfId-1108111]The multicast features that require no license are as follows:
 
     
     	 [bookmark: pgfId-1108112]IGMP
 
     	 [bookmark: pgfId-1108113]MLD
 
     	 [bookmark: pgfId-1108114]IGMP snooping
 
    
 
    [bookmark: pgfId-1108085]For a complete explanation of the Cisco NX-OS licensing scheme, see the Cisco NX-OS Licensing Guide.
 
   
 
    
     [bookmark: pgfId-1063235][bookmark: 57737]High-Availability Requirements for Multicast
 
    [bookmark: pgfId-1063236][bookmark: marker-1116143]After a[bookmark: marker-1116144] multicast routing protocol is restarted, its state is recovered from the MRIB process. When a supervisor switchover occurs, the MRIB recovers its state from the hardware, and the multicast protocols recover their state from periodic message activity. For more information about high availability, see the Cisco Nexus 7000 Series NX-OS High Availability and Redundancy Guide, Release 5.x.
 
   
 
    
     [bookmark: pgfId-1046179][bookmark: 96108]Additional References
 
    [bookmark: pgfId-1046180]For additional information related to implementing multicast, see the following sections:
 
     
     	 [bookmark: pgfId-1055906]Related Documents
 
     	 [bookmark: pgfId-1098436] Appendix 1, “IETF RFCs for IP Multicast” 
 
     	 [bookmark: pgfId-1046188]Technical Assistance
 
    
 
     
      [bookmark: pgfId-1046243][bookmark: 29922][bookmark: 12973]Related Documents
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1046204]Related Topic 
          
  
         	 
           
           [bookmark: pgfId-1046206]Document Title 
          
  
        
 
         
         	[bookmark: pgfId-1098433]VDCs
  
         	[bookmark: pgfId-1098435]Cisco Nexus 7000 Series NX-OS Virtual Device Context Command Reference, Release 5.x
  
        
 
         
         	[bookmark: pgfId-1046208]CLI Commands
  
         	[bookmark: pgfId-1046210]Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1046362][bookmark: 84887]Technical Assistance
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1046354]Description 
          
  
         	 
           
           [bookmark: pgfId-1046356]Link 
          
  
        
 
         
         	[bookmark: pgfId-1046358]Technical Assistance Center (TAC) home page, containing 30,000 pages of searchable technical content, including links to products, technologies, solutions, technical tips, and tools. Registered Cisco.com users can log in from this page to access even more content.
  
         	 
          
  
        
 
        
      
 
     
 
    
 
   
 
  
  
   
   
    
     [bookmark: pgfId-1050709][bookmark: 83606]Configuring IGMP 
      
      
 
     
 
 
    [bookmark: pgfId-1051082]This chapter describes how to configure the Internet Group Management Protocol (IGMP) on Cisco NX-OS devices for IPv4 networks.
 
    [bookmark: pgfId-1051083]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1051104]Information About IGMP
 
     	 [bookmark: pgfId-1051108]Licensing Requirements for IGMP
 
     	 [bookmark: pgfId-1076487]Prerequisites for IGMP
 
     	 [bookmark: pgfId-1076503]Default Settings for IGMP
 
     	 [bookmark: pgfId-1051120]Configuring IGMP Parameters
 
     	 [bookmark: pgfId-1051124]Verifying the IGMP Configuration
 
     	 [bookmark: pgfId-1051128]Configuration Examples for IGMP
 
     	 [bookmark: pgfId-1051132]Where to Go Next
 
     	 [bookmark: pgfId-1070017]Feature History for IGMP
 
    
 
   
 
    
     [bookmark: pgfId-1051138][bookmark: 27460]Information About IGMP
 
    [bookmark: pgfId-1051139]IGMP [bookmark: marker-1059500]is an IPv4 protocol that a host uses to request multicast data for a particular group. Using the information obtained through IGMP, the software maintains a list of multicast group or channel memberships on a per-interface basis. The systems that receive these IGMP packets send multicast data that they receive for requested groups or channels out the network segment of the known receivers.
 
    [bookmark: pgfId-1051140]By default, the IGMP process is running. You cannot enable IGMP manually on an interface. IGMP is automatically [bookmark: marker-1059501]enabled when you perform one of the following configuration tasks on an interface:
 
     
     	 [bookmark: pgfId-1051141]Enable PIM
 
     	 [bookmark: pgfId-1051142]Statically bind a local multicast group
 
     	 [bookmark: pgfId-1051143]Enable link-local group reports
 
    
 
    [bookmark: pgfId-1051144]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1051148]IGMP Versions
 
     	 [bookmark: pgfId-1051152]IGMP Basics
 
     	 [bookmark: pgfId-1051156]Virtualization Support
 
    
 
     
      [bookmark: pgfId-1051158][bookmark: 74309]IGMP Versions
 
     [bookmark: pgfId-1051159]The device [bookmark: marker-1059502]supports IGMPv2 and IGMPv3, as well as IGMPv1 report reception.
 
     [bookmark: pgfId-1051160]By default, the software enables [bookmark: marker-1059503]IGMPv2 when it starts the IGMP process. You can enable IGMPv3 on interfaces where you want its capabilities.
 
     [bookmark: pgfId-1051161]IGMPv3 includes the following key changes from IGMPv2:[bookmark: marker-1059504]
 
      
      	 [bookmark: pgfId-1051162]Support for Source-Specific Multicast (SSM), which builds shortest path trees from each receiver to the source, through the following features:
 
     
 
     [bookmark: pgfId-1051163] – Host messages that can specify both the group and the source.
 
     [bookmark: pgfId-1051164] – The multicast state that is maintained for groups and sources, not just for groups as in IGMPv2.
 
      
      	 [bookmark: pgfId-1051165]Hosts no longer perform report suppression, which means that hosts always send IGMP membership reports when an IGMP query message is received.
 
     
 
     [bookmark: pgfId-1051167]For detailed information about IGMPv2, see RFC 2236.
 
     [bookmark: pgfId-1051169]For detailed information about IGMPv3, see RFC 3376.
 
    
 
     
      [bookmark: pgfId-1051171][bookmark: 12981]IGMP Basics
 
     [bookmark: pgfId-1051175]The basic IGMP process of a router that discovers multicast hosts is shown in Figure 1-1. Hosts 1, 2, and 3 send unsolicited [bookmark: marker-1059507]IGMP membership report messages to initiate receiving multicast data for a group or channel.
 
     [bookmark: pgfId-1051177]Figure 1-1 [bookmark: 76960]IGMPv1 and IGMPv2 Query-Response Process
 
     [bookmark: pgfId-1051181]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1051185]In Figure 1-1, router A, which is the [bookmark: marker-1059570]IGMP designated querier on the subnet, sends query messages to the [bookmark: marker-1059506]all-hosts multicast group at 224.0.0.1 periodically to discover whether any hosts want to receive multicast data. You can configure the [bookmark: marker-1059510]group membership timeout value that the router uses to determine that no members of a group or source exist on the subnet. For more information about configuring the IGMP parameters, see the “Configuring IGMP Interface Parameters” section.
 
     [bookmark: pgfId-1051189]The software elects a router as the [bookmark: marker-1059508]IGMP querier on a subnet if it has the lowest IP address. As long as a router continues to receive query messages from a router with a lower IP address, it resets a timer that is based on its querier timeout value. If the querier timer of a router expires, it becomes the designated querier. If that router later receives a host query message from a router with a lower IP address, it drops its role as the designated querier and sets its querier timer again.
 
     [bookmark: pgfId-1051193]In Figure 1-1, host 1’s [bookmark: marker-1059509]membership report is suppressed and host 2 sends its membership report for group 224.1.1.1 first. Host 1 receives the report from host 2. Because only one membership report per group needs to be sent to the router, other hosts suppress their reports to reduce network traffic. Each host waits for a random time interval to avoid sending reports at the same time. You can configure the [bookmark: marker-1059511]query maximum response time parameter to control the interval in which hosts randomize their responses.
 
      
       
     
 
     
 
     [bookmark: pgfId-1051194]Note IGMPv1 and IGMPv2 membership report suppression occurs only on hosts that are connected to the same port.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1051198]In Figure 1-2, router A sends the [bookmark: marker-1059515][bookmark: marker-1059516]IGMPv3 group-and-source-specific query to the LAN. Hosts 2 and 3 respond to the query with membership reports that indicate that they want to receive data from the advertised group and source. This IGMPv3 feature supports [bookmark: marker-1059705]SSM. For information about configuring [bookmark: marker-1059706]SSM translation to support SSM for IGMPv1 and IGMPv2 hosts, see the “Configuring an IGMP SSM Translation” section.
 
     [bookmark: pgfId-1051204]Figure 1-2 [bookmark: 79782]IGMPv3 Group-and-Source-Specific Query
 
     [bookmark: pgfId-1051208]
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     [bookmark: pgfId-1051209]Note IGMPv3 hosts do not perform [bookmark: marker-1059517]IGMP membership report suppression.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1051210]Messages sent by the designated [bookmark: marker-1059579]querier have a time-to-live (TTL) value of 1, which means that the messages are not forwarded by the directly connected routers on the subnet. You can configure the frequency and [bookmark: marker-1059578]number of query messages sent specifically for IGMP startup, and you can configure a short query interval at startup so that the group state is established as quickly as possible. Although usually unnecessary, you can tune the query interval used after startup to a value that balances the responsiveness to host group membership messages and the traffic created on the network.
 
      
       
     
 
     
 
      
      [bookmark: pgfId-1051211] 
      Caution Changing the query interval can severely impact multicast forwarding. 
       
       
 
      
 
     
 
     [bookmark: pgfId-1051212]When a multicast host leaves a group, a host that runs IGMPv2 or later sends an IGMP leave message. To check if this host is the last host to leave the group, the software sends an IGMP query message and starts a timer that you can configure called the last [bookmark: marker-1059580]member query response interval. If no reports are received before the timer expires, the software removes the group state. The router continues to send multicast traffic for a group until its state is removed.
 
     [bookmark: pgfId-1051213]You can configure a [bookmark: marker-1059581]robustness value to compensate for packet loss on a congested network. The robustness value is used by the IGMP software to determine the number of times to send messages.
 
     [bookmark: pgfId-1051214]Link local addresses in the range 224.0.0.0/24 are reserved by the Internet Assigned Numbers Authority (IANA). Network protocols on a local network segment use these addresses; routers do not forward these addresses because they have a TTL of 1. By default, the IGMP process sends membership reports only for nonlink local addresses, but you can configure the software to send [bookmark: marker-1059582]reports for link local addresses.
 
     [bookmark: pgfId-1051217]For more information about configuring the IGMP parameters, see the “Configuring IGMP Interface Parameters” section.
 
    
 
     
      [bookmark: pgfId-1051220][bookmark: 15110]Virtualization Support
 
     [bookmark: pgfId-1051221]A virtual device context (VDC) is a logical representation of a set of system resources. Within each VDC, you can define multiple virtual routing and forwarding (VRF) instances. One IGMP [bookmark: marker-1059583]process can run per VDC. The IGMP process supports all VRFs in that VDC and performs the function of IGMP snooping within that VDC. For information about IGMP snooping, see Chapter1, “Configuring IGMP Snooping”
 
     [bookmark: pgfId-1051225]You can use the show commands with a VRF argument to provide a context for the information displayed. The default VRF is used if no VRF argument is supplied.
 
     [bookmark: pgfId-1051228]For information about configuring VDCs, see the Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2.
 
     [bookmark: pgfId-1051232]For information about configuring VRFs, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
 
    
 
   
 
    
     [bookmark: pgfId-1051235][bookmark: 13085]Licensing Requirements for IGMP
 
    [bookmark: pgfId-1051236]The following table shows the [bookmark: marker-1059584]licensing requirements for this feature:
 
    [bookmark: pgfId-1051257]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1051239]Product 
         
  
        	 
          
          [bookmark: pgfId-1051241]License Requirement 
         
  
       
 
        
        	[bookmark: pgfId-1051251]Cisco NX-OS
  
        	[bookmark: pgfId-1051253]IGMP requires no license. Any feature not included in a license package is bundled with the Cisco NX-OS system images and is provided at no extra charge to you. For a complete explanation of the Cisco NX-OS licensing scheme, see the Cisco NX-OS Licensing Guide.
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1051259][bookmark: 16098]Prerequisites for IGMP
 
    [bookmark: pgfId-1051260]IGMP has the following [bookmark: marker-1059585]prerequisites:
 
     
     	 [bookmark: pgfId-1051261]You are logged onto the device.
 
     	 [bookmark: pgfId-1051262]You are in the correct virtual device context (VDC). A VDC is a logical representation of a set of system resources. You can use the  switchto vdc command with a VDC number.
 
     	 [bookmark: pgfId-1051263]For global configuration commands, you are in the correct virtual routing and forwarding (VRF) mode. The default configuration mode shown in the examples in this chapter applies to the default VRF.
 
    
 
   
 
    
     [bookmark: pgfId-1076380][bookmark: 36865]Default Settings for IGMP
 
    [bookmark: pgfId-1076385]Table 1-1 lists the [bookmark: marker-1076384]default settings for IGMP parameters.
 
    [bookmark: pgfId-1076455]
 
     
      
       
       [bookmark: pgfId-1076392]Table 1-1 Default IGMP Parameters 
 
       
       
        
        	 
          
          [bookmark: pgfId-1076396]Parameters 
         
  
        	 
          
          [bookmark: pgfId-1076398]Default 
         
  
       
 
        
        	[bookmark: pgfId-1076400]IGMP version
  
        	[bookmark: pgfId-1076402]2
  
       
 
        
        	[bookmark: pgfId-1076404]Startup query interval
  
        	[bookmark: pgfId-1076406]30 seconds
  
       
 
        
        	[bookmark: pgfId-1076408]Startup query count
  
        	[bookmark: pgfId-1076410]2
  
       
 
        
        	[bookmark: pgfId-1076412]Robustness value
  
        	[bookmark: pgfId-1076414]2
  
       
 
        
        	[bookmark: pgfId-1076416]Querier timeout
  
        	[bookmark: pgfId-1076418]255 seconds
  
       
 
        
        	[bookmark: pgfId-1076420]Query timeout
  
        	[bookmark: pgfId-1076422]255 seconds
  
       
 
        
        	[bookmark: pgfId-1076424]Query max response time
  
        	[bookmark: pgfId-1076426]10 seconds
  
       
 
        
        	[bookmark: pgfId-1076428]Query interval
  
        	[bookmark: pgfId-1076430]125 seconds
  
       
 
        
        	[bookmark: pgfId-1076432]Last member query response interval
  
        	[bookmark: pgfId-1076434]1 second
  
       
 
        
        	[bookmark: pgfId-1076436]Last member query count
  
        	[bookmark: pgfId-1076438]2
  
       
 
        
        	[bookmark: pgfId-1076440]Group membership timeout
  
        	[bookmark: pgfId-1076442]260 seconds
  
       
 
        
        	[bookmark: pgfId-1076444]Report link local multicast groups
  
        	[bookmark: pgfId-1076446]Disabled
  
       
 
        
        	[bookmark: pgfId-1076448]Enforce router alert
  
        	[bookmark: pgfId-1076450]Disabled
  
       
 
        
        	[bookmark: pgfId-1076452]Immediate leave
  
        	[bookmark: pgfId-1076454]Disabled
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1051272][bookmark: 71793]Configuring IGMP Parameters
 
    [bookmark: pgfId-1051273]You can configure the IGMP global and interface [bookmark: marker-1061123]parameters to affect the operation of the IGMP process. 
 
    [bookmark: pgfId-1051274]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1051278]Configuring IGMP Interface Parameters
 
     	 [bookmark: pgfId-1051282]Configuring an IGMP SSM Translation
 
     	 [bookmark: pgfId-1062206]Configuring the Enforce Router Alert Option Check
 
     	 [bookmark: pgfId-1051286]Restarting the IGMP Process
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1051287]Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS commands for this feature might differ from the Cisco IOS commands that you would use.
 
     
     
 
    
 
    
 
     
      [bookmark: pgfId-1051289][bookmark: 82133]Configuring IGMP Interface Parameters
 
      
       
        
        [bookmark: pgfId-1051300]Table 1-2 [bookmark: 16690]IGMP Interface Parameters 
 
        
        
         
         	 
           
           [bookmark: pgfId-1051304]Parameter 
          
  
         	 
           
           [bookmark: pgfId-1051306]Description 
          
  
        
 
         
         	[bookmark: pgfId-1051308]IGMP [bookmark: marker-1059589]version
  
         	[bookmark: pgfId-1051310]IGMP version that is enabled on the interface. The IGMP version can be 2 or 3. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1051312][bookmark: marker-1059590]Static multicast groups
  
         	[bookmark: pgfId-1071368]Multicast groups that are statically bound to the interface. You can configure the groups to join the interface with the [bookmark: marker-1071369](*, G) state or specify a source IP to join with the [bookmark: marker-1071370](S, G) state. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command. 
 [bookmark: pgfId-1051315]Note Although you can configure the (S, G) state, the source tree is built only if you enable IGMPv3. For information about SSM translation, see the “Configuring an IGMP SSM Translation” section.
 [bookmark: pgfId-1051319]You can configure a multicast group on all the multicast-capable routers on the network so that pinging the group causes all the routers to respond.
  
        
 
         
         	[bookmark: pgfId-1051321][bookmark: marker-1059658]Static multicast groups on OIF
  
         	[bookmark: pgfId-1051323]Multicast groups that are statically bound to the output interface. You can configure the groups to join the output interface with the [bookmark: marker-1059626](*, G) state or specify a source IP to join with the [bookmark: marker-1059627](S, G) state. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command. 
 [bookmark: pgfId-1051324]Note Although you can configure the (S, G) state, the source tree is built only if you enable IGMPv3. For information about SSM translation, see the “Configuring an IGMP SSM Translation” section.
  
        
 
         
         	[bookmark: pgfId-1051329][bookmark: marker-1059599]Startup query interval
  
         	[bookmark: pgfId-1051331]Startup query interval. By default, this interval is shorter than the query interval so that the software can establish the group state as quickly as possible. Values range from 1 to 18,000 seconds. The default is 31 seconds.
  
        
 
         
         	[bookmark: pgfId-1051333][bookmark: marker-1059598]Startup query count
  
         	[bookmark: pgfId-1051335]Number of queries sent at startup that are separated by the startup query interval. Values range from 1 to 10. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1051337][bookmark: marker-1059600]Robustness value
  
         	[bookmark: pgfId-1051339]Robustness variable that you can tune to reflect expected packet loss on a congested network. You can increase the robustness variable to increase the number of times that packets are resent. Values range from 1 to 7. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1051341][bookmark: marker-1059601]Querier timeout
  
         	[bookmark: pgfId-1051343]Number of seconds that the software waits after the previous querier has stopped querying and before it takes over as the querier. Values range from 1 to 65,535 seconds. The default is 255 seconds.
  
        
 
         
         	[bookmark: pgfId-1051345][bookmark: marker-1059609]Query max response time
  
         	[bookmark: pgfId-1051347]Maximum response time advertised in IGMP queries. You can tune the burstiness of IGMP messages on the network by setting a larger value so that host responses are spread out over a longer time. This value must be less than the query interval. Values range from 1 to 25 seconds. The default is 10 seconds.
  
        
 
         
         	[bookmark: pgfId-1051349][bookmark: marker-1059610]Query interval
  
         	[bookmark: pgfId-1051351]Frequency at which the software sends IGMP host query messages. You can tune the number of IGMP messages on the network by setting a larger value so that the software sends IGMP queries less often. Values range from 1 to 18,000 seconds. The default is 125 seconds.
  
        
 
         
         	[bookmark: pgfId-1051353][bookmark: marker-1059611]Last member query response interval
  
         	[bookmark: pgfId-1051355]Interval in which the software sends a response to an IGMP query after receiving a host leave message from the last known active host on the subnet. If no reports are received in the interval, the group state is deleted. You can use this value to tune how quickly the software stops transmitting on the subnet. The software can detect the loss of the last member of a group or source more quickly when the values are smaller. Values range from 1 to 25 seconds. The default is 1 second.
  
        
 
         
         	[bookmark: pgfId-1051357][bookmark: marker-1059612]Last member query count
  
         	[bookmark: pgfId-1051359]Number of times that the software sends an IGMP query, separated by the last member query response interval, in response to a host leave message from the last known active host on the subnet. Values range from 1 to 5. The default is 2.
 
           
            
          
 
          
 
           
           [bookmark: pgfId-1051360]Caution Setting this value to 1 means that a missed packet in either direction causes the software to remove the multicast state from the queried group or channel. The software may wait until the next query interval before the group is added again. 
            
            
 
           
 
          
  
        
 
         
         	[bookmark: pgfId-1051362][bookmark: marker-1059613]Group membership timeout
  
         	[bookmark: pgfId-1051364]Group membership interval that must pass before the router decides that no members of a group or source exist on the network. Values range from 3 to 65,535 seconds. The default is 260 seconds.
  
        
 
         
         	[bookmark: pgfId-1051366][bookmark: marker-1059614]Report link local multicast groups
  
         	[bookmark: pgfId-1051368]Option that enables sending reports for groups in 224.0.0.0/24. Link local addresses are used only by protocols on the local network. Reports are always sent for nonlink local groups. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1051370][bookmark: marker-1059615]Report policy
  
         	[bookmark: pgfId-1051378]Access policy for IGMP reports that is based on a route-map policy1.
  
        
 
         
         	[bookmark: pgfId-1067272][bookmark: marker-1067271]Access groups
  
         	[bookmark: pgfId-1067274]Option that configures a route-map policy1 to control the multicast groups that hosts on the subnet serviced by an interface can join.
  
        
 
         
         	[bookmark: pgfId-1051380][bookmark: marker-1068386]Immediate leave
  
         	[bookmark: pgfId-1051382]Option that minimizes the leave latency of IGMPv2 group memberships on a given IGMP interface because the device does not send group-specific queries. When immediate leave is enabled, the device will remove the group entry from the multicast routing table immediately upon receiving a leave message for the group. The default is disabled.
 [bookmark: pgfId-1067316]Note Use this command only when there is one receiver behind the interface for a given group.
  
        
 
        
      
 
     
 
      
       
        
        	 1.[bookmark: pgfId-1051377]To configure route-map policies, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
  
       
 
       
     
 
     [bookmark: pgfId-1070340]For information about configuring multicast route maps, see the “Configuring Route Maps to Control RP Information Distribution” section.
 
    
 
     
      [bookmark: pgfId-1051384]SUMMARY STEPS
 
     [bookmark: pgfId-1051388] 1. config t
 
     [bookmark: pgfId-1051389] 2. interface interface
 
     [bookmark: pgfId-1051390] 3. ip igmp version value
 
     [bookmark: pgfId-1051391]ip igmp join-group {group [source source] | route-map policy-name}
 
     [bookmark: pgfId-1051392]ip igmp static-oif {group [source source] | route-map policy-name}
 
     [bookmark: pgfId-1051393]ip igmp startup-query-interval seconds
 
     [bookmark: pgfId-1051394]ip igmp startup-query-count count
 
     [bookmark: pgfId-1051395]ip igmp robustness-variable value
 
     [bookmark: pgfId-1051396]ip igmp querier-timeout seconds
 
     [bookmark: pgfId-1051397]ip igmp query-timeout seconds
 
     [bookmark: pgfId-1051398]ip igmp query-max-response-time seconds
 
     [bookmark: pgfId-1051399]ip igmp query-interval interval
 
     [bookmark: pgfId-1051400]ip igmp last-member-query-response-time seconds
 
     [bookmark: pgfId-1051401]ip igmp last-member-query-count count
 
     [bookmark: pgfId-1051402]ip igmp group-timeout seconds
 
     [bookmark: pgfId-1051403]ip igmp report-link-local-groups
 
     [bookmark: pgfId-1051404]ip igmp report-policy policy
 
     [bookmark: pgfId-1067340]ip igmp access-group policy
 
     [bookmark: pgfId-1067344]ip igmp immediate-leave
 
     [bookmark: pgfId-1051406] 4. (Optional) show ip igmp interface [interface] [vrf vrf-name | all] [brief]
 
     [bookmark: pgfId-1051407] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1051408]DETAILED STEPS
 
     [bookmark: pgfId-1051610]
 
      
       
        
         
         	 
         	 
           
           [bookmark: pgfId-1051420]Command 
          
  
         	 
           
           [bookmark: pgfId-1051422]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1051424]Step 1
  
         	[bookmark: pgfId-1051426]config t
 [bookmark: pgfId-1051427]
 [bookmark: pgfId-1051428]Example:
 [bookmark: pgfId-1051429]switch# config t
 [bookmark: pgfId-1051430]switch(config)#
  
         	[bookmark: pgfId-1051432]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1051434]Step 2
  
         	[bookmark: pgfId-1051436]interface interface
 [bookmark: pgfId-1051437]
 [bookmark: pgfId-1051438]Example:
 [bookmark: pgfId-1051439]switch(config)# interface ethernet 2/1
 [bookmark: pgfId-1051440]switch(config-if)# 
  
         	[bookmark: pgfId-1051442]Enters interface mode on the interface type and number, such as ethernet slot/port.
  
        
 
         
         	[bookmark: pgfId-1051444]Step 3
  
         	[bookmark: pgfId-1051446][bookmark: marker-1059628]ip igmp version value
 [bookmark: pgfId-1051447]
 [bookmark: pgfId-1051448]Example:
 [bookmark: pgfId-1051449]switch(config-if)# ip igmp version 3
  
         	[bookmark: pgfId-1051451]Sets the IGMP version to the value specified. Values can be 2 or 3. The default is 2.
 [bookmark: pgfId-1051452]The no form of the command sets the version to 2.
  
        
 
         
         	[bookmark: pgfId-1051457]
 [bookmark: pgfId-1051458]Example:
 [bookmark: pgfId-1051459]switch(config-if)# ip igmp join-group 230.0.0.0
  
         	[bookmark: pgfId-1051461]Statically binds a multicast group to the interface. If you specify only the group address, the (*, G) state is created. If you specify the source address, the (S, G) state is created. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command.
 [bookmark: pgfId-1051462]Note A source tree is built for the (S, G) state only if you enable IGMPv3.
 
           
            
          
 
          
 
           
           [bookmark: pgfId-1051463]Caution The device CPU must be able to handle the traffic generated by using this command. Because of CPU load constraints, using this command, especially in any form of scale, is not recommended. Consider using the 
           ip igmp static-oif command instead. 
            
            
 
           
 
          
  
        
 
         
         	[bookmark: pgfId-1051468]
 [bookmark: pgfId-1051469]Example:
 [bookmark: pgfId-1051470]switch(config-if)# ip igmp static-oif 230.0.0.0
  
         	[bookmark: pgfId-1051472]Statically binds a multicast group to the outgoing interface, which is handled by the device hardware. If you specify only the group address, the (*, G) state is created. If you specify the source address, the (S, G) state is created. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command.
 [bookmark: pgfId-1051473]Note A source tree is built for the (S, G) state only if you enable IGMPv3.
  
        
 
         
         	[bookmark: pgfId-1051478]
 [bookmark: pgfId-1051479]Example:
 [bookmark: pgfId-1051480]switch(config-if)# ip igmp startup-query-interval 25
  
         	 
         	[bookmark: pgfId-1051486][bookmark: marker-1059632]ip igmp startup-query-count count
 [bookmark: pgfId-1051487]
 [bookmark: pgfId-1051488]Example:
 [bookmark: pgfId-1051489]switch(config-if)# ip igmp startup-query-count 3
  
         	 
         	[bookmark: pgfId-1051495][bookmark: marker-1059633]ip igmp robustness-variable value
 [bookmark: pgfId-1051496]
 [bookmark: pgfId-1051497]Example:
 [bookmark: pgfId-1051498]switch(config-if)# ip igmp robustness-variable 3
  
         	 
         	[bookmark: pgfId-1051504][bookmark: marker-1059634]ip igmp querier-timeout seconds
 [bookmark: pgfId-1051505]
 [bookmark: pgfId-1051506]Example:
 [bookmark: pgfId-1051507]switch(config-if)# ip igmp querier-timeout 300
  
         	 
         	[bookmark: pgfId-1051513][bookmark: marker-1059635]ip igmp query-timeout seconds
 [bookmark: pgfId-1051514]
 [bookmark: pgfId-1051515]Example:
 [bookmark: pgfId-1051516]switch(config-if)# ip igmp query-timeout 300
  
         	[bookmark: pgfId-1051518]Sets the query timeout that the software uses when deciding to take over as the querier. Values can range from 1 to 65,535 seconds. The default is 255 seconds.
 command.
  
        
 
         
         	[bookmark: pgfId-1051524]
 [bookmark: pgfId-1051525]Example:
 [bookmark: pgfId-1051526]switch(config-if)# ip igmp query-max-response-time 15
  
         	 
         	[bookmark: pgfId-1051532][bookmark: marker-1059637]ip igmp query-interval interval
 [bookmark: pgfId-1051533]
 [bookmark: pgfId-1051534]Example:
 [bookmark: pgfId-1051535]switch(config-if)# ip igmp query-interval 100
  
         	 
         	[bookmark: pgfId-1051541][bookmark: marker-1059638]ip igmp last-member-query-response-time seconds
 [bookmark: pgfId-1051542]
 [bookmark: pgfId-1051543]Example:
 [bookmark: pgfId-1051544]switch(config-if)# ip igmp last-member-query-response-time 3
  
         	 
         	[bookmark: pgfId-1051550][bookmark: marker-1059639]ip igmp last-member-query-count count
 [bookmark: pgfId-1051551]
 [bookmark: pgfId-1051552]Example:
 [bookmark: pgfId-1051553]switch(config-if)# ip igmp last-member-query-count 3
  
         	 
         	[bookmark: pgfId-1051559][bookmark: marker-1059640]ip igmp group-timeout seconds
 [bookmark: pgfId-1051560]
 [bookmark: pgfId-1051561]Example:
 [bookmark: pgfId-1051562]switch(config-if)# ip igmp group-timeout 300
  
         	 
         	[bookmark: pgfId-1051568][bookmark: marker-1059641]ip igmp report-link-local-groups
 [bookmark: pgfId-1051569]
 [bookmark: pgfId-1051570]Example:
 [bookmark: pgfId-1051571]switch(config-if)# ip igmp report-link-local-groups
  
         	 
         	[bookmark: pgfId-1051577]ip igmp report-policy[bookmark: marker-1059642] policy
 [bookmark: pgfId-1051578]
 [bookmark: pgfId-1051579]Example:
 [bookmark: pgfId-1051580]switch(config-if)# ip igmp report-policy my_report_policy
  
         	 
         	[bookmark: pgfId-1068251]ip igmp access-group[bookmark: marker-1068250] policy
 [bookmark: pgfId-1068252]
 [bookmark: pgfId-1068253]Example:
 [bookmark: pgfId-1068254]switch(config-if)# ip igmp access-group my_access_policy
  
         	 
         	[bookmark: pgfId-1051586]ip igmp immediate-leave[bookmark: marker-1059643]
 [bookmark: pgfId-1051587]
 [bookmark: pgfId-1051588]Example:
 [bookmark: pgfId-1051589]switch(config-if)# ip igmp immediate-leave
  
         	[bookmark: pgfId-1068370]Enables the device to remove the group entry from the multicast routing table immediately upon receiving a leave message for the group. Use this command to minimize the leave latency of IGMPv2 group memberships on a given IGMP interface because the device does not send group-specific queries. The default is disabled.
 [bookmark: pgfId-1051591]Note Use this command only when there is one receiver behind the interface for a given group.
  
        
 
         
         	[bookmark: pgfId-1051593]Step 4
  
         	[bookmark: pgfId-1051595]show ip igmp interface [interface] [vrf vrf-name | all] [brief]
 [bookmark: pgfId-1051596]
 [bookmark: pgfId-1051597]Example:
 [bookmark: pgfId-1051598]switch(config)# show ip igmp interface
  
         	[bookmark: pgfId-1051600](Optional) Displays IGMP information about the interface.
  
        
 
         
         	[bookmark: pgfId-1051602]Step 5
  
         	[bookmark: pgfId-1051604]copy running-config startup-config
 [bookmark: pgfId-1051605]
 [bookmark: pgfId-1051606]Example:
 [bookmark: pgfId-1051607]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1051609](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1051612][bookmark: 37377]Configuring an IGMP SSM Translation
 
     [bookmark: pgfId-1051613]You can configure an [bookmark: marker-1059645]SSM translation to provide SSM support when the router receives IGMPv1 or IGMPv2 membership reports. Only IGMPv3 provides the capability to specify group and source addresses in membership reports. By default, the group prefix range is 232.0.0.0/8. To modify the PIM SSM range, see the “Configuring SSM” section.
 
      
       
        
        [bookmark: pgfId-1051627]Table 1-3 [bookmark: 49548]Example SSM Translations 
 
        
        
         
         	 
           
           [bookmark: pgfId-1051631]Group Prefix 
          
  
         	 
           
           [bookmark: pgfId-1051633]Source Address 
          
  
        
 
         
         	[bookmark: pgfId-1051635]232.0.0.0/8
  
         	[bookmark: pgfId-1051637]10.1.1.1
  
        
 
         
         	[bookmark: pgfId-1051639]232.0.0.0/8
  
         	[bookmark: pgfId-1051641]10.2.2.2
  
        
 
         
         	[bookmark: pgfId-1051643]232.1.0.0/16
  
         	[bookmark: pgfId-1051645]10.3.3.3
  
        
 
         
         	[bookmark: pgfId-1051647]232.1.1.0/24
  
         	[bookmark: pgfId-1051649]10.4.4.4
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1051654]Table 1-4 shows the resulting MRIB routes that the IGMP process creates when it applies an SSM translation to the [bookmark: marker-1059646]IGMP membership report. If more than one translation applies, the router creates the (S, G) state for each translation.
 
     [bookmark: pgfId-1059934]
 
      
       
        
        [bookmark: pgfId-1059919]Table 1-4 [bookmark: 61844]Example Result of Applying SSM Translations 
 
        
        
         
         	 
           
           [bookmark: pgfId-1059923]IGMPv2 Membership Report 
          
  
         	 
           
           [bookmark: pgfId-1059925]Resulting MRIB Route 
          
  
        
 
         
         	[bookmark: pgfId-1059927]232.1.1.1
  
         	[bookmark: pgfId-1059929](10.4.4.4, 232.1.1.1)
  
        
 
         
         	[bookmark: pgfId-1059931]232.2.2.2
  
         	[bookmark: pgfId-1059933](10.1.1.1, 232.2.2.2)
(10.2.2.2, 232.2.2.2)
  
        
 
        
      
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1059936]Note This feature is similar to [bookmark: marker-1059935]SSM mapping found in some Cisco IOS software.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1059937]SUMMARY STEPS
 
     [bookmark: pgfId-1051682] 1. config t
 
     [bookmark: pgfId-1062122] 2. ip igmp ssm-translate group-prefix source-addr
 
     [bookmark: pgfId-1062123] 3. (Optional) show running-configuration igmp
 
     [bookmark: pgfId-1062124] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1051686]DETAILED STEPS
 
      
       
        
         
         	  
         	 
           
           [bookmark: pgfId-1062392]Command 
          
  
         	 
           
           [bookmark: pgfId-1062394]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1062396]Step 1
  
         	[bookmark: pgfId-1062398]config t
 [bookmark: pgfId-1062399]
 [bookmark: pgfId-1062400]Example:
 [bookmark: pgfId-1062401]switch# config t
 [bookmark: pgfId-1062402]switch(config)#
  
         	[bookmark: pgfId-1062404]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1062406]Step 2
  
         	[bookmark: pgfId-1062409]ip igmp ssm-translate [bookmark: marker-1062408]group-prefix source-addr
 [bookmark: pgfId-1062410]
 [bookmark: pgfId-1062411]Example:
 [bookmark: pgfId-1062412]switch(config)# ip igmp ssm-translate 232.0.0.0/8 10.1.1.1
  
         	[bookmark: pgfId-1062414]Configures the translation of IGMPv1 or IGMPv2 membership reports by the IGMP process to create the (S,G) state as if the router had received an IGMPv3 membership report.
  
        
 
         
         	[bookmark: pgfId-1062416]Step 3
  
         	[bookmark: pgfId-1062418]show running-configuration igmp
 [bookmark: pgfId-1062419]
 [bookmark: pgfId-1062420]Example:
 [bookmark: pgfId-1062421]switch(config)# show running-configuration igmp
  
         	[bookmark: pgfId-1062423](Optional) Shows the running-configuration information, including ssm-translate command lines.
  
        
 
         
         	[bookmark: pgfId-1062425]Step 4
  
         	[bookmark: pgfId-1062427]copy running-config startup-config
 [bookmark: pgfId-1062428]
 [bookmark: pgfId-1062429]Example:
 [bookmark: pgfId-1062430]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1062432](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1062664][bookmark: 92299]Configuring the Enforce Router Alert Option Check
 
     [bookmark: pgfId-1062666]You can configure the enforce router alert option check for IGMPv2 and IGMPv3 packets.
 
    
 
     
      [bookmark: pgfId-1062667]SUMMARY STEPS
 
     [bookmark: pgfId-1062672] 1. config t
 
     [bookmark: pgfId-1064544] 2. ip igmp enforce-router-alert
 
     [bookmark: pgfId-1064545]no ip igmp enforce-router-alert
 
     [bookmark: pgfId-1064546] 3. (Optional) show running-configuration igmp
 
     [bookmark: pgfId-1062675] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1062676]DETAILED STEPS
 
     [bookmark: pgfId-1062738]
 
      
       
        
         
         	 
         	 
           
           [bookmark: pgfId-1064469]Command 
          
  
         	 
           
           [bookmark: pgfId-1064471]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1064473]Step 1
  
         	[bookmark: pgfId-1064475]config t
 [bookmark: pgfId-1064476]
 [bookmark: pgfId-1064477]Example:
 [bookmark: pgfId-1064478]switch# config t
 [bookmark: pgfId-1064479]switch(config)#
  
         	[bookmark: pgfId-1064481]Enters configuration mode.
  
        
 
         
         	 [bookmark: pgfId-1064483]Step 2
  
         	[bookmark: pgfId-1064486]ip igmp enforce-router-alert[bookmark: marker-1064485]
 [bookmark: pgfId-1064487]
 [bookmark: pgfId-1064488]Example:
 [bookmark: pgfId-1064489]switch(config)# ip igmp enforce-router-alert
  
         	[bookmark: pgfId-1064491]Enables the enforce router alert option check for IGMPv2 and IGMPv3 packets. By default, the enforce router alert option check is enabled.
  
        
 
         
         	[bookmark: pgfId-1064496]no ip igmp enforce-router-alert[bookmark: marker-1064495]
 [bookmark: pgfId-1064497]
 [bookmark: pgfId-1064498]Example:
 [bookmark: pgfId-1064499]switch(config)# no ip igmp enforce-router-alert
  
         	[bookmark: pgfId-1064521]Disables the enforce router alert option check for IGMPv2 and IGMPv3 packets. By default, the enforce router alert option check is enabled.
  
        
 
         
         	[bookmark: pgfId-1064503]Step 3
  
         	[bookmark: pgfId-1064505]show running-configuration igmp
 [bookmark: pgfId-1064506]
 [bookmark: pgfId-1064507]Example:
 [bookmark: pgfId-1064508]switch(config)# show running-configuration igmp
  
         	[bookmark: pgfId-1064510](Optional) Shows the running-configuration information, including the enforce-router-alert command line.
  
        
 
         
         	[bookmark: pgfId-1064512]Step 4
  
         	[bookmark: pgfId-1064514]copy running-config startup-config
 [bookmark: pgfId-1064515]
 [bookmark: pgfId-1064516]Example:
 [bookmark: pgfId-1064517]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1064519](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1062435][bookmark: 83532]Restarting the IGMP Process
 
     [bookmark: pgfId-1062437]You can restart the [bookmark: marker-1062436]IGMP process and optionally flush all routes.
 
    
 
     
      [bookmark: pgfId-1051742]SUMMARY STEPS
 
     [bookmark: pgfId-1051746] 1. restart igmp
 
     [bookmark: pgfId-1051747] 2. config t
 
     [bookmark: pgfId-1051748] 3. ip igmp flush-routes
 
     [bookmark: pgfId-1051749] 4. (Optional) show running-configuration igmp
 
     [bookmark: pgfId-1051750] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1051751]DETAILED STEPS
 
     [bookmark: pgfId-1051812]
 
      
       
        
         
         	 
         	 
           
           [bookmark: pgfId-1051763]Command 
          
  
         	 
           
           [bookmark: pgfId-1051765]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1051767]Step 1
  
         	[bookmark: pgfId-1051769]restart igmp
 [bookmark: pgfId-1051770]
 [bookmark: pgfId-1051771]Example:
 [bookmark: pgfId-1051772]switch# restart igmp
  
         	[bookmark: pgfId-1051774]Restarts the IGMP process.
  
        
 
         
         	[bookmark: pgfId-1051776]Step 2
  
         	[bookmark: pgfId-1051778]config t
 [bookmark: pgfId-1051779]
 [bookmark: pgfId-1051780]Example:
 [bookmark: pgfId-1051781]switch# config t
 [bookmark: pgfId-1051782]switch(config)#
  
         	[bookmark: pgfId-1051784]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1051786]Step 3
  
         	[bookmark: pgfId-1051788]ip igmp flush-routes[bookmark: marker-1059650]
 [bookmark: pgfId-1051789]
 [bookmark: pgfId-1051790]Example:
 [bookmark: pgfId-1051791]switch(config)# ip igmp flush-routes
  
         	[bookmark: pgfId-1051793]Removes routes when the IGMP process is restarted. By default, routes are not flushed.
  
        
 
         
         	[bookmark: pgfId-1051795]Step 4
  
         	[bookmark: pgfId-1051797]show running-configuration igmp
 [bookmark: pgfId-1051798]
 [bookmark: pgfId-1051799]Example:
 [bookmark: pgfId-1051800]switch(config)# show running-configuration igmp
  
         	[bookmark: pgfId-1051802](Optional) Shows the running-configuration information, including flush-routes command lines.
  
        
 
         
         	[bookmark: pgfId-1051804]Step 5
  
         	[bookmark: pgfId-1051806]copy running-config startup-config
 [bookmark: pgfId-1051807]
 [bookmark: pgfId-1051808]Example:
 [bookmark: pgfId-1051809]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1051811](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1051814][bookmark: 35875]Verifying the IGMP Configuration
 
    [bookmark: pgfId-1051815]To display the IGMP configuration information, perform one of the following tasks:
 
    [bookmark: pgfId-1051833]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1051818]Command 
         
  
        	 
          
          [bookmark: pgfId-1051820]Purpose 
         
  
       
 
        
        	[bookmark: pgfId-1051822]show ip igmp interface [bookmark: marker-1059651][interface] [vrf vrf-name | all] [brief]
  
        	[bookmark: pgfId-1051824]Displays IGMP information about all interfaces or a selected interface, the default VRF, a selected VRF, or all VRFs. If IGMP is in vPC mode. Use this command to display vPC statistics.
  
       
 
        
        	[bookmark: pgfId-1060114]show ip igmp[bookmark: marker-1060113] groups [group | interface] [vrf vrf-name | all]
  
        	[bookmark: pgfId-1060116]Displays the IGMP attached group membership for a group or interface, the default VRF, a selected VRF, or all VRFs.
  
       
 
        
        	[bookmark: pgfId-1051826]show ip igmp[bookmark: marker-1059652] route [group | interface] [vrf vrf-name | all]
  
        	[bookmark: pgfId-1051828]Displays the IGMP attached group membership for a group or interface, the default VRF, a selected VRF, or all VRFs.
  
       
 
        
        	[bookmark: pgfId-1062134]show ip igmp[bookmark: marker-1062133] local-groups
  
        	[bookmark: pgfId-1062136]Displays the IGMP local group membership.
  
       
 
        
        	[bookmark: pgfId-1064294]show running-configuration igmp[bookmark: marker-1064293]
  
        	[bookmark: pgfId-1064296]Displays the IGMP running-configuration information.
  
       
 
        
        	[bookmark: pgfId-1051830]show startup-configuration igmp[bookmark: marker-1059653]
  
        	[bookmark: pgfId-1051832]Displays the IGMP startup-configuration information.
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1051836]For detailed information about the fields in the output from these commands, see the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x.
 
   
 
    
     [bookmark: pgfId-1051839][bookmark: 85708]Configuration Examples for IGMP
 
    [bookmark: pgfId-1051840]The following example shows how to configure the [bookmark: marker-1059654]IGMP parameters:
 
     
     [bookmark: pgfId-1051841]config t 
    
 
     
     [bookmark: pgfId-1051842] ip igmp ssm-translate 232.0.0.0/8 10.1.1.1 
    
 
     
     [bookmark: pgfId-1051843] interface ethernet 2/1 
    
 
     
     [bookmark: pgfId-1051844] ip igmp version 3 
    
 
     
     [bookmark: pgfId-1051845] ip igmp join-group 230.0.0.0 
    
 
     
     [bookmark: pgfId-1051846] ip igmp startup-query-interval 25 
    
 
     
     [bookmark: pgfId-1051847] ip igmp startup-query-count 3 
    
 
     
     [bookmark: pgfId-1051848] ip igmp robustness-variable 3 
    
 
     
     [bookmark: pgfId-1051849] ip igmp querier-timeout 300 
    
 
     
     [bookmark: pgfId-1051850] ip igmp query-timeout 300 
    
 
     
     [bookmark: pgfId-1051851] ip igmp query-max-response-time 15 
    
 
     
     [bookmark: pgfId-1051852] ip igmp query-interval 100 
    
 
     
     [bookmark: pgfId-1051853] ip igmp last-member-query-response-time 3 
    
 
     
     [bookmark: pgfId-1051854] ip igmp last-member-query-count 3 
    
 
     
     [bookmark: pgfId-1051855] ip igmp group-timeout 300 
    
 
     
     [bookmark: pgfId-1051856] ip igmp report-link-local-groups 
    
 
     
     [bookmark: pgfId-1051857] ip igmp report-policy my_report_policy 
    
 
     
     [bookmark: pgfId-1051858] ip igmp access-group my_access_policy 
    
 
   
 
    
     [bookmark: pgfId-1051860][bookmark: 54473]Where to Go Next
 
    [bookmark: pgfId-1051861]You can enable the following features that work with PIM and IGMP:
 
     
     	 [bookmark: pgfId-1051865]Chapter 1, “Configuring IGMP Snooping”
 
     	 [bookmark: pgfId-1051869]Chapter 1, “Configuring MSDP”
 
    
 
   
 
    
     [bookmark: pgfId-1069149][bookmark: 54413][bookmark: 92503]Feature History for IGMP
 
    [bookmark: pgfId-1069153]Table 1-5 lists the release history for this feature.
 
    [bookmark: pgfId-1069195]
 
     
      
       
       [bookmark: pgfId-1069161]Table 1-5 [bookmark: 50557]Feature History for IGMP
 
       
       
        
        	 
          
          [bookmark: pgfId-1069167]Feature Name 
         
  
        	 
          
          [bookmark: pgfId-1069169]Releases 
         
  
        	 
          
          [bookmark: pgfId-1069171]Feature Information 
         
  
       
 
        
        	[bookmark: pgfId-1069174]vPC
  
        	[bookmark: pgfId-1069176]4.1(3)
  
        	[bookmark: pgfId-1069182]Displays vPC statistics with the show ip igmp interface command. 
 [bookmark: pgfId-1069529]The following section provides information about this feature:
 
          
          	 [bookmark: pgfId-1069183]“Verifying the IGMP Configuration” section
 
         
  
       
 
        
        	[bookmark: pgfId-1069187]Immediate Leave
  
        	[bookmark: pgfId-1069189]4.1(3)
  
        	[bookmark: pgfId-1069602]Minimizes the leave latency of IGMPv2 or MLDv1 group memberships on a given IGMP or MLD interface because the device does not send group-specific queries. 
 
         
  
       
 
       
     
 
    
 
   
 
  
  
   
   
    
     [bookmark: pgfId-1050709][bookmark: 83606]Configuring MLD 
      
      
 
     
 
 
    [bookmark: pgfId-1051082]This chapter describes how to configure the Multicast Listener Discovery (MLD) on Cisco NX-OS devices for IPv6 networks.
 
    [bookmark: pgfId-1052029][bookmark: 37651]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1052033]Information About MLD
 
     	 [bookmark: pgfId-1055218]Licensing Requirements for MLD
 
     	 [bookmark: pgfId-1055222]Prerequisites for MLD
 
     	 [bookmark: pgfId-1075213]Guidelines and Limitations for MLD
 
     	 [bookmark: pgfId-1074824]Default Settings for MLD
 
     	 [bookmark: pgfId-1055227]Configuring MLD Parameters
 
     	 [bookmark: pgfId-1052053]Verifying the MLD Configuration
 
     	 [bookmark: pgfId-1052057]Configuration Example for MLD Example Configuration
 
     	 [bookmark: pgfId-1052061]Where to Go Next
 
     	 [bookmark: pgfId-1052069]Additional References
 
     	 [bookmark: pgfId-1069897]Feature History for MLD
 
    
 
   
 
    
     [bookmark: pgfId-1052071][bookmark: 28738]Information About MLD
 
    [bookmark: pgfId-1052072]MLD[bookmark: marker-1059656] is an IPv6 protocol that a host uses to request multicast data for a particular group. Using the information obtained through MLD, the software maintains a list of multicast group or channel memberships on a per-interface basis. The devices that receive MLD packets send the multicast data that they receive for requested groups or channels out the network segment of the known receivers.
 
    [bookmark: pgfId-1052073]MLDv1 is derived from IGMPv2, and MLDv2 is derived from IGMPv3. IGMP uses IP Protocol 2 message types, while MLD uses IP Protocol 58 message types, which is a subset of the ICMPv6 messages.
 
    [bookmark: pgfId-1052074]The MLD process is started automatically on the device. You cannot [bookmark: marker-1059657]enable MLD manually on an interface. MLD is automatically enabled when you perform one of the following configuration tasks on an interface:
 
     
     	 [bookmark: pgfId-1052075]Enable PIM6
 
     	 [bookmark: pgfId-1052076]Statically bind a local multicast group
 
     	 [bookmark: pgfId-1052077]Enable link-local group reports
 
    
 
    [bookmark: pgfId-1052078]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1052082]MLD Versions
 
     	 [bookmark: pgfId-1052086]MLD Basics
 
     	 [bookmark: pgfId-1052090]Virtualization Support
 
    
 
     
      [bookmark: pgfId-1052092][bookmark: 46420]MLD Versions
 
     [bookmark: pgfId-1052093]The device supports [bookmark: marker-1059659]MLDv1 and MLDv2. MLDv2 supports MLDv1 listener reports.
 
     [bookmark: pgfId-1052094]By default, the software enables MLDv2 when it starts the MLD process. You can enable MLDv1 on interfaces where you want only its capabilities.
 
     [bookmark: pgfId-1052095][bookmark: marker-1059660]MLDv2 includes the following key changes from MLDv1:
 
      
      	 [bookmark: pgfId-1052096]Support for Source-Specific Multicast (SSM), which builds shortest path trees from each receiver to the source, through the following features:
 
     
 
     [bookmark: pgfId-1052097] – Host messages that can specify both the group and the source.
 
     [bookmark: pgfId-1052098] – The multicast state that is maintained for groups and sources, not just for groups as in MLDv1.
 
      
      	 [bookmark: pgfId-1055290]Hosts no longer perform report suppression, which means that hosts always send MLD listener reports when an MLD query message is received.
 
     
 
     [bookmark: pgfId-1055293]For detailed information about MLDv1, see RFC 2710. For detailed information about MLDv2, see RFC 3810.
 
    
 
     
      [bookmark: pgfId-1052105][bookmark: 38962]MLD Basics
 
     [bookmark: pgfId-1052109]The basic MLD process of a router that discovers multicast hosts is shown in Figure 1-1. Hosts 1, 2, and 3 send unsolicited [bookmark: marker-1059661]MLD listener report messages to initiate receiving multicast data for a group or channel.
 
     [bookmark: pgfId-1052111]Figure 1-1 [bookmark: 97260]MLD Query-Response Process
 
     [bookmark: pgfId-1052115]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1052119]In Figure 1-1, router A, which is the [bookmark: marker-1059701]MLD designated querier on the subnet, sends a general query message to the link-scope all-nodes multicast address FF02::1 periodically to discover what multicast groups hosts want to receive. The group-specific query is used to discover whether a specific group is requested by any hosts. You can configure the [bookmark: marker-1059702]group membership timeout value that the router uses to determine that no members of a group or source exist on the subnet. For more information about configuring the MLD parameters, see the “Configuring MLD Interface Parameters” section.
 
     [bookmark: pgfId-1052126]In Figure 1-1, host 1’s listener report is suppressed, and host 2 sends its listener report for group FFFE:FFFF:90::1 first. Host 1 receives the report from host 2. Because only one listener report per group needs to be sent to the router, other hosts suppress their reports to reduce network traffic. Each host waits for a random time interval to avoid sending reports at the same time. You can configure the [bookmark: marker-1059703]query maximum response time parameter to control the interval in which hosts randomize their responses.
 
      
       
     
 
     
 
     [bookmark: pgfId-1052127]Note MLDv1 membership report suppression occurs only on hosts that are connected to the same port.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1052131]In Figure 1-2, router A sends the MLDv2 group-and-source-specific query to the LAN. Hosts 2 and 3 respond to the query with listener reports that indicate that they want to receive data from the advertised group and source. This MLDv2 feature supports [bookmark: marker-1059704]SSM. For information about configuring [bookmark: marker-1059707]SSM translation to support SSM for MLDv1 hosts, see the “Configuring an MLD SSM Translation” section.
 
      
       
     
 
     
 
     [bookmark: pgfId-1052136]Note In MLDv2, all hosts respond to queries.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1052138]Figure 1-2 [bookmark: 87581]MLDv2 Group-and-Source-Specific Query
 
     [bookmark: pgfId-1052142]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1052143]The software elects a router as the [bookmark: marker-1059708]MLD querier on a subnet if it has the lowest IP address. As long as a router continues to receive query messages from a router with a lower IP address, it remains a nonquerier and resets a timer that is based on its querier timeout value. If the querier timer of a router expires, it becomes the designated querier. If that router later receives a host query message from a router with a lower IP address, it drops its role as the designated querier and sets its querier timer again.
 
     [bookmark: pgfId-1052144]Messages sent by the designated querier have a time-to-live ([bookmark: marker-1059709]TTL) value of 1, which means that the messages are not forwarded by the directly connected routers on the subnet, and you can configure the [bookmark: marker-1059710]frequency and number of query messages sent specifically for MLD startup. You can configure a short query interval at startup so that the group state is established as quickly as possible. Although usually unnecessary, you can tune the query interval used after startup to a value that balances responsiveness to host group membership and the traffic created on the network.
 
      
       
     
 
     
 
      
      [bookmark: pgfId-1052145] 
      Caution If you change the query interval, you can severely impact multicast forwarding in your network. 
       
       
 
      
 
     
 
     [bookmark: pgfId-1052146]When a multicast host leaves a group, it should send a done message for MLDv1, or a listener report that excludes the group to the link-scope all-routers multicast address FF02::2. To check if this host is the last host to leave the group, the software sends an MLD query message and starts a timer that you can configure called the [bookmark: marker-1059711]last member query response interval. If no reports are received before the timer expires, the software removes the group state. The router continues to send multicast traffic for a group until its state is removed.
 
     [bookmark: pgfId-1052147]You can configure a [bookmark: marker-1059712]robustness value to compensate for the packet loss on a congested network. The robustness value is used by the MLD software to determine the number of times to send messages.
 
     [bookmark: pgfId-1052148]Link local addresses in the range FF02::0/16 have link scope, as defined by the Internet Assigned Numbers Authority (IANA). Network protocols on a local network segment use these addresses; routers do not forward these addresses because they have a TTL of 1. By default, the MLD process sends listener reports only for nonlink local addresses, but you can configure the software to send [bookmark: marker-1059713]reports for link local addresses.
 
     [bookmark: pgfId-1052151]For more information about configuring the MLD parameters, see the “Configuring MLD Interface Parameters” section.
 
    
 
     
      [bookmark: pgfId-1052154][bookmark: 62175]Virtualization Support
 
     [bookmark: pgfId-1052155]A virtual device context ([bookmark: marker-1059714]VDC) is a logical representation of a set of system resources. Within each VDC, you can define multiple virtual routing and forwarding (VRF) instances. One MLD process can run per VDC. The MLD process supports all VRFs in that VDC.
 
     [bookmark: pgfId-1052156]You can use the show commands with a VRF argument to provide a context for the information displayed. The default VRF is used if no VRF argument is supplied.
 
     [bookmark: pgfId-1052159]For information about configuring VDCs, see the Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2.
 
     [bookmark: pgfId-1052163]For information about configuring VRFs, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
 
    
 
   
 
    
     [bookmark: pgfId-1052166][bookmark: 92994]Licensing Requirements for MLD
 
    [bookmark: pgfId-1055463]The following table shows the [bookmark: marker-1059715]licensing requirements for this feature:
 
    [bookmark: pgfId-1055484]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1055466]Product 
         
  
        	 
          
          [bookmark: pgfId-1055468]License Requirement 
         
  
       
 
        
        	[bookmark: pgfId-1055478]Cisco NX-OS
  
        	[bookmark: pgfId-1055480]MLD requires no license. Any feature not included in a license package is bundled with the Cisco NX-OS system images and is provided at no extra charge to you. For a complete explanation of the Cisco NX-OS licensing scheme, see the Cisco NX-OS Licensing Guide.
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1052172][bookmark: 83588]Prerequisites for MLD
 
    [bookmark: pgfId-1052173]MLD has the following [bookmark: marker-1059716]prerequisites:
 
     
     	 [bookmark: pgfId-1052174]You are logged onto the device.
 
     	 [bookmark: pgfId-1052175]You are in the correct virtual device context (VDC). A VDC is a logical representation of a set of system resources. You can use the  switchto vdc command with a VDC number.
 
     	 [bookmark: pgfId-1052176]For global configuration commands, you are in the correct virtual routing and forwarding (VRF) mode. The default configuration mode shown in the examples in this chapter applies to the default VRF.
 
    
 
   
 
    
     [bookmark: pgfId-1075185][bookmark: 62266]Guidelines and Limitations for MLD
 
    [bookmark: pgfId-1075186]MLD has the following guidelines and limitations:
 
     
     	 [bookmark: pgfId-1075147]You must disable IGMP optimized multicast forwarding (OMF) for IPv6 multicast networks that require multicast forwarding over a layer 2 network.
 
    
 
   
 
    
     [bookmark: pgfId-1074612][bookmark: 62049]Default Settings for MLD
 
    [bookmark: pgfId-1074620]Table 1-1 lists the [bookmark: marker-1074618]default [bookmark: marker-1074619]settings for MLD parameters.
 
    [bookmark: pgfId-1074686]
 
     
      
       
       [bookmark: pgfId-1074627]Table 1-1 Default MLD Parameters 
 
       
       
        
        	 
          
          [bookmark: pgfId-1074631]Parameters 
         
  
        	 
          
          [bookmark: pgfId-1074633]Default 
         
  
       
 
        
        	[bookmark: pgfId-1074635]MLD version
  
        	[bookmark: pgfId-1074637]2
  
       
 
        
        	[bookmark: pgfId-1074639]Startup query interval
  
        	[bookmark: pgfId-1074641]30 seconds
  
       
 
        
        	[bookmark: pgfId-1074643]Startup query count
  
        	[bookmark: pgfId-1074645]2
  
       
 
        
        	[bookmark: pgfId-1074647]Robustness value
  
        	[bookmark: pgfId-1074649]2
  
       
 
        
        	[bookmark: pgfId-1074651]Querier timeout
  
        	[bookmark: pgfId-1074653]255 seconds
  
       
 
        
        	[bookmark: pgfId-1074655]Query timeout
  
        	[bookmark: pgfId-1074657]255 seconds
  
       
 
        
        	[bookmark: pgfId-1074659]Query max response time
  
        	[bookmark: pgfId-1074661]10 seconds
  
       
 
        
        	[bookmark: pgfId-1074663]Query interval
  
        	[bookmark: pgfId-1074665]125 seconds
  
       
 
        
        	[bookmark: pgfId-1074667]Last member query response interval
  
        	[bookmark: pgfId-1074669]1 second
  
       
 
        
        	[bookmark: pgfId-1074671]Last member query count
  
        	[bookmark: pgfId-1074673]2
  
       
 
        
        	[bookmark: pgfId-1074675]Group membership timeout
  
        	[bookmark: pgfId-1074677]260 seconds
  
       
 
        
        	[bookmark: pgfId-1074679]Report link local multicast groups
  
        	[bookmark: pgfId-1074681]Disabled
  
       
 
        
        	[bookmark: pgfId-1074683]Immediate leave
  
        	[bookmark: pgfId-1074685]Disabled
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1052185][bookmark: 23553]Configuring MLD Parameters
 
    [bookmark: pgfId-1052186]You can configure the MLD global and interface [bookmark: MLD]parameters to affect the operation of the MLD process. 
 
     
      
    
 
    
 
    [bookmark: pgfId-1052187]Note Before you can access the MLD commands, you must enable the MLD feature.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1052188]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1052192]Configuring MLD Interface Parameters
 
     	 [bookmark: pgfId-1052196]Configuring an MLD SSM Translation
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1052197]Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS commands for this feature might differ from the Cisco IOS commands that you would use.
 
     
     
 
    
 
    
 
     
      [bookmark: pgfId-1052199][bookmark: 69140]Configuring MLD Interface Parameters
 
     [bookmark: pgfId-1052203]You can configure the optional MLD interface parameters described in Table 1-2.
 
     [bookmark: pgfId-1052293]
 
      
       
        
        [bookmark: pgfId-1052210]Table 1-2 [bookmark: 27716]MLD Interface Parameters 
 
        
        
         
         	 
           
           [bookmark: pgfId-1052214]Parameter 
          
  
         	 
           
           [bookmark: pgfId-1052216]Description 
          
  
        
 
         
         	[bookmark: pgfId-1052218][bookmark: marker-1059717]MLD version
  
         	[bookmark: pgfId-1052220]MLD version that is enabled on the interface. MLDv2 supports MLDv1. The MLD version can be 1 or 2. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1052222][bookmark: marker-1059718]Static multicast groups
  
         	[bookmark: pgfId-1052224]Multicast groups that are statically bound to the interface. You can configure the groups to join the interface with the (*, G) state or specify a source IP to join with the (S, G) state. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command.
 [bookmark: pgfId-1052225]Note Although you can configure the (S, G) state, the source tree is built only if you enable MLDv2. For information about SSM translation, see the “Configuring an MLD SSM Translation” section.
 [bookmark: pgfId-1052229]You can configure a multicast group on all the multicast-capable routers on the network so that pinging the group causes all the routers to respond.
  
        
 
         
         	[bookmark: pgfId-1052231][bookmark: marker-1059719]Static multicast groups on OIF
  
         	[bookmark: pgfId-1052233]Multicast groups that are statically bound to the output interface. You can configure the groups to join the output interface with the (*, G) state or specify a source IP to join with the (S, G) state. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command.
 [bookmark: pgfId-1052234]Note Although you can configure the (S, G) state, the source tree is built only if you enable MLDv2. For information about SSM translation, see the “Configuring an MLD SSM Translation” section.
  
        
 
         
         	[bookmark: pgfId-1052239][bookmark: marker-1059720]Startup query interval
  
         	[bookmark: pgfId-1052241]Startup query interval. By default, this interval is shorter than the query interval so that the software can establish the group state as quickly as possible. Values range from 1 to 18,000 seconds. The default is 30 seconds.
  
        
 
         
         	[bookmark: pgfId-1052243][bookmark: marker-1059721]Startup query count
  
         	[bookmark: pgfId-1052245]Number of queries sent at startup that are separated by the startup query interval. Values range from 1 to 10. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1052247][bookmark: marker-1059722]Robustness value
  
         	[bookmark: pgfId-1052249]Robustness variable that you can tune to reflect expected packet loss on a congested network. You can increase the robustness variable to increase the number of times that packets are resent. Values range from 1 to 7. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1052251][bookmark: marker-1059723]Querier timeout
  
         	[bookmark: pgfId-1052253]Number of seconds that the software waits after the previous querier has stopped querying and before it takes over as the querier. Values range from 1 to 65,535 seconds. The default is 255 seconds.
  
        
 
         
         	[bookmark: pgfId-1052255][bookmark: marker-1059724]Query max response time
  
         	[bookmark: pgfId-1052257]Maximum response time advertised in MLD queries. You can tune the burstiness of MLD messages on the network by setting a larger value so that host responses are spread out over a longer time. This value must be less than the query interval. Values range from 1 to 25 seconds. The default is 10 seconds.
  
        
 
         
         	[bookmark: pgfId-1052259][bookmark: marker-1059725]Query interval
  
         	[bookmark: pgfId-1052261]Frequency at which the software sends MLD host query messages. You can tune the number of MLD messages on the network by setting a larger value so that the software sends MLD queries less often. Values range from 1 to 18,000 seconds. The default is 125 seconds.
  
        
 
         
         	[bookmark: pgfId-1052263][bookmark: marker-1059726]Last member query response interval
  
         	[bookmark: pgfId-1052265]Query interval for response to an MLD query that the software sends after receiving a host leave message from the last known active host on the subnet. If no reports are received in the interval, the group state is deleted. You can use this value to tune how quickly the software stops transmitting on the subnet. The software can detect the loss of the last member of a group or source more quickly when the values are smaller. Values range from 1 to 25 seconds. The default is 1 second.
  
        
 
         
         	[bookmark: pgfId-1052267][bookmark: marker-1059727]Last member query count
  
         	[bookmark: pgfId-1052269]Number of times that the software sends an MLD query, separated by the last member query response interval, in response to a host leave message from the last known active host on the subnet. Values range from 1 to 5. The default is 2.
 
           
            
          
 
          
 
           
           [bookmark: pgfId-1052270]Caution Setting this value to 1 means that a missed packet in either direction causes the software to remove the multicast state from the queried group or channel. The software can wait until the next query interval before the group is added again. 
            
            
 
           
 
          
  
        
 
         
         	[bookmark: pgfId-1052272][bookmark: marker-1059728]Group membership timeout
  
         	[bookmark: pgfId-1052274]Group membership interval that must pass before the router decides that no members of a group or source exist on the network. Values range from 3 to 65,535 seconds. The default is 260 seconds.
  
        
 
         
         	[bookmark: pgfId-1052276][bookmark: marker-1059729]Report link local multicast groups
  
         	[bookmark: pgfId-1052278]Option that enables sending reports for groups in FF02::0/16. Link local addresses are used only by protocols on the local network. Reports are always sent for nonlink local groups. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1052280][bookmark: marker-1059730]Report policy
  
         	[bookmark: pgfId-1052288]Access policy for MLD reports that is based on a route-map policy1.
  
        
 
         
         	[bookmark: pgfId-1052290][bookmark: marker-1059731]Access groups
  
         	[bookmark: pgfId-1052292]Option that configures a route-map policy1 to control the multicast groups that hosts on the subnet serviced by an interface can join.
  
        
 
         
         	[bookmark: pgfId-1068389][bookmark: marker-1068388]Immediate leave
  
         	[bookmark: pgfId-1068391]Option that minimizes the leave latency of MLDv1 group memberships on a given MLD interface because the device does not send group-specific queries. When immediate leave is enabled, the device will remove the group entry from the multicast routing table immediately upon receiving a leave message for the group. The default is disabled.
 [bookmark: pgfId-1068392]Note Use this command only when there is one receiver behind the interface for a given group.
  
        
 
        
      
 
     
 
      
       
        
        	 1.[bookmark: pgfId-1052287]To configure route-map policies, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
  
       
 
       
     
 
     [bookmark: pgfId-1070354]For information about configuring multicast route maps, see the “Configuring Route Maps to Control RP Information Distribution” section.
 
    
 
     
      [bookmark: pgfId-1052294]SUMMARY STEPS
 
     [bookmark: pgfId-1052298] 1. config t
 
     [bookmark: pgfId-1052299] 2. interface interface
 
     [bookmark: pgfId-1071084] 3. ipv6 mld version value
 
     [bookmark: pgfId-1071085]ipv6 mld join-group {group [source source] | route-map policy-name}
 
     [bookmark: pgfId-1071086]ipv6 mld static-oif {group [source source] | route-map policy-name}
 
     [bookmark: pgfId-1071081]ipv6 mld startup-query-interval seconds
 
     [bookmark: pgfId-1052304]ipv6 mld startup-query-count count
 
     [bookmark: pgfId-1052305]ipv6 mld robustness-variable value
 
     [bookmark: pgfId-1052306]ipv6 mld querier-timeout seconds
 
     [bookmark: pgfId-1052307]ipv6 mld query-timeout seconds
 
     [bookmark: pgfId-1052308]ipv6 mld query-max-response-time seconds
 
     [bookmark: pgfId-1052309]ipv6 mld query-interval interval
 
     [bookmark: pgfId-1052310]ipv6 mld last-member-query-response-time seconds
 
     [bookmark: pgfId-1052311]ipv6 mld last-member-query-count count
 
     [bookmark: pgfId-1052312]ipv6 mld group-timeout seconds
 
     [bookmark: pgfId-1052313]ipv6 mld report-link-local-groups
 
     [bookmark: pgfId-1052314]ipv6 mld report-policy policy
 
     [bookmark: pgfId-1068418]ipv6 mld access-group policy
 
     [bookmark: pgfId-1068426]ipv6 mld immediate-leave
 
     [bookmark: pgfId-1052316] 4. (Optional) show ipv6 mld interface [interface] [vrf vrf-name | all] [brief]
 
     [bookmark: pgfId-1052317] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1052318]DETAILED STEPS
 
     [bookmark: pgfId-1052520]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1052328] 
          
  
         	 
           
           [bookmark: pgfId-1052330]Command 
          
  
         	 
           
           [bookmark: pgfId-1052332]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1052334]Step 1
  
         	[bookmark: pgfId-1052336]config t
 [bookmark: pgfId-1052337]
 [bookmark: pgfId-1052338]Example:
 [bookmark: pgfId-1052339]switch# config t
 [bookmark: pgfId-1052340]switch(config)#
  
         	[bookmark: pgfId-1052342]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1052344]Step 2
  
         	[bookmark: pgfId-1052346]interface interface
 [bookmark: pgfId-1052347]
 [bookmark: pgfId-1052348]Example:
 [bookmark: pgfId-1052349]switch(config)# interface ethernet 2/1
 [bookmark: pgfId-1052350]switch(config-if)# 
  
         	[bookmark: pgfId-1052352]Enters interface mode on the interface type and number, such as ethernet slot/port.
  
        
 
         
         	[bookmark: pgfId-1052354]Step 3
  
         	[bookmark: pgfId-1052356][bookmark: marker-1059732]ipv6 mld version value
 [bookmark: pgfId-1052357]
 [bookmark: pgfId-1052358]Example:
 [bookmark: pgfId-1052359]switch(config-if)# ipv6 mld version 2
  
         	[bookmark: pgfId-1052361]Sets the MLD version to the value specified. Values can be 1 or 2. The default is 2.
 [bookmark: pgfId-1052362]The no form of the command sets the version to 2.
  
        
 
         
         	[bookmark: pgfId-1052364]
  
         	[bookmark: pgfId-1071075][bookmark: marker-1071074]ipv6 mld join-group {group [source source] | route-map policy-name}
 [bookmark: pgfId-1071076]
 [bookmark: pgfId-1052368]Example:
 [bookmark: pgfId-1052369]switch(config-if)# ipv6 mld join-group FFFE::1
  
         	[bookmark: pgfId-1052371]Statically binds a multicast group to the interface. If you specify only the group address, the (*, G) state is created. If you specify the source address, the (S, G) state is created. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command.
 [bookmark: pgfId-1052372]Note A source tree is built for the (S, G) state only if you enable MLDv2.
 
           
            
          
 
          
 
           
           [bookmark: pgfId-1052373]Caution The device CPU must handle the traffic generated by using this command. 
            
            
 
           
 
          
  
        
 
         
         	[bookmark: pgfId-1052375]
  
         	[bookmark: pgfId-1052377][bookmark: marker-1059734]ipv6 mld static-oif {group [source source] | route-map policy-name}
 [bookmark: pgfId-1052378]
 [bookmark: pgfId-1052379]Example:
 [bookmark: pgfId-1052380]switch(config-if)# ipv6 mld static-oif FFFE::1
  
         	[bookmark: pgfId-1052382]Statically binds a multicast group to the outgoing interface, which is handled by the device hardware. If you specify only the group address, the (*, G) state is created. If you specify the source address, the (S, G) state is created. You can specify a route-map policy name that lists the group prefixes, group ranges, and source prefixes to use with the match ip multicast command.
 [bookmark: pgfId-1052383]Note A source tree is built for the (S, G) state only if you enable MLDv2.
  
        
 
         
         	[bookmark: pgfId-1052385]
  
         	[bookmark: pgfId-1052387][bookmark: marker-1059735]ipv6 mld startup-query-interval seconds
 [bookmark: pgfId-1052388]
 [bookmark: pgfId-1052389]Example:
 [bookmark: pgfId-1052390]switch(config-if)# ipv6 mld startup-query-interval 25
  
         	[bookmark: pgfId-1052392]Sets the query interval used when the software starts up. Values can range from 1 to 18,000 seconds. The default is 31 seconds.
  
        
 
         
         	[bookmark: pgfId-1052394]
  
         	[bookmark: pgfId-1052396][bookmark: marker-1059736]ipv6 mld startup-query-count count
 [bookmark: pgfId-1052397]
 [bookmark: pgfId-1052398]Example:
 [bookmark: pgfId-1052399]switch(config-if)# ipv6 mld startup-query-count 3
  
         	[bookmark: pgfId-1052401]Sets the query count used when the software starts up. Values can range from 1 to 10. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1052403]
  
         	[bookmark: pgfId-1052405][bookmark: marker-1059737]ipv6 mld robustness-variable value
 [bookmark: pgfId-1052406]
 [bookmark: pgfId-1052407]Example:
 [bookmark: pgfId-1052408]switch(config-if)# ipv6 mld robustness-variable 3
  
         	[bookmark: pgfId-1052410]Sets the robustness variable. You can use a larger value for a lossy network. Values can range from 1 to 7. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1052412]
  
         	[bookmark: pgfId-1052414][bookmark: marker-1059738]ipv6 mld querier-timeout seconds
 [bookmark: pgfId-1052415]
 [bookmark: pgfId-1052416]Example:
 [bookmark: pgfId-1052417]switch(config-if)# ipv6 mld querier-timeout 300
  
         	[bookmark: pgfId-1052419]Sets the querier timeout that the software uses when deciding to take over as the querier. Values can range from 1 to 65,535 seconds. The default is 255 seconds.
  
        
 
         
         	[bookmark: pgfId-1052421]
  
         	[bookmark: pgfId-1052423][bookmark: marker-1059739]ipv6 mld query-timeout seconds
 [bookmark: pgfId-1052424]
 [bookmark: pgfId-1052425]Example:
 [bookmark: pgfId-1052426]switch(config-if)# ipv6 mld query-timeout 300
  
         	[bookmark: pgfId-1052428]Sets the query timeout that the software uses when deciding to take over as the querier. Values can range from 1 to 65,535 seconds. The default is 255 seconds.
 command.
  
        
 
         
         	[bookmark: pgfId-1052431]
  
         	[bookmark: pgfId-1052433][bookmark: marker-1059740]ipv6 mld query-max-response-time seconds
 [bookmark: pgfId-1052434]
 [bookmark: pgfId-1052435]Example:
 [bookmark: pgfId-1052436]switch(config-if)# ipv6 mld query-max-response-time 15
  
         	[bookmark: pgfId-1052438]Sets the response time advertised in MLD queries. Values can range from 1 to 25 seconds. The default is 10 seconds.
  
        
 
         
         	[bookmark: pgfId-1052440]
  
         	[bookmark: pgfId-1052442][bookmark: marker-1059741]ipv6 mld query-interval interval
 [bookmark: pgfId-1052443]
 [bookmark: pgfId-1052444]Example:
 [bookmark: pgfId-1052445]switch(config-if)# ipv6 mld query-interval 100
  
         	[bookmark: pgfId-1052447]Sets the frequency at which the software sends MLD host query messages. Values can range from 1 to 18,000 seconds. The default is 125 seconds.
  
        
 
         
         	[bookmark: pgfId-1052449]
  
         	[bookmark: pgfId-1052451][bookmark: marker-1059742]ipv6 mld last-member-query-response-time seconds
 [bookmark: pgfId-1052452]
 [bookmark: pgfId-1052453]Example:
 [bookmark: pgfId-1052454]switch(config-if)# ipv6 mld last-member-query-response-time 3
  
         	[bookmark: pgfId-1052456]Sets the query interval waited after sending membership reports before the software deletes the group state. Values can range from 1 to 25 seconds. The default is 1 second.
  
        
 
         
         	[bookmark: pgfId-1052458]
  
         	[bookmark: pgfId-1052460][bookmark: marker-1059743]ipv6 mld last-member-query-count count
 [bookmark: pgfId-1052461]
 [bookmark: pgfId-1052462]Example:
 [bookmark: pgfId-1052463]switch(config-if)# ipv6 mld last-member-query-count 3
  
         	[bookmark: pgfId-1052465]Sets the number of times that the software sends an MLD query in response to a host leave message. Values can range from 1 to 5. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1052467]
  
         	[bookmark: pgfId-1052469][bookmark: marker-1059744]ipv6 mld group-timeout seconds
 [bookmark: pgfId-1052470]
 [bookmark: pgfId-1052471]Example:
 [bookmark: pgfId-1052472]switch(config-if)# ipv6 mld group-timeout 300
  
         	[bookmark: pgfId-1052474]Sets the group membership timeout for MLDv2. Values can range from 3 to 65,535 seconds. The default is 260 seconds.
  
        
 
         
         	[bookmark: pgfId-1052476]
  
         	[bookmark: pgfId-1052478][bookmark: marker-1059745]ipv6 mld report-link-local-groups
 [bookmark: pgfId-1052479]
 [bookmark: pgfId-1052480]Example:
 [bookmark: pgfId-1052481]switch(config-if)# ipv6 mld report-link-local-groups
  
         	[bookmark: pgfId-1052483]Enables sending reports for groups in 224.0.0.0/24. Reports are always sent for nonlink local groups. By default, reports are not sent for link local groups.
  
        
 
         
         	[bookmark: pgfId-1052485]
  
         	[bookmark: pgfId-1052487]ipv6 mld report-policy[bookmark: marker-1059746] policy
 [bookmark: pgfId-1052488]
 [bookmark: pgfId-1052489]Example:
 [bookmark: pgfId-1052490]switch(config-if)# ipv6 mld report-policy my_report_policy
  
         	[bookmark: pgfId-1052492]Configures an access policy for MLD reports that is based on a route-map policy.
  
        
 
         
         	[bookmark: pgfId-1052494]
  
         	[bookmark: pgfId-1052496]ipv6 mld access-group[bookmark: marker-1059747] policy
 [bookmark: pgfId-1052497]
 [bookmark: pgfId-1052498]Example:
 [bookmark: pgfId-1052499]switch(config-if)# ipv6 mld access-group my_access_policy
  
         	[bookmark: pgfId-1052501]Configures a route-map policy to control the multicast groups that hosts on the subnet serviced by an interface can join.
  
        
 
         
         	[bookmark: pgfId-1068436]
  
         	[bookmark: pgfId-1068439]ipv6 mld immediate-leave[bookmark: marker-1068438]
 [bookmark: pgfId-1068440]
 [bookmark: pgfId-1068441]Example:
 [bookmark: pgfId-1068442]switch(config-if)# ipv6 mld immediate-leave
  
         	[bookmark: pgfId-1068444]Enables the device to remove the group entry from the multicast routing table immediately upon receiving a leave message for the group. Use this command to mnimize the leave latency of MLDv1 group memberships on a given MLD interface because the device does not send group-specific queries. The default is disabled.
 [bookmark: pgfId-1068445]Note Use this command only when there is one receiver behind the interface for a given group.
  
        
 
         
         	[bookmark: pgfId-1052503]Step 4
  
         	[bookmark: pgfId-1052505]show ipv6 mld interface [bookmark: marker-1059748][interface] [vrf vrf-name | all] [brief]
 [bookmark: pgfId-1052506]
 [bookmark: pgfId-1052507]Example:
 [bookmark: pgfId-1052508]switch(config)# show ipv6 mld interface
  
         	[bookmark: pgfId-1052510](Optional) Displays MLD information about the interface.
  
        
 
         
         	[bookmark: pgfId-1052512]Step 5
  
         	[bookmark: pgfId-1052514]copy running-config startup-config
 [bookmark: pgfId-1052515]
 [bookmark: pgfId-1052516]Example:
 [bookmark: pgfId-1052517]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1052519](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1052522][bookmark: 69880]Configuring an MLD SSM Translation
 
     [bookmark: pgfId-1052523]You can configure an [bookmark: marker-1059749]SSM [bookmark: marker-1059750]translation to provide SSM support when the router receives MLDv1 listener reports. Only MLDv2 provides the capability to specify group and source addresses in listener reports. By default, the group prefix range is FF3x/96. To modify the PIM SSM range, see the “Configuring SSM” section.
 
     [bookmark: pgfId-1052530]Table 1-3 lists the example SSM translations.
 
     [bookmark: pgfId-1052560]
 
      
       
        
        [bookmark: pgfId-1052537]Table 1-3 [bookmark: 84673]Example SSM Translations 
 
        
        
         
         	 
           
           [bookmark: pgfId-1052541]Group Prefix 
          
  
         	 
           
           [bookmark: pgfId-1052543]Source Address 
          
  
        
 
         
         	[bookmark: pgfId-1052545]FF30::0/16
  
         	[bookmark: pgfId-1052547]2001:0DB8:0:ABCD::1
  
        
 
         
         	[bookmark: pgfId-1052549]FF30::0/16
  
         	[bookmark: pgfId-1052551]2001:0DB8:0:ABCD::2
  
        
 
         
         	[bookmark: pgfId-1052553]FF30:30::0/24
  
         	[bookmark: pgfId-1052555]2001:0DB8:0:ABCD::3
  
        
 
         
         	[bookmark: pgfId-1052557]FF32:40::0/24
  
         	[bookmark: pgfId-1052559]2001:0DB8:0:ABCD::4
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1052564]Table 1-4 shows the resulting M6RIB routes that the MLD process creates when it applies an SSM translation to the MLD v1 listener report. If more than one translation applies, the router creates the (S, G) state for each translation.
 
     [bookmark: pgfId-1052586]
 
      
       
        
        [bookmark: pgfId-1052571]Table 1-4 [bookmark: 23515]Example Result of Applying SSM Translations 
 
        
        
         
         	 
           
           [bookmark: pgfId-1052575]MLDv1 Listener Report 
          
  
         	 
           
           [bookmark: pgfId-1052577]Resulting M6RIB Route 
          
  
        
 
         
         	[bookmark: pgfId-1052579]FF32:40::40
  
         	[bookmark: pgfId-1052581](2001:0DB8:0:ABCD::4, FF32:40::40)
  
        
 
         
         	[bookmark: pgfId-1052583]FF30:10::10
  
         	[bookmark: pgfId-1052585](2001:0DB8:0:ABCD::1, FF30:10::10)
(2001:0DB8:0:ABCD::2, FF30:10::10)
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1052587]SUMMARY STEPS
 
     [bookmark: pgfId-1052591] 1. config t
 
     [bookmark: pgfId-1052592] 2. ipv6 [icmp] mld ssm-translate group-prefix source-addr
 
     [bookmark: pgfId-1052593] 3. (Optional) show running-configuration ssm-translate
 
     [bookmark: pgfId-1052594] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1052595]DETAILED STEPS
 
     [bookmark: pgfId-1052647]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1052605] 
          
  
         	 
           
           [bookmark: pgfId-1052607]Command 
          
  
         	 
           
           [bookmark: pgfId-1052609]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1052611]Step 1
  
         	[bookmark: pgfId-1052613]config t
 [bookmark: pgfId-1052614]
 [bookmark: pgfId-1052615]Example:
 [bookmark: pgfId-1052616]switch# config t
 [bookmark: pgfId-1052617]switch(config)#
  
         	[bookmark: pgfId-1052619]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1052621]Step 2
  
         	[bookmark: pgfId-1052623]ipv6 [bookmark: marker-1059751][icmp] mld ssm-translate group-prefix source-addr
 [bookmark: pgfId-1052624]
 [bookmark: pgfId-1052625]Example:
 [bookmark: pgfId-1052626]switch(config)# ipv6 mld ssm-translate FF30::0/16 2001:0DB8:0:ABCD::1
  
         	[bookmark: pgfId-1052628]Configures the translation of MLDv1 listener reports by the MLD process to create the (S,G) state as if the router had received an MLDv2 listener report.
  
        
 
         
         	[bookmark: pgfId-1052630]Step 3
  
         	[bookmark: pgfId-1052632]show running-configuration ssm-translate
 [bookmark: pgfId-1052633]
 [bookmark: pgfId-1052634]Example:
 [bookmark: pgfId-1052635]switch(config)# show running-configuration ssm-translate
  
         	[bookmark: pgfId-1052637](Optional) Shows ssm-translate configuration lines in the running configuration.
  
        
 
         
         	[bookmark: pgfId-1052639]Step 4
  
         	[bookmark: pgfId-1052641]copy running-config startup-config
 [bookmark: pgfId-1052642]
 [bookmark: pgfId-1052643]Example:
 [bookmark: pgfId-1052644]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1052646](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1052649][bookmark: 63351]Verifying the MLD Configuration
 
    [bookmark: pgfId-1060161]To display the MLD configuration information, perform one of the following tasks:
 
    [bookmark: pgfId-1060182]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1060164]Command 
         
  
        	 
          
          [bookmark: pgfId-1060166]Purpose 
         
  
       
 
        
        	[bookmark: pgfId-1060169]show ipv6 mld interface [bookmark: marker-1060168][interface] [vrf vrf-name | all] [brief]
  
        	[bookmark: pgfId-1060171]Displays MLD information about all interfaces or a selected interface, the default VRF, a selected VRF, or all VRFs.
  
       
 
        
        	[bookmark: pgfId-1060199]show ipv6 mld[bookmark: marker-1060198] groups [group | interface] [vrf vrf-name | all]
  
        	[bookmark: pgfId-1060201]Displays the MLD attached group membership for a group or interface, the default VRF, a selected VRF, or all VRFs.
  
       
 
        
        	[bookmark: pgfId-1060174]show ipv6 mld[bookmark: marker-1060173] route [group | interface] [vrf vrf-name | all]
  
        	[bookmark: pgfId-1060176]Displays the MLD attached group membership for a group or interface, the default VRF, a selected VRF, or all VRFs.
  
       
 
        
        	[bookmark: pgfId-1060179]show ipv6 mld[bookmark: marker-1060178] local-groups
  
        	[bookmark: pgfId-1060181]Displays the MLD local group membership.
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1060185]For detailed information about the fields in the output from these commands, see the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x.
 
   
 
    
     [bookmark: pgfId-1052674][bookmark: 44153]Configuration Example for MLD Example Configuration
 
    [bookmark: pgfId-1052675]The following [bookmark: marker-1059755]example shows how to configure the MLD parameters:
 
     
     [bookmark: pgfId-1052676]config t 
    
 
     
     [bookmark: pgfId-1052677] ipv6 mld ssm-translate FF30::0/16 2001:0DB8:0:ABCD::1 
    
 
     
     [bookmark: pgfId-1052678] interface ethernet 2/1 
    
 
     
     [bookmark: pgfId-1052679] ipv6 mld version 2 
    
 
     
     [bookmark: pgfId-1052680] ipv6 mld join-group FFFE::1 
    
 
     
     [bookmark: pgfId-1052681] ipv6 mld startup-query-interval 25 
    
 
     
     [bookmark: pgfId-1052682] ipv6 mld startup-query-count 3 
    
 
     
     [bookmark: pgfId-1052683] ipv6 mld robustness-variable 3 
    
 
     
     [bookmark: pgfId-1052684] ipv6 mld querier-timeout 300 
    
 
     
     [bookmark: pgfId-1052685] ipv6 mld query-timeout 300 
    
 
     
     [bookmark: pgfId-1052686] ipv6 mld query-max-response-time 15 
    
 
     
     [bookmark: pgfId-1052687] ipv6 mld query-interval 100 
    
 
     
     [bookmark: pgfId-1052688] ipv6 mld last-member-query-response-time 3 
    
 
     
     [bookmark: pgfId-1052689] ipv6 mld last-member-query-count 3 
    
 
     
     [bookmark: pgfId-1052690] ipv6 mld group-timeout 300 
    
 
     
     [bookmark: pgfId-1052691] ipv6 mld report-link-local-groups 
    
 
     
     [bookmark: pgfId-1052692] ipv6 mld report-policy my_report_policy 
    
 
     
     [bookmark: pgfId-1052693] ipv6 mld access-group my_access_policy 
    
 
   
 
    
     [bookmark: pgfId-1052695][bookmark: 60050]Where to Go Next
 
    [bookmark: pgfId-1052696]You can configure the MBGP feature that works with PIM6 and MLD:
 
     
     	 [bookmark: pgfId-1052700]Chapter 1, “Configuring MSDP”
 
    
 
   
 
    
     [bookmark: pgfId-1052858][bookmark: 76566][bookmark: 96108]Additional References
 
    [bookmark: pgfId-1052859]For additional information related to implementing IGMP, see the following sections:
 
     
     	 [bookmark: pgfId-1052863]Related Documents
 
     	 [bookmark: pgfId-1052867]Standards
 
     	 [bookmark: pgfId-1052871] Appendix 1, “IETF RFCs for IP Multicast” 
 
    
 
     
      [bookmark: pgfId-1052896][bookmark: 12973]Related Documents
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1052879]Related Topic 
          
  
         	 
           
           [bookmark: pgfId-1052881]Document Title 
          
  
        
 
         
         	[bookmark: pgfId-1052883]VDCs
  
         	[bookmark: pgfId-1052887]Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2
  
        
 
         
         	[bookmark: pgfId-1052890]CLI commands
  
         	[bookmark: pgfId-1052895]Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1052907][bookmark: 35448]Standards
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1052900]Standards 
          
  
         	 
           
           [bookmark: pgfId-1052902]Title 
          
  
        
 
         
         	[bookmark: pgfId-1052904]No new or modified standards are supported by this feature, and support for existing standards has not been modified by this feature.
  
         	[bookmark: pgfId-1052906]—
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1069725][bookmark: 36742][bookmark: 84887][bookmark: 31694]Feature History for MLD
 
    [bookmark: pgfId-1069729]Table 1-5 lists the release history for this feature.
 
    [bookmark: pgfId-1069771]
 
     
      
       
       [bookmark: pgfId-1069734]Table 1-5 [bookmark: 32434]Feature History for MLD
 
       
       
        
        	 
          
          [bookmark: pgfId-1069740]Feature Name 
         
  
        	 
          
          [bookmark: pgfId-1069742]Releases 
         
  
        	 
          
          [bookmark: pgfId-1069744]Feature Information 
         
  
       
 
        
        	[bookmark: pgfId-1069758]Immediate Leave
  
        	[bookmark: pgfId-1069760]4.1(3)
  
        	[bookmark: pgfId-1069762]Minimizes the leave latency of IGMPv2 or MLDv1 group memberships on a given IGMP or MLD interface because the device does not send group-specific queries. 
 
          
          	 [bookmark: pgfId-1069770]“Configuring MLD Interface Parameters” section
 
         
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1052921]
 
   
 
  
 
  
  
   
   
    
     [bookmark: pgfId-1107287][bookmark: 44070]Configuring PIM and PIM6 
      
      
 
     
 
 
    [bookmark: pgfId-1053794]This chapter describes how to configure the Protocol Independent Multicast (PIM) and PIM6 features on Cisco NX-OS devices in your IPv4 and IPv6 networks.
 
    [bookmark: pgfId-1053795]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1053799]Information About PIM and PIM6
 
     	 [bookmark: pgfId-1053803]Licensing Requirements for PIM and PIM6
 
     	 [bookmark: pgfId-1053807]Prerequisites for PIM and PIM6
 
     	 [bookmark: pgfId-1053811]Guidelines and Limitations for PIM and PIM6
 
     	 [bookmark: pgfId-1130625]Default Settings
 
     	 [bookmark: pgfId-1053815]Configuring PIM and PIM6
 
     	 [bookmark: pgfId-1053819]Verifying the PIM and PIM6 Configuration
 
     	 [bookmark: pgfId-1053823]Displaying Statistics
 
     	 [bookmark: pgfId-1053827]Configuration Examples for PIM
 
     	 [bookmark: pgfId-1053831]Where to Go Next
 
     	 [bookmark: pgfId-1053839]Additional References
 
     	 [bookmark: pgfId-1084534]Feature History for PIM and PIM6
 
    
 
   
 
    
     [bookmark: pgfId-1074223][bookmark: 32623]Information About PIM and PIM6
 
     
      
    
 
    
 
    [bookmark: pgfId-1099954]Note Beginning with Cisco NX-OS Release 5.0(2a), Bidirectional Forwarding Detection (BFD) supports PIM. See t[bookmark: marker-1099988]he Cisco Nexus 7000 Series NX-OS Interfaces Configuration Guide, Release 5.x, for information on BFD.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1074226][bookmark: marker-1074225]PIM[bookmark: marker-1074241], which is used between multicast-capable routers, advertises group membership across a routing domain by constructing multicast distribution trees. PIM builds [bookmark: marker-1074227]shared distribution trees on which packets from multiple sources are forwarded, as well as [bookmark: marker-1074228]source distribution trees on which packets from a single source are forwarded. For more information about multicast, see the “Information About Multicast” section.
 
    [bookmark: pgfId-1053846]Cisco NX-OS supports [bookmark: marker-1071986]PIM sparse mode for IPv4 networks (PIM) and for IPv6 networks (PIM6). In PIM sparse mode, multicast traffic is sent only to locations of the network that specifically request it. You can configure PIM and PIM6 to run simultaneously on a router. You can use PIM and PIM6 global parameters to configure RPs, message packet filtering, and statistics. You can use PIM and PIM6 interface parameters to enable multicast, identify PIM borders, set the PIM hello message interval, and set the designated router (DR) priority. For more information, see the “Configuring PIM or PIM6 Sparse Mode” section.
 
     
      
    
 
    
 
    [bookmark: pgfId-1053850]Note Cisco NX-OS does not support PIM dense mode.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1053851]In Cisco NX-OS, multicast is enabled only after you enable the [bookmark: marker-1071993]PIM or PIM6 feature on each router and then enable PIM or PIM6 sparse mode on each interface that you want to participate in multicast. You can configure PIM for an IPv4 network and PIM6 for an IPv6 network. In an IPv4 network, if you have not already enabled IGMP on the router, PIM enables it automatically. In an IPv6 network, MLD is enabled by default. For information about configuring IGMP and MLD, see Chapter 1, “Configuring IGMP” and Chapter1, “Configuring MLD”
 
     
      
    
 
    
 
    [bookmark: pgfId-1053855]Note Beginning with Cisco NX-OS Release 5.2(1) for the Nexus 7000 Series devices, you can configure PIMv4[bookmark: marker-1124659] to run over generic routing encapsulation (GRE) tunnels including outgoing interfaces (OIFs).
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1124645]You use the PIM and PIM6 global configuration parameters to configure the range of multicast group addresses to be handled by each of the three distribution modes:
 
     
     	 [bookmark: pgfId-1053856][bookmark: marker-1071988]Any Source Multicast ([bookmark: marker-1071989]ASM[bookmark: marker-1073507]) provides discovery of multicast sources. It builds a shared tree between sources and receivers of a multicast group and supports switching over to a source tree when a new receiver is added to a group. ASM mode requires that you configure an RP.
 
     	 [bookmark: pgfId-1053857]Single Source Multicast ([bookmark: marker-1071990]SSM[bookmark: marker-1073508]) builds a source tree originating at the designated router on the LAN segment that receives a request to join a multicast source. SSM mode does not require you to configure RPs. Source discovery must be accomplished through other means.
 
     	 [bookmark: pgfId-1053859]Bidirectional shared trees ([bookmark: marker-1071991]Bidir[bookmark: marker-1073509]) build a shared tree between sources and receivers of a multicast group but do not support switching over to a source tree when a new receiver is added to a group. Bidir mode requires that you configure an RP. Bidir forwarding does not require source discovery because only the shared tree is used.
 
    
 
    [bookmark: pgfId-1053860]You can combine the three modes to cover different ranges of group addresses. For more information, see the “Configuring PIM and PIM6” section.
 
    [bookmark: pgfId-1053864]For more information about PIM sparse mode and shared distribution trees used by ASM and Bidir modes, see RFC 4601.
 
    [bookmark: pgfId-1053867]For more information about PIM SSM mode, see RFC 3569.
 
    [bookmark: pgfId-1053869]For more information about PIM Bidir mode, see draft-ietf-pim-bidir-09.txt.
 
    [bookmark: pgfId-1053870]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1053874]Hello Messages
 
     	 [bookmark: pgfId-1053878]Join-Prune Messages
 
     	 [bookmark: pgfId-1053882]State Refreshes
 
     	 [bookmark: pgfId-1053886]Rendezvous Points
 
     	 [bookmark: pgfId-1053890]PIM Register Messages
 
     	 [bookmark: pgfId-1053894]Designated Routers
 
     	 [bookmark: pgfId-1053898]Designated Forwarders
 
     	 [bookmark: pgfId-1053902]ASM Switchover from Shared Tree to Source Tree
 
     	 [bookmark: pgfId-1053906]Administratively Scoped IP Multicast
 
     	 [bookmark: pgfId-1121940]Bidirectional Forwarding Detection for PIM
 
     	 [bookmark: pgfId-1053910]Virtualization Support
 
    
 
     
      [bookmark: pgfId-1053912][bookmark: 76296]Hello Messages
 
     [bookmark: pgfId-1053913]The PIM process begins when the router establishes PIM neighbor adjacencies by sending PIM [bookmark: marker-1071995]hello messages to the multicast address 224.0.0.13. Hello messages are sent periodically at the interval of 30 seconds. When all neighbors have replied, the PIM software chooses the router with the highest priority in each LAN segment as the designated router (DR). The [bookmark: marker-1071996]DR [bookmark: marker-1071997]priority is based on a DR priority value in the PIM hello message. If the DR priority value is not supplied by all routers, or the priorities match, the highest IP address is used to elect the DR.
 
     [bookmark: pgfId-1093293]The hello message also contains a hold-time value, which is typically 3.5 times the hello interval. If this hold time expires without [bookmark: marker-1093322]a subsequent hello message from its neighbor, the device detects a PIM failure on that link.
 
     [bookmark: pgfId-1053914]For added security, you can configure an [bookmark: marker-1071998]MD5 hash value that the PIM software uses to authenticate PIM hello messages with PIM neighbors.
 
     [bookmark: pgfId-1053917]For information about configuring hello message authentication, see the “Configuring PIM or PIM6 Sparse Mode” section.
 
    
 
     
      [bookmark: pgfId-1053920][bookmark: 83607]Join-Prune Messages
 
     [bookmark: pgfId-1053921]When the DR receives an IGMP membership report message from a receiver for a new group or source, the DR creates a tree to connect the receiver to the source by sending a PIM [bookmark: marker-1071999]join message out the interface toward the rendezvous point ([bookmark: marker-1072000]ASM or [bookmark: marker-1072001]Bidir mode) or source ([bookmark: marker-1072002]SSM mode).The rendezvous point (RP) is the root of a shared tree, which is used by all sources and hosts in the PIM domain in the ASM or the Bidir mode. SSM does not use an RP but builds a shortest path tree ([bookmark: marker-1072003]SPT) that is the lowest cost path between the source and the receiver.
 
     [bookmark: pgfId-1053922]When the DR determines that the last host has left a group or source, it sends a PIM prune message to remove the path from the distribution tree.
 
     [bookmark: pgfId-1053923]The routers forward the join or prune action hop by hop up the multicast distribution tree to create (join) or tear down (prune) the path.
 
      
       
     
 
     
 
     [bookmark: pgfId-1053924]Note In this publication, the terms “PIM join message” and “PIM prune message” are used to simplify the action taken when referring to the [bookmark: marker-1072004]PIM join-prune message with only a join or prune action.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1053925]Join-prune messages are sent as quickly as possible by the software. You can [bookmark: marker-1072005]filter the join-prune messages by defining a routing policy. For information about configuring the join-prune message policy, see the “Configuring PIM or PIM6 Sparse Mode” section.
 
    
 
     
      [bookmark: pgfId-1053930][bookmark: 14259]State Refreshes
 
     [bookmark: pgfId-1053931]PIM requires that [bookmark: marker-1072006]multicast entries are refreshed within a 3.5-minute timeout interval. The state refresh ensures that traffic is delivered only to active listeners, and it keeps routers from using unnecessary resources.
 
     [bookmark: pgfId-1053932]To maintain the PIM state, the last-hop DR sends join-prune messages once per minute. State creation applies to both[bookmark: marker-1072007] (*, G) and [bookmark: marker-1072015](S, G) states as follows:
 
      
      	 [bookmark: pgfId-1053933](*, G) state creation example—An IGMP (*, G) report triggers the DR to send a (*, G) PIM [bookmark: marker-1072019]join message toward the RP.
 
      	 [bookmark: pgfId-1053934](S, G) state creation example—An IGMP (S, G) report triggers the DR to send an (S, G) [bookmark: marker-1072020]PIM join message toward the source.
 
     
 
     [bookmark: pgfId-1053935]If the state is not refreshed, the PIM software tears down the distribution tree by removing the forwarding paths in the multicast outgoing interface list of the upstream routers.
 
    
 
     
      [bookmark: pgfId-1053937][bookmark: 92846]Rendezvous Points
 
     [bookmark: pgfId-1053938]A rendezvous point ([bookmark: marker-1072021]RP) is a router that you select in a multicast network domain that acts as a shared root for a multicast shared tree. You can configure as many RPs as you like, and you can configure them to cover different group ranges.
 
     [bookmark: pgfId-1053939]This section includes the following topics:
 
      
      	 [bookmark: pgfId-1053943]Static RP
 
      	 [bookmark: pgfId-1053947]BSRs
 
      	 [bookmark: pgfId-1053951]Auto-RP
 
      	 [bookmark: pgfId-1053955]Anycast-RP
 
     
 
    
 
     
      [bookmark: pgfId-1053961][bookmark: 71008]Static RP
 
     [bookmark: pgfId-1053962]You can statically configure an [bookmark: marker-1072022]RP for a multicast group range. You must configure the address of the RP on every router in the domain.
 
     [bookmark: pgfId-1053963]You can define static RPs for the following reasons:
 
      
      	 [bookmark: pgfId-1053964]To configure routers with the Anycast-RP address
 
      	 [bookmark: pgfId-1053965]To manually configure an RP on a device
 
     
 
     [bookmark: pgfId-1053971]For information about configuring static RPs, see the “Configuring Static RPs” section.
 
    
 
     
      [bookmark: pgfId-1053973][bookmark: 92265]BSRs
 
     [bookmark: pgfId-1072245]The [bookmark: marker-1072242]bootstrap router ([bookmark: marker-1072243]BSR) ensures that all routers in the PIM domain have the same [bookmark: marker-1072244]RP cache as the BSR. You can configure the BSR to help you select an RP set from BSR candidate RPs. The function of the BSR is to broadcast the RP set to all routers in the domain. You select one or more [bookmark: marker-1072246]candidate BSRs to manage the RPs in the domain. Only one candidate BSR is elected as the BSR for the domain.
 
      
       
     
 
     
 
      
      [bookmark: pgfId-1072248] 
      Caution Do not configure both Auto-RP and BSR protocols in the same network. 
       
       
 
      
 
     
 
     [bookmark: pgfId-1053979]Figure 1-1 shows the BSR mechanism. Router A, the software-elected BSR, sends [bookmark: marker-1072026]BSR messages out all enabled interfaces (shown by the solid lines in the figure). The messages, which contain the RP set, are flooded hop by hop to all routers in the network. Routers B and C are candidate RPs that send their candidate-RP advertisements directly to the elected BSR (shown by the dashed lines in the figure). 
 
     [bookmark: pgfId-1053980]The elected BSR receives [bookmark: marker-1072027]candidate-RP messages from all the candidate RPs in the domain. The bootstrap message sent by the BSR includes information about all of the candidate RPs. Each router uses a common algorithm to select the same [bookmark: marker-1072028]RP address for a given multicast group.
 
     [bookmark: pgfId-1053982]Figure 1-1 [bookmark: 28214]BSR Mechanism
 
     [bookmark: pgfId-1053986]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1053987]In the [bookmark: marker-1072029]RP selection process, the RP address with the best priority is determined by the software. If the priorities match for two or more RP addresses, the software may use the RP hash in the selection process. Only one RP address is assigned to a group.
 
     [bookmark: pgfId-1053988]By default, routers are not enabled to listen or forward [bookmark: marker-1072030]BSR messages. You must enable the BSR listening and forwarding feature so that the BSR mechanism can dynamically inform all routers in the PIM domain of the RP set assigned to multicast group ranges.
 
     [bookmark: pgfId-1053990]For more information about bootstrap routers, see RFC 5059.
 
      
       
     
 
     
 
     [bookmark: pgfId-1053991]Note The BSR mechanism is a nonproprietary method of defining RPs that can be used with third-party routers.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1053994]For information about configuring BSRs and candidate RPs, see the “Configuring BSRs” section.
 
    
 
     
      [bookmark: pgfId-1053997][bookmark: 68186]Auto-RP
 
     [bookmark: pgfId-1053998]Auto-RP is a [bookmark: marker-1072031]Cisco protocol that was prior to the Internet standard bootstrap router mechanism. You configure Auto-RP by selecting candidate mapping agents and [bookmark: marker-1072238]RPs. Candidate RPs send their supported group range in [bookmark: marker-1072032]RP-Announce messages to the Cisco RP-Announce multicast group 224.0.1.39. An Auto-RP mapping agent listens for RP-Announce messages from candidate RPs and forms a Group-to-RP mapping table. The mapping agent multicasts the Group-to-RP mapping table in [bookmark: marker-1072033]RP-Discovery messages to the Cisco RP-Discovery multicast group 224.0.1.40.
 
      
       
     
 
     
 
      
      [bookmark: pgfId-1053999] 
      Caution Do not configure both Auto-RP and BSR protocols in the same network. 
       
       
 
      
 
     
 
     [bookmark: pgfId-1054003]Figure 1-2 shows the Auto-RP mechanism. Periodically, the RP mapping agent multicasts the RP information that it receives to the Cisco-RP-Discovery group 224.0.1.40 (shown by the solid lines in the figure).
 
     [bookmark: pgfId-1054005]Figure 1-2 [bookmark: 36527]Auto-RP Mechanism
 
     [bookmark: pgfId-1054009]
 
      
      [image: ] 
     
 
     [bookmark: pgfId-1054010]By default, routers are not enabled to listen or forward Auto-RP messages. You must enable the Auto-RP listening and forwarding feature so that the Auto-RP mechanism can dynamically inform routers in the PIM domain of the group-to-RP mapping.
 
      
       
     
 
     
 
     [bookmark: pgfId-1054011]Note Auto-RP is not supported for PIM6.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1054015]For information about configuring Auto-RP, see the “Configuring Auto-RP” section.
 
    
 
     
      [bookmark: pgfId-1111095][bookmark: 53806]Multiple RPs Configured in a PIM Domain
 
     [bookmark: pgfId-1111096]This section describes the election process rules when m[bookmark: marker-1111107]ultiple RPs are configured in a PIM domain and includes the following topics:
 
      
      	 [bookmark: pgfId-1109942]PIM BSR Bootstrap/Auto-RP Mapping-Agent Election Process
 
      	 [bookmark: pgfId-1110186]PIM RP versus RP Election Process
 
     
 
    
 
     
      [bookmark: pgfId-1109978][bookmark: 10203]PIM BSR Bootstrap/Auto-RP Mapping-Agent Election Process
 
     [bookmark: pgfId-1109896]This section includes the following topics:
 
      
      	 [bookmark: pgfId-1110864]Bootstrap Router (BSR) Election Process Details
 
      	 [bookmark: pgfId-1113335]Auto-RP Mapping Agent Election Process
 
     
 
     [bookmark: pgfId-1111053]
 
      
      [bookmark: pgfId-1109897] 
      [bookmark: 37548]Bootstrap Router (BSR) Electi 
      [bookmark: marker-1112811]on Process Details 
     
 
     [bookmark: pgfId-1109913]
 
     [bookmark: pgfId-1111108]If the BSR priorities are different, the BSR with the highest priority (highest numerical value) is elected as the BSR router for the PIM domain (see configuration example 1).
 
      
      	 [bookmark: pgfId-1111202]Configuration example 1—Different B[bookmark: marker-1112810]SR-candidate priorities: In this example, the system elects the device labeled N7K-1 as the BSR candidate for the PIM domain because it has the highest priority. The device labeled N7K-2 has the default priority of 64.
 
     
 
     [bookmark: pgfId-1111524]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1111557]interface loopback0  
     
 
      
      [bookmark: pgfId-1111558] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1111559] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1111560] 
     
 
      
      [bookmark: pgfId-1111561]ip pim bsr bsr-candidate loopback0 priority 128 
     
 
      
      [bookmark: pgfId-1111562] 
     
 
      
      [bookmark: pgfId-1111563]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1111525] 
     
 
      
      [bookmark: pgfId-1111526] 
     
 
     [bookmark: pgfId-1111782]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1112426]interface loopback0  
     
 
      
      [bookmark: pgfId-1112427] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1112428] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1112429] 
     
 
      
      [bookmark: pgfId-1112430]ip pim bsr bsr-candidate loopback0 
     
 
      
      [bookmark: pgfId-1112431] 
     
 
      
      [bookmark: pgfId-1112432]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1111783] 
     
 
     [bookmark: pgfId-1111784]Verification for N7K-1:
 
      
      [bookmark: pgfId-1112677]show ip pim rp  
     
 
      
      [bookmark: pgfId-1112678] PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1112679] BSR: 192.168.1.1*, next Bootstrap message in: 00:00:12,  
     
 
      
      [bookmark: pgfId-1112680] priority: 128, hash-length: 30  
     
 
      
      [bookmark: pgfId-1111493] 
     
 
     [bookmark: pgfId-1112704]Verification for N7K-2:
 
      
      [bookmark: pgfId-1112769]show ip pim rp  
     
 
      
      [bookmark: pgfId-1112770] PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1112771] BSR: 192.168.1.1, uptime: 00:04:27, expires: 00:02:00,  
     
 
      
      [bookmark: pgfId-1112772] priority: 128, hash-length: 30 
     
 
      
      [bookmark: pgfId-1112773] 
     
 
     [bookmark: pgfId-1111243]
 
     [bookmark: pgfId-1112815]If the BSR priorities are the same, the BSR with the highest BSR-candidate IP address is elected as the BSR router for the PIM domain (see configuration example 2).
 
      
      	 [bookmark: pgfId-1112817]Configuration example 2—Identical B[bookmark: marker-1112816]SR-candidate priorities: In this example, the system elects the device labeled N7K-2 as the BSR for the PIM domain because it has the highest BSR-candidate IP address.
 
     
 
     [bookmark: pgfId-1112818]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1112996]interface loopback0  
     
 
      
      [bookmark: pgfId-1112997] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1112998] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1112999] 
     
 
      
      [bookmark: pgfId-1113000]ip pim bsr bsr-candidate loopback0  
     
 
      
      [bookmark: pgfId-1113001] 
     
 
      
      [bookmark: pgfId-1113002]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1112826] 
     
 
      
      [bookmark: pgfId-1112827] 
     
 
     [bookmark: pgfId-1113028]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1113067]interface loopback0  
     
 
      
      [bookmark: pgfId-1113068] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1113069] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1113070] 
     
 
      
      [bookmark: pgfId-1113071]ip pim bsr bsr-candidate loopback0 
     
 
      
      [bookmark: pgfId-1113072] 
     
 
      
      [bookmark: pgfId-1113073]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1113074] 
     
 
      
      [bookmark: pgfId-1113036] 
     
 
     [bookmark: pgfId-1112837]Verification for N7K-1:
 
      
      [bookmark: pgfId-1113100]show ip pim rp  
     
 
      
      [bookmark: pgfId-1113135]PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1113136] BSR: 192.168.2.1, uptime: 01:45:20, expires: 00:01:54,  
     
 
      
      [bookmark: pgfId-1113137] priority: 64, hash-length: 30  
     
 
      
      [bookmark: pgfId-1113104] 
     
 
     [bookmark: pgfId-1112843]Verification for N7K-2:
 
      
      [bookmark: pgfId-1113149]show ip pim rp  
     
 
      
      [bookmark: pgfId-1113157]PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1113158] BSR: 192.168.2.1*, next Bootstrap message in: 00:00:30,  
     
 
      
      [bookmark: pgfId-1114050] priority: 64, hash-length: 30 
     
 
     [bookmark: pgfId-1114172]
 
     [bookmark: pgfId-1114173]
 
      
      [bookmark: pgfId-1114176] 
      [bookmark: 75337]Auto-RP Mapping 
      [bookmark: marker-1114175] Agent Election Process 
     
 
     [bookmark: pgfId-1113432]
 
     [bookmark: pgfId-1113433]The router with the highest mapping-agent IP address is elected as the mapping agent for the PIM domain. You cannot configure the priority for the Auto-RP mapping agent (see configuration example):
 
      
      	 [bookmark: pgfId-1113787]Configuration example—Highest IP address: In this example, the system elects the device labeled N7K-2 as the mapping agent for the PIM domain because it has the highest mapping-agent IP address.
 
     
 
     [bookmark: pgfId-1113436]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1113815]interface loopback0  
     
 
      
      [bookmark: pgfId-1113816] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1113817] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1113818] 
     
 
      
      [bookmark: pgfId-1113819]ip pim auto-rp mapping-agent loopback0 
     
 
      
      [bookmark: pgfId-1113820] 
     
 
      
      [bookmark: pgfId-1113821]ip pim auto-rp forward listen 
     
 
      
      [bookmark: pgfId-1113444] 
     
 
      
      [bookmark: pgfId-1113445] 
     
 
     [bookmark: pgfId-1113446]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1113826]interface loopback0  
     
 
      
      [bookmark: pgfId-1113827] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1113828] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1113829] 
     
 
      
      [bookmark: pgfId-1113830]ip pim auto-rp mapping-agent loopback0 
     
 
      
      [bookmark: pgfId-1113831] 
     
 
      
      [bookmark: pgfId-1113832]ip pim auto-rp forward listen 
     
 
      
      [bookmark: pgfId-1113454] 
     
 
     [bookmark: pgfId-1113455]Verification for N7K-1:
 
      
      [bookmark: pgfId-1113841]show ip pim rp  
     
 
      
      [bookmark: pgfId-1113849]PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1113850] BSR disabled  
     
 
      
      [bookmark: pgfId-1113851] Auto-RP RPA: 192.168.2.1, next Discovery message in: 00:00:52  
     
 
      
      [bookmark: pgfId-1113845] 
     
 
     [bookmark: pgfId-1113461]Verification for N7K-2:
 
      
      [bookmark: pgfId-1113462]show ip pim rp  
     
 
      
      [bookmark: pgfId-1114944]PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1114945] BSR disabled  
     
 
      
      [bookmark: pgfId-1114946] Auto-RP RPA: 192.168.2.1*, next Discovery message in: 00:00:47 
     
 
      
      [bookmark: pgfId-1114183] 
     
 
     [bookmark: pgfId-1113271]
 
    
 
     
      [bookmark: pgfId-1109914][bookmark: 33293]PIM RP versus RP Election Process
 
     [bookmark: pgfId-1109915]Table 1-1 shows the process that the system uses to select the RP for a multicast group if multiple RPs are configured in the network using BSR, Auto-RP, or static RP configurations.
 
     [bookmark: pgfId-1111140]Table 1-1 [bookmark: 90108]PIM RP Versus RP Election Process Summary Table
 
     [bookmark: pgfId-1111156]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1115320]BSR-RP vs. BSR-RP 
          
  
         	 
           
           [bookmark: pgfId-1115322]BSR-RP vs. Static RP 
          
  
         	 
           
           [bookmark: pgfId-1115324]Auto-RP vs. Auto- RP 
          
  
         	 
           
           [bookmark: pgfId-1115326]Auto-RP vs. Static RP 
          
  
        
 
         
         	[bookmark: pgfId-1115328]1. Most specific RP group-list
  
         	[bookmark: pgfId-1115330]1.Most specific RP group-list
  
         	[bookmark: pgfId-1115689]1. Most specific RP group-list
  
         	[bookmark: pgfId-1115697]1. Most specific RP group-list
  
        
 
         
         	[bookmark: pgfId-1115336]2. Lowest RP priority
  
         	[bookmark: pgfId-1115338]2. Highest RP IP address
  
         	[bookmark: pgfId-1115340]2. Highest RP IP address
  
         	[bookmark: pgfId-1115342]2. Highest RP IP address
  
        
 
         
         	[bookmark: pgfId-1115344]3. Highest RP IP address
  
         	[bookmark: pgfId-1115346]—
  
         	[bookmark: pgfId-1115348]—
  
         	[bookmark: pgfId-1115350]—
  
        
 
        
      
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1111165]Note BSR-RP versus Auto-RP i[bookmark: marker-1115362]s not listed in Table 1-1 because we recommend that you do not run both simultaneously in the same network.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1111174]This section includes the following topics:
 
      
      	 [bookmark: pgfId-1115975]PIM BSR RP-Candidate vs. BSR RP-Candidate Election Process
 
      	 [bookmark: pgfId-1116047]PIM BSR RP-Candidate vs. Static RP Election Process
 
      	 [bookmark: pgfId-1116048]PIM Auto-RP-Candidate vs. Auto-RP-Candidate Election Process
 
      	 [bookmark: pgfId-1116088]PIM Auto-RP-Candidate vs. Static RP Election Process
 
     
 
     [bookmark: pgfId-1116089]
 
      
      [bookmark: pgfId-1116093] 
      [bookmark: 97746]PIM BSR RP-Candidate vs. BSR RP-Candidate Election Process 
     
 
     [bookmark: pgfId-1116404]
 
     [bookmark: pgfId-1116536]The BSR RP-candidate with the most specific group-list is elected as the RP for any multicast addresses specified in its configured group list. The most specific group list takes priority over the BSR RP-candidate priority and the highest BSR RP-candidate IP address (see configuration example 1).
 
      
      	 [bookmark: pgfId-1116406]Configuration example 1—Most specific gro[bookmark: marker-1116560]up-list: In this example, the system elects the device labeled N7K-1 as the RP for all multicast addresses specified in the 224.1.1.0/24 group-list. The system elects the device labeled N7K-2 for the multicast addresses within the less specific 224.0.0.0/4 group-list.
 
     
 
     [bookmark: pgfId-1116407]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1116617]interface loopback0  
     
 
      
      [bookmark: pgfId-1116618] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1116619] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1116620] 
     
 
      
      [bookmark: pgfId-1116621]ip pim bsr bsr-candidate loopback0  
     
 
      
      [bookmark: pgfId-1116622]ip pim bsr rp-candidate loopback0 group-list 224.1.1.0/24 
     
 
      
      [bookmark: pgfId-1116623]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1116416] 
     
 
     [bookmark: pgfId-1116417]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1116654]interface loopback0  
     
 
      
      [bookmark: pgfId-1116655] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1116656] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1116657]ip pim bsr bsr-candidate loopback0  
     
 
      
      [bookmark: pgfId-1116658]ip pim bsr rp-candidate loopback0 group-list 224.0.0.0/4 
     
 
      
      [bookmark: pgfId-1116659]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1116425] 
     
 
     [bookmark: pgfId-1116426]Verification for N7K-1:
 
      
      [bookmark: pgfId-1116664]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1116665] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1116666] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1116667] 224.1.1.0/24 ASM 192.168.1.1 -  
     
 
      
      [bookmark: pgfId-1116668] 
     
 
      
      [bookmark: pgfId-1116669]show ip pim group 224.3.0.0  
     
 
      
      [bookmark: pgfId-1116670] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1116671] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1116672] 224.0.0.0/4 ASM 192.168.2.1 - 
     
 
      
      [bookmark: pgfId-1116431] 
     
 
     [bookmark: pgfId-1116432]Verification for N7K-2:
 
      
      [bookmark: pgfId-1116701]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1116702] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1116703] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1116704] 224.1.1.0/24 ASM 192.168.1.1 -  
     
 
      
      [bookmark: pgfId-1116705] 
     
 
      
      [bookmark: pgfId-1116706]show ip pim group 224.3.0.0  
     
 
      
      [bookmark: pgfId-1116707] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1116708] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1116709] 224.0.0.0/4 ASM 192.168.2.1  
     
 
      
      [bookmark: pgfId-1116437] 
     
 
     [bookmark: pgfId-1116438]
 
     [bookmark: pgfId-1117046]When multiple BSR RP-candidates advertise the same group list (for example, 224.0.0.0/4), the system elects the BSR RP-candidate with the highest priority (lowest numerical value) as the RP for any multicast address specified in its group-list (see configuration example 2).
 
      
      	 [bookmark: pgfId-1117047]Configuration example 2—Identical[bookmark: marker-1117051] group-list with different RP priorities: In this example, the system elects the device labeled N7K-1 as the RP for all multicast addresses specified in the 224.0.0.0/4 group-list because it has the lowest RP-candidate priority. The device labeled N7K-2 has a default priority of 192.
 
     
 
     [bookmark: pgfId-1116744]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1117061]interface loopback0  
     
 
      
      [bookmark: pgfId-1117062] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1117063] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1117064] 
     
 
      
      [bookmark: pgfId-1117065]ip pim bsr bsr-candidate loopback0 
     
 
      
      [bookmark: pgfId-1117066]ip pim bsr rp-candidate loopback0 group-list 224.0.0.0/4 priority 10 
     
 
      
      [bookmark: pgfId-1117067]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1116752] 
     
 
     [bookmark: pgfId-1116753]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1117072]interface loopback0  
     
 
      
      [bookmark: pgfId-1117073] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1117074] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1117075] 
     
 
      
      [bookmark: pgfId-1117076]ip pim bsr bsr-candidate loopback0  
     
 
      
      [bookmark: pgfId-1117077]ip pim bsr rp-candidate loopback0 group-list 224.0.0.0/4 
     
 
      
      [bookmark: pgfId-1117078]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1116760] 
     
 
     [bookmark: pgfId-1116761]Verification for N7K-1:
 
      
      [bookmark: pgfId-1117083]show ip pim rp  
     
 
      
      [bookmark: pgfId-1117084] PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1117085] BSR: 192.168.2.1, uptime: 00:09:14, expires: 00:01:37,  
     
 
      
      [bookmark: pgfId-1117086] priority: 64, hash-length: 30  
     
 
      
      [bookmark: pgfId-1117087] Auto-RP disabled  
     
 
      
      [bookmark: pgfId-1117088] BSR RP Candidate policy: None  
     
 
      
      [bookmark: pgfId-1117089] BSR RP policy: None  
     
 
      
      [bookmark: pgfId-1117090] Auto-RP Announce policy: None  
     
 
      
      [bookmark: pgfId-1117091] Auto-RP Discovery policy: None  
     
 
      
      [bookmark: pgfId-1117092] 
     
 
      
      [bookmark: pgfId-1117093] RP: 192.168.1.1*, (0), uptime: 00:08:15, expires: 00:01:57,  
     
 
      
      [bookmark: pgfId-1117094] priority: 10, RP-source: 192.168.2.1 (B), group ranges:  
     
 
      
      [bookmark: pgfId-1117095] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1117096] 
     
 
      
      [bookmark: pgfId-1117097] RP: 192.168.2.1, (0), uptime: 00:08:15, expires: 00:01:57,  
     
 
      
      [bookmark: pgfId-1117098] priority: 192, RP-source: 192.168.2.1 (B), group ranges:  
     
 
      
      [bookmark: pgfId-1117099] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1117100] 
     
 
      
      [bookmark: pgfId-1117101]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1117102] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1117103] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1117104] 224.0.0.0/4 ASM 192.168.1.1  
     
 
      
      [bookmark: pgfId-1116771] 
     
 
     [bookmark: pgfId-1116772]Verification for N7K-2:
 
      
      [bookmark: pgfId-1117134]show ip pim rp  
     
 
      
      [bookmark: pgfId-1117135] PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1117136] BSR: 192.168.2.1*, next Bootstrap message in: 00:00:55,  
     
 
      
      [bookmark: pgfId-1117137] priority: 64, hash-length: 30  
     
 
      
      [bookmark: pgfId-1117138] Auto-RP disabled  
     
 
      
      [bookmark: pgfId-1117139] BSR RP Candidate policy: None  
     
 
      
      [bookmark: pgfId-1117140] BSR RP policy: None  
     
 
      
      [bookmark: pgfId-1117141] Auto-RP Announce policy: None  
     
 
      
      [bookmark: pgfId-1117142] Auto-RP Discovery policy: None  
     
 
      
      [bookmark: pgfId-1117143] 
     
 
      
      [bookmark: pgfId-1117144] RP: 192.168.1.1, (0), uptime: 00:11:34, expires: 00:02:26,  
     
 
      
      [bookmark: pgfId-1117145] priority: 10, RP-source: 192.168.1.1 (B), group ranges:  
     
 
      
      [bookmark: pgfId-1117146] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1117147] 
     
 
      
      [bookmark: pgfId-1117148] RP: 192.168.2.1*, (0), uptime: 00:12:21, expires: 00:02:22,  
     
 
      
      [bookmark: pgfId-1117149] priority: 192, RP-source: 192.168.2.1 (B), group ranges:  
     
 
      
      [bookmark: pgfId-1117150] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1117151] 
     
 
      
      [bookmark: pgfId-1117152]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1117153] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1117154] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1117155] 224.0.0.0/4 ASM 192.168.1.1 - 
     
 
      
      [bookmark: pgfId-1117156] 
     
 
     [bookmark: pgfId-1117353]When multiple BSR RP-candidates advertise the same group list (for example, 224.0.0.0/4) and are configured with the same BSR RP-candidate priority, the system elects the BSR RP-candidate with the highest IP address as the RP for any multicast address specified in its group list (see configuration example 3).
 
      
      	 [bookmark: pgfId-1117355]Configuration example 3—Identical[bookmark: marker-1117354] group list with identical RP priorities: In this example, the system elects the device labeled N7K-2 as the RP for all multicast addresses specified in the 224.0.0.0/4 group list because it has the highest RP-candidate IP address. 
 
     
 
     [bookmark: pgfId-1117356]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1117651]interface loopback0  
     
 
      
      [bookmark: pgfId-1117652] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1117653] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1117654] 
     
 
      
      [bookmark: pgfId-1117655]ip pim bsr bsr-candidate loopback0 
     
 
      
      [bookmark: pgfId-1117656]ip pim bsr rp-candidate loopback0 group-list 224.0.0.0/4 
     
 
      
      [bookmark: pgfId-1117657]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1117658] 
     
 
      
      [bookmark: pgfId-1117364] 
     
 
     [bookmark: pgfId-1117365]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1117663]interface loopback0  
     
 
      
      [bookmark: pgfId-1117664] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1117665] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1117666] 
     
 
      
      [bookmark: pgfId-1117667]ip pim bsr bsr-candidate loopback0  
     
 
      
      [bookmark: pgfId-1117668]ip pim bsr rp-candidate loopback0 group-list 224.0.0.0/4 
     
 
      
      [bookmark: pgfId-1117669]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1117373] 
     
 
     [bookmark: pgfId-1117374]Verification for N7K-1:
 
      
      [bookmark: pgfId-1117674]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1117675] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1117676] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1117677] 224.0.0.0/4 ASM 192.168.2.1 - 
     
 
      
      [bookmark: pgfId-1117678] 
     
 
      
      [bookmark: pgfId-1117397] 
     
 
     [bookmark: pgfId-1117398]Verification for N7K-2:
 
      
      [bookmark: pgfId-1117754]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1117755] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1117756] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1117757] 224.0.0.0/4 ASM 192.168.2.1 - 
     
 
      
      [bookmark: pgfId-1117758] 
     
 
     [bookmark: pgfId-1118434]
 
      
      [bookmark: pgfId-1118436] 
      [bookmark: 82498]PIM BSR RP-Candidate vs. Static RP Election Process 
     
 
     [bookmark: pgfId-1118437]
 
     [bookmark: pgfId-1118438]The RP with the most specific group list is elected as the RP for any multicast addresses specified in its configured group list. The most specific group list takes priority over the highest RP IP address (see configuration example 1). (RP priorities are not applicable when comparing BSR RP-candidates to static RPs.)
 
      
      	 [bookmark: pgfId-1118440]Configuration example 1—Most specific gro[bookmark: marker-1118439]up list: In this example, the system elects the device labeled N7K-1 as the BSR RP for all multicast addresses specified in the 224.1.1.0/24 group-list. The system elects the device labeled N7K-2 as the RP for the multicast addresses within the less specific 224.0.0.0/4 group list because of the static RP statement.
 
     
 
     [bookmark: pgfId-1118441]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1118711]interface loopback0  
     
 
      
      [bookmark: pgfId-1118712] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1118713] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1118714] 
     
 
      
      [bookmark: pgfId-1118715]ip pim bsr bsr-candidate loopback0 
     
 
      
      [bookmark: pgfId-1118716]ip pim rp-address 192.168.2.1 group-list 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1118717]ip pim bsr rp-candidate loopback0 group-list 224.1.1.0/24 
     
 
      
      [bookmark: pgfId-1118718]ip pim forward listen 
     
 
      
      [bookmark: pgfId-1118449] 
     
 
     [bookmark: pgfId-1118450]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1118737]interface loopback0  
     
 
      
      [bookmark: pgfId-1118738] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1118739] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1118740] 
     
 
      
      [bookmark: pgfId-1118741]ip pim rp-address 192.168.2.1 group-list 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1118742] 
     
 
      
      [bookmark: pgfId-1118743]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1118457] 
     
 
     [bookmark: pgfId-1118458]Verification for N7K-1:
 
      
      [bookmark: pgfId-1118748]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1118749] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1118750] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1118751] 224.1.1.0/24 ASM 192.168.1.1 -  
     
 
      
      [bookmark: pgfId-1118752] 
     
 
      
      [bookmark: pgfId-1118753]show ip pim group 224.3.0.0  
     
 
      
      [bookmark: pgfId-1118754] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1118755] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1118756] 224.0.0.0/4 ASM 192.168.2.1 -  
     
 
      
      [bookmark: pgfId-1118468] 
     
 
     [bookmark: pgfId-1118469]Verification for N7K-2:
 
      
      [bookmark: pgfId-1118771]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1118772] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1118773] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1118774] 224.1.1.0/24 ASM 192.168.1.1 -  
     
 
      
      [bookmark: pgfId-1118775] 
     
 
      
      [bookmark: pgfId-1118776]show ip pim group 224.3.0.0  
     
 
      
      [bookmark: pgfId-1118777] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1118778] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1118779] 224.0.0.0/4 ASM 192.168.2.1 - 
     
 
      
      [bookmark: pgfId-1118479] 
     
 
      
      [bookmark: pgfId-1119048] 
     
 
     [bookmark: pgfId-1118794]When a static RP and the BSR RP-candidate advertise the same group list (for example, 224.0.0.0/4), the system elects the system with the highest RP IP address as the RP for any multicast addresses specified in its group-list (see configuration example 2). 
 
      
      	 [bookmark: pgfId-1118796]Configuration example 2—Identical RP gro[bookmark: marker-1118795]up list: In this example, the system elects the device labeled N7K-2 as the RP for all multicast addresses specified in the 224.0.0.0/4 group list because it has the highest RP IP address.
 
     
 
     [bookmark: pgfId-1118797]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1119163]interface loopback0  
     
 
      
      [bookmark: pgfId-1119164] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1119165] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1119166] 
     
 
      
      [bookmark: pgfId-1119167]ip pim rp-address 192.168.1.1 group-list 224.0.0.0/4 
     
 
      
      [bookmark: pgfId-1119168] 
     
 
      
      [bookmark: pgfId-1119169]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1118806] 
     
 
     [bookmark: pgfId-1118807]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1119178]interface loopback0  
     
 
      
      [bookmark: pgfId-1119179] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1119180] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1119181] 
     
 
      
      [bookmark: pgfId-1119182]ip pim bsr bsr-candidate loopback0 
     
 
      
      [bookmark: pgfId-1119183]ip pim rp-address 192.168.1.1 group-list 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1119184]ip pim bsr rp-candidate loopback0 group-list 224.0.0.0/4 
     
 
      
      [bookmark: pgfId-1119185]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1118815] 
     
 
     [bookmark: pgfId-1118816]Verification for N7K-1:
 
      
      [bookmark: pgfId-1119194]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1119195]PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1119196]Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1119197]224.0.0.0/4 ASM 192.168.2.1  
     
 
      
      [bookmark: pgfId-1118826] 
     
 
     [bookmark: pgfId-1118827]Verification for N7K-2:
 
      
      [bookmark: pgfId-1119215]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1119216]PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1119217]Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1119218]224.0.0.0/4 ASM 192.168.2.1 - 
     
 
     [bookmark: pgfId-1119240]
 
     [bookmark: pgfId-1119453]Because you cannot configure a static RP and its default value is 0, the RP priority has no impact. You can configure the BSR RP-candidate with a value between 0 and 255. The system elects the device with the most specific group list. If both devices have the same group list, the system elects the device with the highest RP IP address (see configuration example 3). 
 
      
      	 [bookmark: pgfId-1119242]Configuration example 3—Identical gro[bookmark: marker-1119241]up list and identical RP priorities: In this example, the system elects the device labeled N7K-2 as the RP for all multicast addresses specified in the 224.0.0.0/4 group list because it has the highest RP IP address. The system does not compare RP priorities between BSR RPs and static RPs.
 
     
 
     [bookmark: pgfId-1119243]Configuration for N7K-1:
 
      
      [bookmark: pgfId-1119469]interface loopback0  
     
 
      
      [bookmark: pgfId-1119470] ip address 192.168.1.1/32 
     
 
      
      [bookmark: pgfId-1119471] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1119472] 
     
 
      
      [bookmark: pgfId-1119473]ip pim bsr bsr-candidate loopback0  
     
 
      
      [bookmark: pgfId-1119474]ip pim rp-address 192.168.2.1 group-list 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1119475]ip pim bsr rp-candidate loopback0 group-list 224.0.0.0/4 priority 0 
     
 
      
      [bookmark: pgfId-1119476] 
     
 
      
      [bookmark: pgfId-1119477]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1119251] 
     
 
     [bookmark: pgfId-1119252]Configuration for N7K-2:
 
      
      [bookmark: pgfId-1119499]interface loopback0  
     
 
      
      [bookmark: pgfId-1119500] ip address 192.168.2.1/32 
     
 
      
      [bookmark: pgfId-1119501] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1119502] 
     
 
      
      [bookmark: pgfId-1119503]ip pim rp-address 192.168.2.1 group-list 224.0.0.0/4 
     
 
      
      [bookmark: pgfId-1119504] 
     
 
      
      [bookmark: pgfId-1119505]ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1119261] 
     
 
     [bookmark: pgfId-1119262]Verification for N7K-1:
 
      
      [bookmark: pgfId-1119530]show ip pim rp  
     
 
      
      [bookmark: pgfId-1119531] PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1119532] BSR: 192.168.1.1*, next Bootstrap message in: 00:00:52,  
     
 
      
      [bookmark: pgfId-1119533] priority: 64, hash-length: 30  
     
 
      
      [bookmark: pgfId-1119534] Auto-RP disabled  
     
 
      
      [bookmark: pgfId-1119535] BSR RP Candidate policy: None  
     
 
      
      [bookmark: pgfId-1119536] BSR RP policy: None  
     
 
      
      [bookmark: pgfId-1119537] Auto-RP Announce policy: None  
     
 
      
      [bookmark: pgfId-1119538] Auto-RP Discovery policy: None  
     
 
      
      [bookmark: pgfId-1119539] 
     
 
      
      [bookmark: pgfId-1119540] RP: 192.168.1.1*, (0), uptime: 00:01:57, expires: 00:02:25,  
     
 
      
      [bookmark: pgfId-1119541] priority: 0, RP-source: 192.168.1.1 (B), group ranges:  
     
 
      
      [bookmark: pgfId-1119542] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1119543] RP: 192.168.2.1, (0), uptime: 02:16:09, expires: never,  
     
 
      
      [bookmark: pgfId-1119544] priority: 0, RP-source: (local), group ranges:  
     
 
      
      [bookmark: pgfId-1119545] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1119546] 
     
 
      
      [bookmark: pgfId-1119547]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1119548] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1119549] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1119550] 224.0.0.0/4 ASM 192.168.2.1 - 
     
 
      
      [bookmark: pgfId-1119267] 
     
 
     [bookmark: pgfId-1119268]Verification for N7K-2:
 
      
      [bookmark: pgfId-1119656]show ip pim rp  
     
 
      
      [bookmark: pgfId-1119657] PIM RP Status Information for VRF "default"  
     
 
      
      [bookmark: pgfId-1119658] BSR: 192.168.1.1, uptime: 00:29:47, expires: 00:01:45,  
     
 
      
      [bookmark: pgfId-1119659] priority: 64, hash-length: 30  
     
 
      
      [bookmark: pgfId-1119660] Auto-RP disabled  
     
 
      
      [bookmark: pgfId-1119661] BSR RP Candidate policy: None  
     
 
      
      [bookmark: pgfId-1119662] BSR RP policy: None  
     
 
      
      [bookmark: pgfId-1119663] Auto-RP Announce policy: None  
     
 
      
      [bookmark: pgfId-1119664] Auto-RP Discovery policy: None  
     
 
      
      [bookmark: pgfId-1119665] 
     
 
      
      [bookmark: pgfId-1119666] RP: 192.168.1.1, (0), uptime: 00:06:59, expires: 00:02:05,  
     
 
      
      [bookmark: pgfId-1119667] priority: 0, RP-source: 192.168.1.1 (B), group ranges:  
     
 
      
      [bookmark: pgfId-1119668] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1119669] RP: 192.168.2.1*, (0), uptime: 00:13:15, expires: never,  
     
 
      
      [bookmark: pgfId-1119670] priority: 0, RP-source: (local), group ranges:  
     
 
      
      [bookmark: pgfId-1119671] 224.0.0.0/4  
     
 
      
      [bookmark: pgfId-1119672] 
     
 
      
      [bookmark: pgfId-1119673]show ip pim group 224.1.1.0  
     
 
      
      [bookmark: pgfId-1119674] PIM Group-Range Configuration for VRF "default"  
     
 
      
      [bookmark: pgfId-1119675] Group-range Mode RP-address Shared-tree-only range  
     
 
      
      [bookmark: pgfId-1119676] 224.0.0.0/4 ASM 192.168.2.1 - 
     
 
      
      [bookmark: pgfId-1119219] 
     
 
     [bookmark: pgfId-1119707]
 
      
      [bookmark: pgfId-1119709] 
      [bookmark: 75590]PIM Auto-RP-Candidate vs. Auto-RP-Candidate Election Process 
     
 
     [bookmark: pgfId-1119710]
 
     [bookmark: pgfId-1119711]The auto-RP-candidate election is similar to the BSR RP-candidate election process, but it does not support priorities (see the “PIM BSR RP-Candidate vs. BSR RP-Candidate Election Process” section). You cannot configure the priority for an auto-RP, and the default value is 0.
 
     [bookmark: pgfId-1111184]
 
      
      [bookmark: pgfId-1119811] 
      [bookmark: 71379]PIM Auto-RP-Candidate vs. Static RP Election Process 
     
 
     [bookmark: pgfId-1119812]
 
     [bookmark: pgfId-1119813]The auto-RP-candidate versus static RP election uses the same rules as the election process for the BSR RP-candidate versus static RP (see “PIM BSR RP-Candidate vs. Static RP Election Process” section).
 
    
 
     
      [bookmark: pgfId-1054017][bookmark: 16832]Anycast-RP
 
     [bookmark: pgfId-1054019]Anycast-RP has two [bookmark: marker-1072034]implementations: one uses Multicast Source Discovery Protocol (MSDP) and the other is based on RFC 4610, Anycast-RP Using Protocol Independent Multicast (PIM). This section describes how to configure PIM Anycast-RP.
 
     [bookmark: pgfId-1054021]You can use PIM Anycast-RP to assign a group of routers, called the Anycast-RP set, to a single [bookmark: marker-1072239]RP address that is configured on multiple routers. The set of routers that you configure as Anycast-RPs is called the Anycast-RP set. This method is the only RP method that supports more than one RP per multicast group, which allows you to load balance across all RPs in the set. The Anycast RP supports all multicast groups.
 
     [bookmark: pgfId-1054022]PIM [bookmark: marker-1072035]register messages are sent to the closest RP and PIM join-prune messages are sent in the direction of the closest RP as determined by the unicast routing protocols. If one of the RPs goes down, unicast routing ensures these message will be sent in the direction of the next-closest RP.
 
     [bookmark: pgfId-1122470]You must configue PIM[bookmark: marker-1122507] on the loopback interface that is used for the PIM Anycast RP. 
 
     [bookmark: pgfId-1054024]For more information about PIM Anycast-RP, see RFC 4610. 
 
     [bookmark: pgfId-1054027]For information about configuring Anycast-RPs, see the “Configuring a PIM Anycast-RP Set” section.
 
    
 
     
      [bookmark: pgfId-1054033][bookmark: 37292]PIM Register Messages
 
     [bookmark: pgfId-1054034]PIM [bookmark: marker-1072036]register messages are unicast to the RP by designated routers (DRs) that are directly connected to multicast sources. The PIM register message has the following functions:
 
      
      	 [bookmark: pgfId-1054035]To notify the RP that a source is actively sending to a multicast group.
 
      	 [bookmark: pgfId-1054036]To deliver multicast packets sent by the source to the RP for delivery down the shared tree.
 
     
 
     [bookmark: pgfId-1054037]The DR continues to send PIM register messages to the RP until it receives a Register-Stop message from the RP. The RP sends a Register-Stop message in either of the following cases:
 
      
      	 [bookmark: pgfId-1054038]The RP has no receivers for the multicast group being transmitted.
 
      	 [bookmark: pgfId-1054039]The RP has joined the SPT to the source but has not started receiving traffic from the source.
 
     
 
     [bookmark: pgfId-1127853]You can use the ip pim register-source command to configure the IP source address of register messages when the IP source address of a register message is not a uniquely routed address to which the RP can send packets. This situation might occur if the source address is filtered so that the packets sent to it are not forwarded or if the source address is not unique to the network. In these cases, the replies sent from the RP to the source address will fail to reach the DR, resulting in Protocol Independent Multicast sparse mode (PIM-SM) protocol failures. 
 
     [bookmark: pgfId-1126712]The following example shows how to configure the IP source address of the register message to the loopback 3 interface of a DR: 
 
      
      [bookmark: pgfId-1126714]ip pim register-source loopback 3 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1054041]Note In Cisco NX-OS, PIM register messages are rate limited to avoid overwhelming the RP.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1054042]You can [bookmark: marker-1072037]filter PIM register messages by defining a routing policy. For information about configuring the PIM register message policy, see the “Configuring Shared Trees Only for ASM” section.
 
    
 
     
      [bookmark: pgfId-1054047][bookmark: 17122]Designated Routers
 
     [bookmark: pgfId-1054048]In PIM ASM and SSM modes, the software chooses a [bookmark: marker-1072038]designated router (DR) from the routers on each network segment. The DR is responsible for forwarding multicast data for specified groups and sources on that segment.
 
     [bookmark: pgfId-1054052]The DR for each LAN segment is determined as described in the “Hello Messages” section.
 
     [bookmark: pgfId-1054053]In ASM mode, the DR is responsible for unicasting PIM register packets to the RP. When a DR receives an IGMP membership report from a directly connected receiver, the shortest path is formed to the RP, which may or may not go through the DR. The result is a shared tree that connects all sources transmitting on the same multicast group to all receivers of that group.
 
     [bookmark: pgfId-1054054]In SSM mode, the DR triggers (*, G) or (S, G) PIM join messages toward the RP or the source. The path from the receiver to the source is determined hop by hop. The source must be known to the receiver or the DR.
 
     [bookmark: pgfId-1054057]For information about configuring the DR priority, see the “Configuring PIM or PIM6 Sparse Mode” section.
 
    
 
     
      [bookmark: pgfId-1054060][bookmark: 85131]Designated Forwarders
 
     [bookmark: pgfId-1054061]In PIM [bookmark: marker-1072045]Bidir mode, the software chooses a [bookmark: marker-1072039]designated forwarder ([bookmark: marker-1072040]DF) at RP discovery time from the routers on each network segment. The DF is responsible for forwarding multicast data for specified groups on that segment. The DF is elected based on the best metric from the network segment to the RP.
 
     [bookmark: pgfId-1054065]If the router receives a packet on the [bookmark: marker-1072049]RPF interface toward the RP, the router forwards the packet out all interfaces in the OIF-list. If a router receives a packet on an interface on which the router is the elected DF for that LAN segment, the packet is forwarded out all interfaces in the [bookmark: marker-1072050]OIF-list except the interface that it was received on and also out the RPF interface toward the RP.
 
      
       
     
 
     
 
     [bookmark: pgfId-1054066]Note Cisco NX-OS puts the RPF interface into the OIF-list of the [bookmark: marker-1072668]MRIB, but not in the OIF-list of the [bookmark: marker-1072667]MFIB.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1054069][bookmark: 75262]ASM Switchover from Shared Tree to Source Tree
 
     [bookmark: pgfId-1054070]In [bookmark: marker-1072052]ASM mode, the DR that is connected to a receiver switches over from the shared tree to the shortest-path tree ([bookmark: marker-1072051]SPT) to a source unless you configure the PIM parameter to use shared trees only. For information about configuring the use of shared trees only, see the “Configuring Shared Trees Only for ASM” section.
 
     [bookmark: pgfId-1054074]During the switchover, messages on the SPT and shared tree may overlap. These messages are different. The shared tree messages are propagated upstream toward the RP, while SPT messages go toward the source.
 
     [bookmark: pgfId-1054075]For information about SPT switchovers, see the “Last-Hop Switchover” to the SPT section in RFC 4601.
 
    
 
     
      [bookmark: pgfId-1054078][bookmark: 89274]Administratively Scoped IP Multicast
 
     [bookmark: pgfId-1054079]The [bookmark: marker-1072059]administratively scoped IP multicast method allows you to set boundaries on the delivery of multicast data. For more information, see RFC 2365.
 
     [bookmark: pgfId-1054081]You can configure an interface as a PIM boundary so that PIM messages are not sent out that interface. For information about configuring the [bookmark: marker-1072060]domain border parameter, see the “Configuring PIM or PIM6 Sparse Mode” section.
 
     [bookmark: pgfId-1054085]You can use the Auto-RP scope parameter to set a time-to-live (TTL) value. For more information, see the “Configuring Shared Trees Only for ASM” section. 
 
    
 
     
      [bookmark: pgfId-1093197][bookmark: 80063]Bidirectional Forwarding Detection for PIM
 
     [bookmark: pgfId-1093216]Beginning with Cisco NX-OS Release 5.0(2a), Bidirectional Forwarding Detection (BFD) allows the system to rapidly detect failures in a network. See the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x for more information about BFD.
 
     [bookmark: pgfId-1093234]In PIM, a link or neighbor group failure is detected when the hold-time, which is set as part of the hello interval, expires. However, BFD provides a more efficient method to detect a failure[bookmark: marker-1093323]. This protocol establishes a session between the two endpoints over a link and uses the forwarding engine. When BFD is enabled, the PIM process attempts to add a BFD session as each neighbor is discovered. If a BFD session already exists, no duplicate is created but PIM receives a callback that contains the state of the BFD session. You can enable BFD for PIM per VRF or per interface. 
 
     [bookmark: pgfId-1093340]PIM removes the BFD session when you disable BFD for that VRF or interface, the interface is no longer a PIM interface, or the neighboring BFD session goes down.
 
    
 
     
      [bookmark: pgfId-1054090][bookmark: 27941]Virtualization Support
 
     [bookmark: pgfId-1054091]A virtual device context ([bookmark: marker-1072062]VDC) is a logical representation of a set of system resources. Within each VDC, multiple virtual routing and forwarding (VRF) instances can be defined. For each VRF in a VDC in the system, independent multicast system resources are maintained, including the MRIB and M6RIB.
 
     [bookmark: pgfId-1054092]You can use the PIM and PIM6 show commands with a VRF argument to provide a context for the information displayed. The default VRF is used if no VRF argument is supplied.
 
     [bookmark: pgfId-1054095]For information about configuring VDCs, see the Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2.
 
     [bookmark: pgfId-1054099]For information about configuring VRFs, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
 
    
 
     
      [bookmark: pgfId-1092931]High Availability
 
     [bookmark: pgfId-1093188]For information about high availability, see the Cisco Nexus 7000 Series NX-OS High Availability and Redundancy Guide, Release 5.x.
 
    
 
   
 
    
     [bookmark: pgfId-1054102][bookmark: 17686]Licensing Requirements for PIM and PIM6
 
    [bookmark: pgfId-1054103]The following table shows the [bookmark: marker-1072063]licensing requirements for this feature:
 
    [bookmark: pgfId-1054124]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1054106]Product 
         
  
        	 
          
          [bookmark: pgfId-1054108]License Requirement 
         
  
       
 
        
        	[bookmark: pgfId-1054118]Cisco NX-OS
  
        	[bookmark: pgfId-1054120]PIM and PIM6 require an Enterprise Services license. For a complete explanation of the Cisco NX-OS licensing scheme and how to obtain and apply licenses, see the Cisco NX-OS Licensing Guide.
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1054126][bookmark: 88485]Prerequisites for PIM and PIM6
 
    [bookmark: pgfId-1054127][bookmark: marker-1072066]PIM and PIM6 have the following prerequisites:
 
     
     	 [bookmark: pgfId-1054132]You are logged onto the device.
 
     	 [bookmark: pgfId-1054133]You are in the correct virtual device context (VDC). A VDC is a logical representation of a set of system resources. You can use the  switchto vdc command with a VDC number.
 
     	 [bookmark: pgfId-1054134]For global commands, you are in the correct virtual routing and forwarding (VRF) mode. The default configuration mode shown in the examples in this chapter applies to the default VRF.
 
    
 
   
 
    
     [bookmark: pgfId-1054136][bookmark: 11844]Guidelines and Limitations for PIM and PIM6
 
    [bookmark: pgfId-1054137]PIM and PIM6 have the follow[bookmark: marker-1122027]ing guidelines and limitations:
 
     
     	 [bookmark: pgfId-1054138]Tunnel interfaces do not support PIM until Cisco NX-OS Release 5.2(1). Beginning with Release 5.2(1), you can configure multicast on GRE tunnel interfaces.
 
     	 [bookmark: pgfId-1090687]Cisco NX-OS PIM and PIM6 do not interoperate with any version of PIM dense mode or PIM sparse mode version 1.
 
     	 [bookmark: pgfId-1054139]Do not configure both Auto-RP and BSR protocols in the same network.
 
     	 [bookmark: pgfId-1054140]Configure candidate RP intervals to a minimum of 15 seconds.
 
     	 [bookmark: pgfId-1054141]If a device is configured with a BSR policy that should prevent it from being elected as the BSR, the device ignores the policy. This behavior results in the following undesirable conditions:
 
    
 
    [bookmark: pgfId-1054142] – If a device receives a BSM that is permitted by the policy, the device, which incorrectly elected itself as the BSR, drops that BSM so that routers downstream fail to receive it. Downstream devices correctly filter the BSM from the incorrect BSR so that these devices do not receive RP information.
 
    [bookmark: pgfId-1054143] – A BSM received by a BSR from a different device sends a new BSM but ensures that downstream devices do not receive the correct BSM.
 
     
     	 [bookmark: pgfId-1106651]While using avirtual port channel (vPC) with dual supervisors, you must use the default timers as follows:
 
    
 
    [bookmark: pgfId-1106652] – While using dual supervisors where we recommend high default timer values; convergence will suffer on a link failure. If you want to perform ISSU or you want the system to do an SSO without any network reconvergence, you must specify higher default timer values.
 
    [bookmark: pgfId-1106611] – Beginning with Release 5.x, we recommend that you use BFD for PIM instead of nondefault timers.
 
     
     	 [bookmark: pgfId-1121026]Default PIM timer values are recommended for most deployments. ISSU/SSO may not function as expected if timers are modified from the default values.
 
     	 [bookmark: pgfId-1121051]Beginning with Release 5.x, we recommend that you use BFD for PIM to support subsecond failure detection.
 
    
 
   
 
    
     [bookmark: pgfId-1130282][bookmark: 87861]Default Settings
 
    [bookmark: pgfId-1130287]Table 1-2 lists the default settings for PIM and PIM6 [bookmark: marker-1130286]parameters.
 
    [bookmark: pgfId-1130377]
 
     
      
       
       [bookmark: pgfId-1130294]Table 1-2 [bookmark: 14316]Default PIM and PIM6 Parameters 
 
       
       
        
        	 
          
          [bookmark: pgfId-1130298]Parameters 
         
  
        	 
          
          [bookmark: pgfId-1130300]Default 
         
  
       
 
        
        	[bookmark: pgfId-1130302]Use shared trees only
  
        	[bookmark: pgfId-1130304]Disabled
  
       
 
        
        	[bookmark: pgfId-1130306]Flush routes on restart
  
        	[bookmark: pgfId-1130308]Disabled
  
       
 
        
        	[bookmark: pgfId-1130310]Log Neighbor changes
  
        	[bookmark: pgfId-1130312]Disabled
  
       
 
        
        	[bookmark: pgfId-1130314]Auto-RP message action
  
        	[bookmark: pgfId-1130316]Disabled
  
       
 
        
        	[bookmark: pgfId-1130318]BSR message action
  
        	[bookmark: pgfId-1130320]Disabled
  
       
 
        
        	[bookmark: pgfId-1130322]SSM multicast group range or policy
  
        	[bookmark: pgfId-1130324]232.0.0.0/8 for IPv4 and FF3x::/96 for IPv6
  
       
 
        
        	[bookmark: pgfId-1130326]PIM sparse mode
  
        	[bookmark: pgfId-1130328]Disabled
  
       
 
        
        	[bookmark: pgfId-1130330]Designated router priority
  
        	[bookmark: pgfId-1130332]0
  
       
 
        
        	[bookmark: pgfId-1130334]Hello authentication mode
  
        	[bookmark: pgfId-1130336]Disabled
  
       
 
        
        	[bookmark: pgfId-1130338]Domain border
  
        	[bookmark: pgfId-1130340]Disabled
  
       
 
        
        	[bookmark: pgfId-1130342]RP address policy
  
        	[bookmark: pgfId-1130344]No message filtering
  
       
 
        
        	[bookmark: pgfId-1130346]PIM register message policy
  
        	[bookmark: pgfId-1130348]No message filtering
  
       
 
        
        	[bookmark: pgfId-1130350]BSR candidate RP policy
  
        	[bookmark: pgfId-1130352]No message filtering
  
       
 
        
        	[bookmark: pgfId-1130354]BSR policy
  
        	[bookmark: pgfId-1130356]No message filtering
  
       
 
        
        	[bookmark: pgfId-1130358]Auto-RP mapping agent policy
  
        	[bookmark: pgfId-1130360]No message filtering
  
       
 
        
        	[bookmark: pgfId-1130362]Auto-RP RP candidate policy
  
        	[bookmark: pgfId-1130364]No message filtering
  
       
 
        
        	[bookmark: pgfId-1130366]Join-prune policy
  
        	[bookmark: pgfId-1130368]No message filtering
  
       
 
        
        	[bookmark: pgfId-1130370]Neighbor adjacency policy
  
        	[bookmark: pgfId-1130372]Become adjacent with all PIM neighbors
  
       
 
        
        	[bookmark: pgfId-1130374]BFD
  
        	[bookmark: pgfId-1130376]Disabled
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1054147][bookmark: 50266][bookmark: 83528][bookmark: 63480]Configuring PIM and PIM6
 
    [bookmark: pgfId-1054148]You can configure both [bookmark: marker-1072138]PIM and PIM6 on the same router. You configure either PIM or PIM6 for each interface, depending on whether that interface is running IPv4 or IPv6.
 
     
      
    
 
    
 
    [bookmark: pgfId-1054149]Note Cisco NX-OS supports only PIM sparse mode version 2. In this publication, “PIM” refers to PIM sparse mode version 2.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1054150]You can configure separate ranges of addresses in the PIM or PIM6 domain using the multicast distribution modes described in Table 1-3.
 
    [bookmark: pgfId-1054195]
 
     
      
       
       [bookmark: pgfId-1054160]Table 1-3 [bookmark: 23364]PIM and PIM6 Multicast Distribution Modes 
 
       
       
        
        	 
          
          [bookmark: pgfId-1054166]Multicast Distribution Mode 
         
  
        	 
          
          [bookmark: pgfId-1054168]Requires RP Configuration 
         
  
        	 
          
          [bookmark: pgfId-1054170]Description 
         
  
       
 
        
        	[bookmark: pgfId-1054172]ASM
  
        	[bookmark: pgfId-1054174]Yes
  
        	[bookmark: pgfId-1054176]Any source multicast
  
       
 
        
        	[bookmark: pgfId-1054178]Bidir
  
        	[bookmark: pgfId-1054180]Yes
  
        	[bookmark: pgfId-1054182]Bidirectional shared trees
  
       
 
        
        	[bookmark: pgfId-1054184]SSM
  
        	[bookmark: pgfId-1054186]No
  
        	[bookmark: pgfId-1054188]Single source multicast
  
       
 
        
        	[bookmark: pgfId-1054190]RPF routes for multicast
  
        	[bookmark: pgfId-1054192]No
  
        	[bookmark: pgfId-1054194]RPF routes for multicast
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1054196]To [bookmark: marker-1072140]configure PIM and PIM6, follow these steps:
 
    
 
    [bookmark: pgfId-1054200]Step 1 From the multicast distribution modes described in Table 1-3, select the range of multicast groups that you want to configure in each mode.
 
    [bookmark: pgfId-1054204]Step 2 Enable the PIM and PIM6 features. See the “Enabling the PIM and PIM6 Features” section.
 
    [bookmark: pgfId-1054205]Step 3 Configure PIM or PIM6 sparse mode on each interface that you want to participate in a PIM domain. See the “Configuring PIM or PIM6 Sparse Mode” section.
 
    [bookmark: pgfId-1054209]Step 4 Follow the configuration steps for the multicast distribution modes that you selected in Step 1 as follows:
 
     
      
      	 [bookmark: pgfId-1054213]For ASM or Bidir mode, see the “Configuring ASM and Bidir” section.
 
      	 [bookmark: pgfId-1054217]For SSM mode, see the “Configuring SSM” section.
 
      	 [bookmark: pgfId-1054221]For RPF routes for multicast, see the “Configuring RPF Routes for Multicast” section.
 
     
 
    
 
    [bookmark: pgfId-1054225]Step 5 Configure message filtering. See the “Configuring Message Filtering” section.
 
    [bookmark: pgfId-1054226]
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1054227]The CLI commands used to configure PIM or PIM6 differ as follows:
 
     
     	 [bookmark: pgfId-1054228]Commands begin with  ip pim for PIM and begin with  ipv6 pim for PIM6.
 
     	 [bookmark: pgfId-1054229]Commands begin with  show ip pim for PIM and begin with  show ipv6 pim for PIM6.
 
    
 
    [bookmark: pgfId-1054231]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1054235]Enabling the PIM and PIM6 Features
 
     	 [bookmark: pgfId-1054243]Configuring PIM or PIM6 Sparse Mode
 
     	 [bookmark: pgfId-1054247]Configuring ASM and Bidir
 
     	 [bookmark: pgfId-1054251]Configuring SSM
 
     	 [bookmark: pgfId-1054255]Configuring RPF Routes for Multicast
 
     	 [bookmark: pgfId-1059830]Configuring Route Maps to Control RP Information Distribution
 
     	 [bookmark: pgfId-1054259]Configuring Message Filtering
 
     	 [bookmark: pgfId-1054263]Restarting the PIM and PIM6 Processes
 
     	 [bookmark: pgfId-1093486]Configuring BFD for PIM
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1054264]Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS commands for this feature might differ from the Cisco IOS commands that you would use.
 
     
     
 
    
 
    
 
     
      [bookmark: pgfId-1054266][bookmark: 28895]Enabling the PIM and PIM6 Features
 
     [bookmark: pgfId-1054267]Before you can access the PIM or PIM6 commands, you must enable the PIM or [bookmark: marker-1072143]PIM6 feature.
 
    
 
     
      [bookmark: pgfId-1091878]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1091879]Ensure that you have installed the Enterprise Services license.
 
    
 
     
      [bookmark: pgfId-1054268]SUMMARY STEPS
 
     [bookmark: pgfId-1054272] 1. config t
 
     [bookmark: pgfId-1054273] 2. feature pim
 
     [bookmark: pgfId-1054274] 3. feature pim6
 
     [bookmark: pgfId-1054275] 4. (Optional) show running-configuration pim
 
     [bookmark: pgfId-1076892] 5. (Optional) show running-configuration pim6
 
     [bookmark: pgfId-1054276] 6. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054277]DETAILED STEPS
 
     [bookmark: pgfId-1054338]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054287] 
          
  
         	 
           
           [bookmark: pgfId-1054289]Command 
          
  
         	 
           
           [bookmark: pgfId-1054291]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054293]Step 1
  
         	[bookmark: pgfId-1054295]config t
 [bookmark: pgfId-1054296]
 [bookmark: pgfId-1054297]Example:
 [bookmark: pgfId-1054298]switch# config t
 [bookmark: pgfId-1054299]switch(config)#
  
         	[bookmark: pgfId-1054301]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054303]Step 2
  
         	[bookmark: pgfId-1054305]feature pim[bookmark: marker-1072144]
 [bookmark: pgfId-1054306]
 [bookmark: pgfId-1054307]Example:
 [bookmark: pgfId-1054308]switch(config)# feature pim
  
         	[bookmark: pgfId-1054310]Enables PIM. By default, PIM is disabled.
  
        
 
         
         	[bookmark: pgfId-1054312]Step 3
  
         	[bookmark: pgfId-1054314]feature pim6[bookmark: marker-1072145]
 [bookmark: pgfId-1054315]
 [bookmark: pgfId-1054316]Example:
 [bookmark: pgfId-1054317]switch(config)# feature pim6
  
         	[bookmark: pgfId-1054319]Enables PIM6. By default, PIM6 is disabled.
  
        
 
         
         	[bookmark: pgfId-1054321]Step 4
  
         	[bookmark: pgfId-1054323]show running-configuration pim
 [bookmark: pgfId-1054324]
 [bookmark: pgfId-1054325]Example:
 [bookmark: pgfId-1054326]switch(config)# show running-configuration pim
  
         	[bookmark: pgfId-1054328](Optional) Shows the running-configuration information for PIM, including the feature command.
  
        
 
         
         	[bookmark: pgfId-1076909]Step 5
  
         	[bookmark: pgfId-1076911]show running-configuration pim6
 [bookmark: pgfId-1076912]
 [bookmark: pgfId-1076913]Example:
 [bookmark: pgfId-1076914]switch(config)# show running-configuration pim6
  
         	[bookmark: pgfId-1076916](Optional) Shows the running-configuration information for PIM6, including the feature command.
  
        
 
         
         	[bookmark: pgfId-1054330]Step 6
  
         	[bookmark: pgfId-1054332]copy running-config startup-config
 [bookmark: pgfId-1054333]
 [bookmark: pgfId-1054334]Example:
 [bookmark: pgfId-1054335]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054337](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054347][bookmark: 25770]Configuring PIM or PIM6 Sparse Mode
 
     [bookmark: pgfId-1054348]You configure PIM or [bookmark: marker-1072147]PIM6 sparse mode on every device interface that you want to participate in a sparse mode domain. You can configure the sparse mode parameters described in Table 1-4.
 
     [bookmark: pgfId-1054410]
 
      
       
        
        [bookmark: pgfId-1054358]Table 1-4 [bookmark: 26196]PIM and PIM6 Sparse Mode Parameters 
 
        
        
         
         	 
           
           [bookmark: pgfId-1054362]Parameter 
          
  
         	 
           
           [bookmark: pgfId-1054364]Description 
          
  
        
 
         
         	 [bookmark: pgfId-1054366]Global to the device
  
        
 
         
         	[bookmark: pgfId-1054370][bookmark: marker-1072152]Auto-RP message action
  
         	[bookmark: pgfId-1054372]Enables listening and forwarding of Auto-RP messages. The default is disabled, which means that the router does not listen or forward Auto-RP messages unless it is configured as a candidate RP or mapping agent.
 [bookmark: pgfId-1054373]Note PIM6 does not support the Auto-RP method.
  
        
 
         
         	[bookmark: pgfId-1054375][bookmark: marker-1072153]BSR message action
  
         	[bookmark: pgfId-1054377]Enables listening and forwarding of BSR messages. The default is disabled, which means that the router does not listen or forward BSR messages unless it is configured as a candidate RP or BSR candidate.
  
        
 
         
         	[bookmark: pgfId-1076139][bookmark: marker-1076884]Bidir RP limit
  
         	[bookmark: pgfId-1076141]Configures the number of Bidir RPs that you can configure for IPv4 and IPv6. The maximum number of Bidir RPs supported per VRF for PIM and PIM6 combined cannot exceed 8. Values range from 0 to 8. The default is 6 for IPv4 and 2 for IPv6.
  
        
 
         
         	[bookmark: pgfId-1076135][bookmark: marker-1076885]Register rate limit
  
         	[bookmark: pgfId-1076137]Configures the IPv4 or IPv6 register rate limit in packets per second. The range is from 1 to 65,535. The default is no limit.
  
        
 
         
         	[bookmark: pgfId-1088573][bookmark: marker-1088619]Initial holddown period
  
         	[bookmark: pgfId-1088575]Configures the IPv4 or IPv6 initial holddown period in seconds. This holddown period is the time it takes for the MRIB to come up initially. If you want faster convergence, enter a lower value. The range is from 90 to 210. Specify 0 to disable the holddown period. The default is 210.
  
        
 
         
         	 [bookmark: pgfId-1054379]Per device interface
  
        
 
         
         	[bookmark: pgfId-1054383][bookmark: marker-1072154]PIM sparse mode
  
         	[bookmark: pgfId-1054385]Enables PIM or PIM6 on an interface.
  
        
 
         
         	[bookmark: pgfId-1054387][bookmark: marker-1072155]Designated router priority
  
         	[bookmark: pgfId-1054389]Sets the designated router (DR) priority that is advertised in PIM hello messages on this interface. On a multi-access network with multiple PIM-enabled routers, the router with the highest DR priority is elected as the DR router. If the priorities match, the software elects the DR with the highest IP address. The DR originates PIM register messages for the directly connected multicast sources and sends PIM join messages toward the rendezvous point (RP) for directly connected receivers. Values range from 1 to 4294967295. The default is 1.
  
        
 
         
         	[bookmark: pgfId-1054391][bookmark: marker-1072156]Hello authentication mode
  
         	[bookmark: pgfId-1068594]Enables an MD5 hash authentication key, or password, in PIM hello messages on the interface so that directly connected neighbors can authenticate each other. The PIM hello messages are IPsec encoded using the Authentication Header (AH) option. You can enter an unencrypted (cleartext) key or one of these values followed by a space and the MD5 authentication key:
 
           
           	 [bookmark: pgfId-1068595]0—Specifies an unencrypted (cleartext) key
 
           	 [bookmark: pgfId-1068596]3—Specifies a 3-DES encrypted key
 
           	 [bookmark: pgfId-1068597]7—Specifies a Cisco Type 7 encrypted key
 
          
 [bookmark: pgfId-1054393]The authentication key can be up to 16 characters. The default is disabled.
 [bookmark: pgfId-1068650]Note PIM6 does not support hello authentication.
  
        
 
         
         	[bookmark: pgfId-1068667][bookmark: marker-1072157]Hello interval
  
         	[bookmark: pgfId-1068669]Configures the interval at which hello messages are sent in milliseconds. The range is from 1 to 4294967295. The default is 30000.
  
        
 
         
         	[bookmark: pgfId-1054395][bookmark: marker-1072158]Domain border
  
         	[bookmark: pgfId-1054397]Enables the interface to be on the border of a PIM domain so that no bootstrap, candidate-RP, or Auto-RP messages are sent or received on the interface. The default is disabled.
 [bookmark: pgfId-1054398]Note PIM6 does not support the Auto-RP method.
  
        
 
         
         	[bookmark: pgfId-1054400][bookmark: marker-1072159]Neighbor policy
  
         	[bookmark: pgfId-1085557]Configures which PIM neighbors to become adjacent to based on a route-map policy1 where you can specify IP addresses to become adjacent to with the match ip[v6] address command. If the policy name does not exist, or no IP addresses are configured in a policy, adjacency is established with all neighbors. The default is to become adjacent with all PIM neighbors.
 [bookmark: pgfId-1063363]Note We recommend that you should configure this feature only if you are an experienced network administrator.
  
        
 
        
      
 
     
 
      
       
        
        	 1.[bookmark: pgfId-1085562]To configure route-map policies, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
  
       
 
       
     
 
     [bookmark: pgfId-1085899]For information about configuring multicast route maps, see the “Configuring Route Maps to Control RP Information Distribution” section.
 
      
       
     
 
     
 
     [bookmark: pgfId-1054414]Note To configure the join-prune policy, see the “Configuring Message Filtering” section.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092549]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092550]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1054415]SUMMARY STEPS
 
     [bookmark: pgfId-1054419]PIM Commands
 
     [bookmark: pgfId-1054420] 1. config t
 
     [bookmark: pgfId-1054421] 2. (Optional) ip pim auto-rp {listen [forward] | forward [listen]}
 
     [bookmark: pgfId-1054422] 3. (Optional) ip pim bsr {listen [forward] | forward [listen]}
 
     [bookmark: pgfId-1054423] 4. (Optional) show ip pim rp [ip-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1076248] 5. (Optional) ip pim bidir-rp-limit limit
 
     [bookmark: pgfId-1076262] 6. (Optional) ip pim register-rate-limit rate
 
     [bookmark: pgfId-1088787] 7. (Optional) [ip | ipv4] routing multicast holddown holddown-period
 
     [bookmark: pgfId-1076757] 8. show running-configuration pim
 
     [bookmark: pgfId-1054424] 9. interface interface
 
     [bookmark: pgfId-1054425] 10. ip pim sparse-mode
 
     [bookmark: pgfId-1054426] 11. (Optional) ip pim dr-priority priority
 
     [bookmark: pgfId-1054427] 12. (Optional) ip pim hello-authentication ah-md5 auth-key
 
     [bookmark: pgfId-1054428] 13. (Optional) ip pim hello-interval interval
 
     [bookmark: pgfId-1068722] 14. (Optional) ip pim border
 
     [bookmark: pgfId-1054429] 15. (Optional) ip pim neighbor-policy policy-name
 
     [bookmark: pgfId-1054430] 16. (Optional) show ip pim interface [interface | brief] [vrf vrf-name | all]
 
     [bookmark: pgfId-1054431] 17. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1054432]PIM6 Commands
 
     [bookmark: pgfId-1054433] 1. config t
 
     [bookmark: pgfId-1054434] 2. (Optional) ipv6 pim bsr {listen [forward] | forward [listen]}
 
     [bookmark: pgfId-1054435] 3. (Optional) show ipv6 pim rp [ipv6-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1076280] 4. (Optional) ipv6 pim bidir-rp-limit limit
 
     [bookmark: pgfId-1076281] 5. (Optional) ipv6 pim register-rate-limit rate
 
     [bookmark: pgfId-1088707] 6. (Optional) ipv6 routing multicast holddown holddown-period
 
     [bookmark: pgfId-1076769] 7. show running-configuration pim6
 
     [bookmark: pgfId-1054436] 8. interface interface
 
     [bookmark: pgfId-1054437] 9. ipv6 pim sparse-mode
 
     [bookmark: pgfId-1054438] 10. (Optional) ipv6 pim dr-priority priority
 
     [bookmark: pgfId-1054440] 11. (Optional) ipv6 pim hello-interval interval
 
     [bookmark: pgfId-1068733] 12. (Optional) ipv6 pim border
 
     [bookmark: pgfId-1054441] 13. (Optional) ipv6 pim neighbor-policy policy-name
 
     [bookmark: pgfId-1054442] 14. (Optional) show ipv6 pim interface [interface | brief] [vrf vrf-name | all]
 
     [bookmark: pgfId-1054443] 15. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054444]DETAILED STEPS
 
     [bookmark: pgfId-1054570]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054454] 
          
  
         	 
           
           [bookmark: pgfId-1054456]Command 
          
  
         	 
           
           [bookmark: pgfId-1054458]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054460]Step 1
  
         	[bookmark: pgfId-1054462]config t
 [bookmark: pgfId-1054463]
 [bookmark: pgfId-1054464]Example:
 [bookmark: pgfId-1054465]switch# config t
 [bookmark: pgfId-1054466]switch(config)#
  
         	[bookmark: pgfId-1054468]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054470]Step 2
  
         	[bookmark: pgfId-1054472]ip pim auto-rp [bookmark: marker-1072160]{listen [forward] | forward [listen]}
 [bookmark: pgfId-1054473]
 [bookmark: pgfId-1054474]Example:
 [bookmark: pgfId-1054475]switch(config)# ip pim auto-rp listen
  
         	[bookmark: pgfId-1054477](Optional) Enables listening or forwarding of Auto-RP messages. The default is disabled, which means that the software does not listen to or forward Auto-RP messages.
  
        
 
         
         	[bookmark: pgfId-1054479]Step 3
  
         	[bookmark: pgfId-1054481]ip pim bsr [bookmark: marker-1072161]{listen [forward] | forward [listen]}
 [bookmark: pgfId-1054482]
 [bookmark: pgfId-1054483]Example:
 [bookmark: pgfId-1054484]switch(config)# ip pim bsr forward
  
         	[bookmark: pgfId-1054486](Optional) Enables listening or forwarding of BSR messages. The default is disabled, which means that the software does not listen or forward BSR messages.
  
        
 
         
         	[bookmark: pgfId-1054488]Step 4
  
         	[bookmark: pgfId-1054490]show ip pim rp [ip-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1054491]
 [bookmark: pgfId-1054492]Example:
 [bookmark: pgfId-1054493]switch(config)# show ip pim rp
  
         	[bookmark: pgfId-1054495](Optional) Displays PIM RP information, including Auto-RP and BSR listen and forward states.
  
        
 
         
         	[bookmark: pgfId-1076293]Step 5
  
         	[bookmark: pgfId-1076296]ip pim bidir-rp-limit[bookmark: marker-1076295] limit
 [bookmark: pgfId-1076297]
 [bookmark: pgfId-1076298]Example:
 [bookmark: pgfId-1076299]switch(config)# ip pim bidir-rp-limit 4
  
         	[bookmark: pgfId-1076301](Optional) Specifies the number of Bidir RPs that you can configure for IPv4. The maximum number of Bidir RPs supported per VRF for PIM and PIM6 combined cannot exceed 8. Values range from 0 to 8. The default is 6.
  
        
 
         
         	[bookmark: pgfId-1076322]Step 6
  
         	[bookmark: pgfId-1076325]ip pim register-rate-limit[bookmark: marker-1076324] rate
 [bookmark: pgfId-1076326]
 [bookmark: pgfId-1076327]Example:
 [bookmark: pgfId-1076328]switch(config)# ip pim register-rate-limit 1000
  
         	[bookmark: pgfId-1076514](Optional) Configures the rate limit in packets per second. The range is from 1 to 65,535. The default is no limit.
  
        
 
         
         	[bookmark: pgfId-1088813]Step 7
  
         	[bookmark: pgfId-1088816][bookmark: marker-1088921][ip | ipv4] routing multicast holddown holddown-period
 [bookmark: pgfId-1088817]
 [bookmark: pgfId-1088818]Example:
 [bookmark: pgfId-1088819]switch(config)# ip routing multicast holddown 100
  
         	[bookmark: pgfId-1088821](Optional) Configures the initial holddown period in seconds. The range is from 90 to 210. Specify 0 to disable the holddown period. The default is 210.
  
        
 
         
         	[bookmark: pgfId-1076776]Step 8
  
         	[bookmark: pgfId-1076778]show running-configuration pim
 [bookmark: pgfId-1076786]
 [bookmark: pgfId-1076780]Example:
 [bookmark: pgfId-1076781]switch(config)# show running-configuration pim
  
         	[bookmark: pgfId-1076783](Optional) Displays PIM running-configuration information, including the Bidir RP limit and register rate limit.
  
        
 
         
         	[bookmark: pgfId-1054497]Step 9
  
         	[bookmark: pgfId-1054499]interface interface
 [bookmark: pgfId-1054500]
 [bookmark: pgfId-1054501]Example:
 [bookmark: pgfId-1054502]switch(config)# interface ethernet 2/1
 [bookmark: pgfId-1054503]switch(config-if)# 
  
         	[bookmark: pgfId-1054505]Enters interface mode on the interface type and number, such as ethernet slot/port.
  
        
 
         
         	[bookmark: pgfId-1054507]Step 10
  
         	[bookmark: pgfId-1054509]ip pim sparse-mode[bookmark: marker-1072162]
 [bookmark: pgfId-1054510]
 [bookmark: pgfId-1054511]Example:
 [bookmark: pgfId-1054512]switch(config-if)# ip pim sparse-mode
  
         	[bookmark: pgfId-1054514]Enables PIM sparse mode on this interface. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1054516]Step 11
  
         	[bookmark: pgfId-1054518]ip pim dr-priority [bookmark: marker-1072163]priority
 [bookmark: pgfId-1054519]
 [bookmark: pgfId-1054520]Example:
 [bookmark: pgfId-1054521]switch(config-if)# ip pim dr-priority 192
  
         	[bookmark: pgfId-1054523](Optional) Sets the designated router (DR) priority that is advertised in PIM hello messages. Values range from 1 to 4294967295. The default is 1.
  
        
 
         
         	[bookmark: pgfId-1054525]Step 12
  
         	[bookmark: pgfId-1054527]ip pim hello-authentication ah-md5 [bookmark: marker-1072164]auth-key
 [bookmark: pgfId-1054528]
 [bookmark: pgfId-1054529]Example:
 [bookmark: pgfId-1054530]switch(config-if)# ip pim hello-authentication ah-md5 my_key
  
         	[bookmark: pgfId-1068557](Optional) Enables an MD5 hash authentication key in PIM hello messages. You can enter an unencrypted (cleartext) key or one of these values followed by a space and the MD5 authentication key:
 
           
           	 [bookmark: pgfId-1068558]0—Specifies an unencrypted (cleartext) key
 
           	 [bookmark: pgfId-1068559]3—Specifies a 3-DES encrypted key
 
           	 [bookmark: pgfId-1054532]7—Specifies a Cisco Type 7 encrypted key
 
          
 [bookmark: pgfId-1068569]The key can be up to 16 characters. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1068830]Step 13
  
         	[bookmark: pgfId-1068832]ip pim hello-interval [bookmark: marker-1072165]interval
 [bookmark: pgfId-1068833]
 [bookmark: pgfId-1068834]Example:
 [bookmark: pgfId-1068835]switch(config-if)# ip pim hello-interval 25000
  
         	[bookmark: pgfId-1068837](Optional) Configures the interval at which hello messages are sent in milliseconds. The range is from 1000 to 18724286. The default is 30000.
 [bookmark: pgfId-1124854]Note Before Cisco NX-OS Release 5.2(1), the minimum value was 1 millisecond.
  
        
 
         
         	[bookmark: pgfId-1054534]Step 14
  
         	[bookmark: pgfId-1054536]ip pim border[bookmark: marker-1072166]
 [bookmark: pgfId-1054537]
 [bookmark: pgfId-1054538]Example:
 [bookmark: pgfId-1054539]switch(config-if)# ip pim border
  
         	[bookmark: pgfId-1054541](Optional) Enables the interface to be on the border of a PIM domain so that no bootstrap, candidate-RP, or Auto-RP messages are sent or received on the interface. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1054543]Step 15
  
         	[bookmark: pgfId-1054545]ip pim neighbor-policy [bookmark: marker-1072167]policy-name
 [bookmark: pgfId-1054546]
 [bookmark: pgfId-1054547]Example:
 [bookmark: pgfId-1054548]switch(config-if)# ip pim neighbor-policy my_neighbor_policy
  
         	[bookmark: pgfId-1085576](Optional) Configures which PIM neighbors to become adjacent to based on a route-map policy with the match ip address command. The policy name can be up to 63 characters. The default is to become adjacent with all PIM neighbors.
 [bookmark: pgfId-1054551]Note We recommend that you should configure this feature only if you are an experienced network administrator.
  
        
 
         
         	[bookmark: pgfId-1054553]Step 16
  
         	[bookmark: pgfId-1054555]show ip pim interface [interface | brief] [vrf vrf-name | all]
 [bookmark: pgfId-1054556]
 [bookmark: pgfId-1054557]Example:
 [bookmark: pgfId-1054558]switch(config-if)# show ip pim interface
  
         	[bookmark: pgfId-1054560](Optional) Displays PIM interface information.
  
        
 
         
         	[bookmark: pgfId-1054562]Step 17
  
         	[bookmark: pgfId-1054564]copy running-config startup-config
 [bookmark: pgfId-1054565]
 [bookmark: pgfId-1054566]Example:
 [bookmark: pgfId-1054567]switch(config-if)# copy running-config startup-config
  
         	[bookmark: pgfId-1054569](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1076692]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1076579] 
          
  
         	 
           
           [bookmark: pgfId-1076581]Command 
          
  
         	 
           
           [bookmark: pgfId-1076583]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1076585]Step 1
  
         	[bookmark: pgfId-1076587]config t
 [bookmark: pgfId-1076588]
 [bookmark: pgfId-1076589]Example:
 [bookmark: pgfId-1076590]switch# config t
 [bookmark: pgfId-1076591]switch(config)#
  
         	[bookmark: pgfId-1076593]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1076595]Step 2
  
         	[bookmark: pgfId-1076598]ipv6 pim bsr [bookmark: marker-1076597]{listen [forward] | forward [listen]}
 [bookmark: pgfId-1076599]
 [bookmark: pgfId-1076600]Example:
 [bookmark: pgfId-1076601]switch(config)# ipv6 pim bsr forward
  
         	[bookmark: pgfId-1076603](Optional) Enables listening or forwarding of BSR messages. The default is disabled, which means that the software does not listen or forward BSR messages.
  
        
 
         
         	[bookmark: pgfId-1076605]Step 3
  
         	[bookmark: pgfId-1076607]show ipv6 pim rp [ipv6-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1076608]
 [bookmark: pgfId-1076609]Example:
 [bookmark: pgfId-1076610]switch(config)# show ipv6 pim rp
  
         	[bookmark: pgfId-1076612](Optional) Displays PIM6 RP information, including BSR listen and forward states.
  
        
 
         
         	[bookmark: pgfId-1076722]Step 4
  
         	[bookmark: pgfId-1076725]ipv6 pim bidir-rp-limit[bookmark: marker-1076724] limit
 [bookmark: pgfId-1076726]
 [bookmark: pgfId-1076727]Example:
 [bookmark: pgfId-1076728]switch(config)# ipv6 pim bidir-rp-limit 4
  
         	[bookmark: pgfId-1076730](Optional) Specifies the number of Bidir RPs that you can configure for IPv6. The maximum number of Bidir RPs supported per VRF for PIM and PIM6 combined cannot exceed 8. Values range from 0 to 8. The default is 2.
  
        
 
         
         	[bookmark: pgfId-1076732]Step 5
  
         	[bookmark: pgfId-1076735]ipv6 pim register-rate-limit[bookmark: marker-1076734] rate
 [bookmark: pgfId-1076736]
 [bookmark: pgfId-1076737]Example:
 [bookmark: pgfId-1076738]switch(config)# ipv6 pim register-rate-limit 1000
  
         	[bookmark: pgfId-1076740](Optional) Configures the rate limit in packets per second. The range is from 1 to 65,535. The default is no limit.
  
        
 
         
         	[bookmark: pgfId-1088892]Step 6
  
         	[bookmark: pgfId-1088894]ipv6 routing multicast holddown holddown-period
 [bookmark: pgfId-1088895]
 [bookmark: pgfId-1088896]Example:
 [bookmark: pgfId-1088897]switch(config)# ipv6 routing multicast holddown 100
  
         	[bookmark: pgfId-1088899](Optional) Configures the initial holddown period in seconds. The range is from 90 to 210. Specify 0 to disable the holddown period. The default is 210.
  
        
 
         
         	[bookmark: pgfId-1076795]Step 7
  
         	[bookmark: pgfId-1076797]show running-configuration pim6
 [bookmark: pgfId-1076798]
 [bookmark: pgfId-1076799]Example:
 [bookmark: pgfId-1076800]switch(config)# show running-configuration pim6
  
         	[bookmark: pgfId-1076802](Optional) Displays PIM6 running-configuration information, including the Bidir RP limit and register rate limit.
  
        
 
         
         	[bookmark: pgfId-1076614]Step 8
  
         	[bookmark: pgfId-1076616]interface interface
 [bookmark: pgfId-1076617]
 [bookmark: pgfId-1076618]Example:
 [bookmark: pgfId-1076619]switch(config)# interface ethernet 2/1
 [bookmark: pgfId-1076620]switch(config-if)# 
  
         	[bookmark: pgfId-1076622]Enters interface mode on the specified interface.
  
        
 
         
         	[bookmark: pgfId-1076624]Step 9
  
         	[bookmark: pgfId-1076627]ipv6 pim sparse-mode[bookmark: marker-1076626]
 [bookmark: pgfId-1076628]
 [bookmark: pgfId-1076629]Example:
 [bookmark: pgfId-1076630]switch(config-if)# ipv6 pim sparse-mode
  
         	[bookmark: pgfId-1076632]Enables PIM6 sparse mode on this interface. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1076634]Step 10
  
         	[bookmark: pgfId-1076637]ipv6 pim dr-priority [bookmark: marker-1076636]priority
 [bookmark: pgfId-1076638]
 [bookmark: pgfId-1076639]Example:
 [bookmark: pgfId-1076640]switch(config-if)# ipv6 pim dr-priority 192
  
         	[bookmark: pgfId-1076642](Optional) Sets the designated router (DR) priority that is advertised in PIM6 hello messages. Values range from 1 to 4294967295. The default is 1.
  
        
 
         
         	[bookmark: pgfId-1076644]Step 11
  
         	[bookmark: pgfId-1076647]ipv6 pim hello-interval [bookmark: marker-1076646]interval
 [bookmark: pgfId-1076648]
 [bookmark: pgfId-1076649]Example:
 [bookmark: pgfId-1076650]switch(config-if)# ipv6 pim hello-interval 25000
  
         	[bookmark: pgfId-1124861](Optional) Configures the interval at which hello messages are sent in milliseconds. The range is from 1000 to 18724286. The default is 30000.
 [bookmark: pgfId-1076652]Note Before Cisco NX-OS Release 5.2(1), the minimum value was 1 millisecond.
  
        
 
         
         	[bookmark: pgfId-1076654]Step 12
  
         	[bookmark: pgfId-1076657]ipv6 pim border[bookmark: marker-1076656]
 [bookmark: pgfId-1076658]
 [bookmark: pgfId-1076659]Example:
 [bookmark: pgfId-1076660]switch(config-if)# ipv6 pim border
  
         	[bookmark: pgfId-1076662](Optional) Enables the interface to be on the border of a PIM6 domain so that no bootstrap, candidate-RP, or Auto-RP messages are sent or received on the interface. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1076664]Step 13
  
         	[bookmark: pgfId-1076667]ipv6 pim neighbor-policy [bookmark: marker-1076666]policy-name
 [bookmark: pgfId-1076668]
 [bookmark: pgfId-1076669]Example:
 [bookmark: pgfId-1076670]switch(config-if)# ipv6 pim neighbor-policy my_neighbor_policy
  
         	[bookmark: pgfId-1085579](Optional) Configures which PIM6 neighbors to become adjacent to based on a route-map policy with the match ipv6 address command. The policy name can be up to 63 characters. The default is to become adjacent with all PIM6 neighbors.
 [bookmark: pgfId-1076673]Note We recommend that you should configure this feature only if you are an experienced network administrator.
  
        
 
         
         	[bookmark: pgfId-1076675]Step 14
  
         	[bookmark: pgfId-1076677]show ipv6 pim interface [interface | brief] [vrf vrf-name | all]
 [bookmark: pgfId-1076678]
 [bookmark: pgfId-1076679]Example:
 [bookmark: pgfId-1076680]switch(config-if)# show ipv6 pim interface
  
         	[bookmark: pgfId-1076682](Optional) Displays PIM6 interface information.
  
        
 
         
         	[bookmark: pgfId-1076684]Step 15
  
         	[bookmark: pgfId-1076686]copy running-config startup-config
 [bookmark: pgfId-1076687]
 [bookmark: pgfId-1076688]Example:
 [bookmark: pgfId-1076689]switch(config-if)# copy running-config startup-config
  
         	[bookmark: pgfId-1076691](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1076694][bookmark: 96194]Configuring ASM and Bidir
 
     [bookmark: pgfId-1076695]Any Source Multicast (ASM) and bidirectional shared trees (Bidir) are multicast distribution modes that require the use of RPs to act as a shared root between sources and receivers of multicast data.
 
     [bookmark: pgfId-1054684]To configure [bookmark: marker-1072174]ASM or [bookmark: marker-1072175]Bidir mode, you configure sparse mode and the RP selection method, where you indicate the distribution mode and assign the range of multicast groups.
 
      
       
     
 
     
 
     [bookmark: pgfId-1081046]Note Bidir mode is not supported for [bookmark: marker-1081045]vPCs. For more information about vPCs, see the Cisco Nexus 7000 Series NX-OS Interfaces Configuration Guide, Release 5.x.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1054685]This section includes the following topics:
 
      
      	 [bookmark: pgfId-1054689]Configuring Static RPs
 
      	 [bookmark: pgfId-1054693]Configuring BSRs
 
      	 [bookmark: pgfId-1054697]Configuring Auto-RP
 
      	 [bookmark: pgfId-1054701]Configuring a PIM Anycast-RP Set
 
      	 [bookmark: pgfId-1054709]Configuring Shared Trees Only for ASM
 
     
 
    
 
     
      [bookmark: pgfId-1054711][bookmark: 10950]Configuring Static RPs
 
     [bookmark: pgfId-1054712]You can configure an [bookmark: marker-1072176]RP statically by configuring the RP address on every router that will participate in the PIM domain.
 
     [bookmark: pgfId-1089530]You can specify a route-map policy name that lists the group prefixes to use with the match ip multicast command.
 
     [bookmark: pgfId-1123793]Beginning with Cisco NX-OS Relea[bookmark: marker-1123823]se 5.1(3), the ip pim rp-address command has been enhanced with the following functionalities:
 
      
      	 [bookmark: pgfId-1123830]Added prefix-list method of configuration in addition to existing route-map method.
 
      	 [bookmark: pgfId-1123842]Added support for policy actions (route-map or prefix-list).
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1123846]Note Cisco NX-OS always uses the longest-match prefix to find the RP. So, the behavior is the same irrespective of the position of the group prefix in the route map or in the prefix list.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1123901]The following example configuration produce the same output using Cisco NX-OS (231.1.1.0/24 is always denied irrespective of the sequence number):
 
      
      [bookmark: pgfId-1124064]ip prefix-list plist seq 10 deny 231.1.1.0/24 
     
 
      
      [bookmark: pgfId-1123918]ip prefix-list plist seq 20 permit 231.1.0.0/16 
     
 
     [bookmark: pgfId-1123933]
 
      
      [bookmark: pgfId-1124138]ip prefix-list plist seq 10 permit 231.1.0.0/16 
     
 
      
      [bookmark: pgfId-1123948]ip prefix-list plist seq 20 deny 231.1.1.0/24 
     
 
     [bookmark: pgfId-1124163]
 
     [bookmark: pgfId-1123968]This behavior differs from Cisco IOS. See the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x, behavior for more samples for the ip pim rp-address command.
 
    
 
     
      [bookmark: pgfId-1092571]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092572]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1054713]SUMMARY STEPS
 
     [bookmark: pgfId-1054717]PIM Commands
 
     [bookmark: pgfId-1054718] 1. config t
 
     [bookmark: pgfId-1054719] 2. ip pim rp-address rp-address [group-list ip-prefix | route-map policy-name] [bidir]
 
     [bookmark: pgfId-1054720] 3. (Optional) show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1054721] 4. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1054722]PIM6 Commands
 
     [bookmark: pgfId-1054723] 1. config t
 
     [bookmark: pgfId-1054724] 2. ipv6 pim rp-address rp-address [group-list ipv6-prefix | route-map policy-name] [bidir]
 
     [bookmark: pgfId-1054725] 3. (Optional) show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1054726] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054727]DETAILED STEPS
 
     [bookmark: pgfId-1054784]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054737] 
          
  
         	 
           
           [bookmark: pgfId-1054739]Command 
          
  
         	 
           
           [bookmark: pgfId-1054741]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054743]Step 1
  
         	[bookmark: pgfId-1054745]config t
 [bookmark: pgfId-1054746]
 [bookmark: pgfId-1054747]Example:
 [bookmark: pgfId-1054748]switch# config t
 [bookmark: pgfId-1054749]switch(config)#
  
         	[bookmark: pgfId-1054751]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054753]Step 2
  
         	[bookmark: pgfId-1054755][bookmark: marker-1072177]ip pim rp-address rp-address [group-list ip-prefix | route-map policy-name] [bidir]
 [bookmark: pgfId-1054756]
 [bookmark: pgfId-1054757]Example 1:
 [bookmark: pgfId-1054758]switch(config)# ip pim rp-address 192.0.2.33 group-list 224.0.0.0/9
 [bookmark: pgfId-1054759]
 [bookmark: pgfId-1054760]Example 2:
 [bookmark: pgfId-1054761]switch(config)# ip pim rp-address 192.0.2.34 group-list 224.128.0.0/9 bidir
  
         	[bookmark: pgfId-1054763]Configures a PIM static RP address for a multicast group range. You can specify a route-map policy name that lists the group prefixes to use with the match ip multicast command. The default mode is ASM unless you specify the bidir keyword. The default group range is 224.0.0.0 through 239.255.255.255.
 [bookmark: pgfId-1054764]Example 1 configures PIM ASM mode for the specified group range.
 [bookmark: pgfId-1054765]Example 2 configures PIM Bidir mode for the specified group range.
  
        
 
         
         	[bookmark: pgfId-1054767]Step 3
  
         	[bookmark: pgfId-1054769]show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1054770]
 [bookmark: pgfId-1054771]Example:
 [bookmark: pgfId-1054772]switch(config)# show ip pim group-range
  
         	[bookmark: pgfId-1054774](Optional) Displays PIM modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1054776]Step 4
  
         	[bookmark: pgfId-1054778]copy running-config startup-config
 [bookmark: pgfId-1054779]
 [bookmark: pgfId-1054780]Example:
 [bookmark: pgfId-1054781]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054783](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1054834]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054787] 
          
  
         	 
           
           [bookmark: pgfId-1054789]Command 
          
  
         	 
           
           [bookmark: pgfId-1054791]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054793]Step 1
  
         	[bookmark: pgfId-1054795]config t
 [bookmark: pgfId-1054796]
 [bookmark: pgfId-1054797]Example:
 [bookmark: pgfId-1054798]switch# config t
 [bookmark: pgfId-1054799]switch(config)#
  
         	[bookmark: pgfId-1054801]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054803]Step 2
  
         	[bookmark: pgfId-1054805][bookmark: marker-1072178]ipv6 pim rp-address rp-address [group-list ipv6-prefix | route-map policy-name] [bidir]
 [bookmark: pgfId-1054806]
 [bookmark: pgfId-1054807]Example 1:
 [bookmark: pgfId-1054808]switch(config)# ipv6 pim rp-address 2001:0db8:0:abcd::1 group-list ff1e:abcd:def1::0/24
 [bookmark: pgfId-1054809]
 [bookmark: pgfId-1054810]Example 2:
 [bookmark: pgfId-1054811]switch(config)# ipv6 pim rp-address 2001:0db8:0:abcd::2 group-list ff1e:abcd:def2::0/96 bidir
  
         	[bookmark: pgfId-1054813]Configures a PIM6 static RP address for a multicast group range. You can specify a route-map policy name that lists the group prefixes to use with the match ip multicast command. The mode is ASM unless you specify the bidir keyword. The default group range is ff00::0/8.
 [bookmark: pgfId-1054814]Example 1 configures PIM6 ASM mode for the specified group range.
 [bookmark: pgfId-1054815]Example 2 configures PIM6 Bidir mode for the specified group range.
  
        
 
         
         	[bookmark: pgfId-1054817]Step 3
  
         	[bookmark: pgfId-1054819]show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1054820]
 [bookmark: pgfId-1054821]Example:
 [bookmark: pgfId-1054822]switch(config)# show ipv6 pim group-range
  
         	[bookmark: pgfId-1054824](Optional) Displays PIM6 modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1054826]Step 4
  
         	[bookmark: pgfId-1054828]copy running-config startup-config
 [bookmark: pgfId-1054829]
 [bookmark: pgfId-1054830]Example:
 [bookmark: pgfId-1054831]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054833](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054836][bookmark: 52437]Configuring BSRs
 
     [bookmark: pgfId-1054837]You configure [bookmark: marker-1072179]BSRs by selecting candidate BSRs and RPs. 
 
      
       
     
 
     
 
      
      [bookmark: pgfId-1054838] 
      Caution Do not configure both Auto-RP and BSR protocols in the same network. 
       
       
 
      
 
     
 
     [bookmark: pgfId-1054842]You can configure a [bookmark: marker-1072180]candidate BSR with the arguments described in Table 1-5.
 
     [bookmark: pgfId-1054865]
 
      
       
        
        [bookmark: pgfId-1054846]Table 1-5 [bookmark: 99462]Candidate BSR Arguments
 
        
        
         
         	 
           
           [bookmark: pgfId-1054850]Argument 
          
  
         	 
           
           [bookmark: pgfId-1054852]Description 
          
  
        
 
         
         	[bookmark: pgfId-1054854]interface
  
         	[bookmark: pgfId-1054856]Interface type and number used to derive the BSR source IP address used in bootstrap messages.
  
        
 
         
         	[bookmark: pgfId-1054858]hash-length
  
         	[bookmark: pgfId-1054860]Number of high order 1s used to form a mask that is ANDed with group address ranges of candidate RPs to form a hash value. The mask determines the number of consecutive addresses to assign across RPs with the same group range. For PIM, this value ranges from 0 to 32 and has a default of 30. For PIM6, this value ranges from 0 to 128 and has a default of 126.
  
        
 
         
         	[bookmark: pgfId-1054862]priority
  
         	[bookmark: pgfId-1054864]Priority assigned to this BSR. The software elects the BSR with the highest priority, or if the BSR priorities match, the software elects the BSR with the highest IP address. This value ranges from 0, the lowest priority, to 255 and has a default of 64.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1054869]You can configure a [bookmark: marker-1072181]candidate RP with the arguments and keywords described in Table 1-6.
 
     [bookmark: pgfId-1054901]
 
      
       
        
        [bookmark: pgfId-1054873]Table 1-6 [bookmark: 55776]BSR Candidate RP Arguments and Keywords 
 
        
        
         
         	 
           
           [bookmark: pgfId-1054877]Argument or Keyword 
          
  
         	 
           
           [bookmark: pgfId-1054879]Description 
          
  
        
 
         
         	[bookmark: pgfId-1054881]interface
  
         	[bookmark: pgfId-1054883]Interface type and number used to derive the BSR source IP address used in Bootstrap messages.
  
        
 
         
         	[bookmark: pgfId-1054885]group-list ip-prefix
  
         	[bookmark: pgfId-1054887]Multicast groups handled by this RP specified in a prefix format.
  
        
 
         
         	[bookmark: pgfId-1054889]interval
  
         	[bookmark: pgfId-1054891]Number of seconds between sending candidate-RP messages. This value ranges from 1 to 65,535 and has a default of 60 seconds.
 [bookmark: pgfId-1054892]Note We recommend that you configure the candidate RP interval to a minimum of 15 seconds.
  
        
 
         
         	[bookmark: pgfId-1054894]priority
  
         	[bookmark: pgfId-1054896]Priority assigned to this RP. The software elects the RP with the highest priority for a range of groups, or if the priorities match, the highest IP address. (The highest priority is the lowest numerical value.) This value ranges from 0, the highest priority, to 255 and has a default of 192.
 [bookmark: pgfId-1109827]Note This priority differs from the BSR BSR-candidate priority, which prefers the highest value between 0 and 255.
  
        
 
         
         	[bookmark: pgfId-1054898]bidir
  
         	[bookmark: pgfId-1054900]Unless you specify bidir, this RP will be in ASM mode. If you specify bidir, the RP will be in Bidir mode.
  
        
 
         
         	[bookmark: pgfId-1105381]route-map policy-name
  
         	[bookmark: pgfId-1105417]Route-map policy name that defines the group prefixes where this feature is applied.
  
        
 
        
      
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1054902]Tip You should choose the candidate BSRs and candidate RPs that have good connectivity to all parts of the PIM domain.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1054903]You can configure the same router to be both a BSR and a candidate RP. In a domain with many routers, you can select multiple candidate BSRs and RPs to automatically fail over to alternates if a BSR or an RP fails.
 
     [bookmark: pgfId-1054904]To configure [bookmark: marker-1072182]candidate BSRs and [bookmark: marker-1072183]RPs, follow these steps:
 
     
 
     [bookmark: pgfId-1054905]Step 1 Configure whether each router in the PIM domain should listen and forward BSR messages. A router configured as either a candidate RP or a candidate BSR will automatically listen to and forward all bootstrap router protocol messages, unless an interface is configured with the domain border feature. For more information, see the “Configuring PIM or PIM6 Sparse Mode” section.
 
     [bookmark: pgfId-1054909]Step 2 Select the routers to act as candidate BSRs and RPs.
 
     [bookmark: pgfId-1054910]Step 3 Configure each candidate BSR and candidate RP as described in this section.
 
     [bookmark: pgfId-1054914]Step 4 Configure BSR message filtering. See the “Configuring Message Filtering” section.
 
     [bookmark: pgfId-1054915]
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092584]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092585]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1054916]SUMMARY STEPS
 
     [bookmark: pgfId-1054920]PIM Commands
 
     [bookmark: pgfId-1054921] 1. config t
 
     [bookmark: pgfId-1054922] 2. ip pim bsr listen forward
 
     [bookmark: pgfId-1120429] 3. ip pim [bsr] bsr-candidate interface [hash-len hash-length] [priority priority]
 
     [bookmark: pgfId-1120430] 4. ip pim [bsr] rp-candidate interface {group-list ip-prefix | route-map policy-name}[priority priority] [interval interval] [bidir] 
 
     [bookmark: pgfId-1054924] 5. (Optional) show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1054925] 6. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1054926]PIM6 Commands
 
     [bookmark: pgfId-1054927] 1. config t
 
     [bookmark: pgfId-1054928] 2. ipv6 pim [bsr] bsr-candidate interface [hash-len hash-length] [priority priority]
 
     [bookmark: pgfId-1054929] 3. ipv6 pim [bsr] rp-candidate interface {group-list ipv6-prefix | route-map policy-name} [priority priority] [interval interval] [bidir] 
 
     [bookmark: pgfId-1054930] 4. (Optional) show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1054931] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054932]DETAILED STEPS
 
     [bookmark: pgfId-1055005]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054942] 
          
  
         	 
           
           [bookmark: pgfId-1054944]Command 
          
  
         	 
           
           [bookmark: pgfId-1054946]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054948]Step 1
  
         	[bookmark: pgfId-1054950]config t
 [bookmark: pgfId-1054951]
 [bookmark: pgfId-1054952]Example:
 [bookmark: pgfId-1054953]switch# config t
 [bookmark: pgfId-1054954]switch(config)#
  
         	[bookmark: pgfId-1054956]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1100189]Step 2
  
         	[bookmark: pgfId-1100192][bookmark: marker-1100191]ip pim bsr listen forward
 [bookmark: pgfId-1100193]
 [bookmark: pgfId-1100194]Example:
 [bookmark: pgfId-1100195]switch(config)# ip pim bsr listen forward
  
         	[bookmark: pgfId-1100197]Configures listen and forward.
 [bookmark: pgfId-1102635]Ensure that you have entered this command in each VRF on the remote PE.
  
        
 
         
         	[bookmark: pgfId-1054958]Step 3
  
         	[bookmark: pgfId-1054960][bookmark: marker-1072184]ip pim [bsr] bsr-candidate interface [hash-len hash-length] [priority priority]
 [bookmark: pgfId-1054961]
 [bookmark: pgfId-1054962]Example:
 [bookmark: pgfId-1054963]switch(config)# ip pim bsr-candidate ethernet 2/1 hash-len 24
  
         	[bookmark: pgfId-1054965]Configures a candidate bootstrap router (BSR). The source IP address used in a bootstrap message is the IP address of the interface. The hash length ranges from 0 to 32 and has a default of 30. The priority ranges from 0 to 255 and has a default of 64. For parameter details, see Table 1-5.
  
        
 
         
         	[bookmark: pgfId-1054970]Step 4
  
         	[bookmark: pgfId-1054972][bookmark: marker-1072185]ip pim [bsr] rp-candidate interface {group-list ip-prefix | route-map policy-name} [priority priority] [interval interval] [bidir] 
 [bookmark: pgfId-1054973]
 [bookmark: pgfId-1054974]Example 1:
 [bookmark: pgfId-1054975]switch(config)# ip pim rp-candidate ethernet 2/1 group-list 239.0.0.0/24
 [bookmark: pgfId-1054976]
 [bookmark: pgfId-1054977]Example 2:
 [bookmark: pgfId-1054978]switch(config)# ip pim rp-candidate ethernet 2/1 group-list 239.0.0.0/24 bidir
  
         	[bookmark: pgfId-1054980]Configures a candidate RP for BSR. The priority ranges from 0, the highest priority, to 65,535 and has a default of 192. The interval ranges from 1 to 65,535 seconds and has a default of 60.
 [bookmark: pgfId-1054984]Note We recommend that you configure the candidate RP interval to a minimum of 15 seconds.
 [bookmark: pgfId-1054985]Example 1 configures an ASM candidate RP.
 [bookmark: pgfId-1054986]Example 2 configures a Bidir candidate RP.
  
        
 
         
         	[bookmark: pgfId-1054988]Step 5
  
         	[bookmark: pgfId-1054990]show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1054991]
 [bookmark: pgfId-1054992]Example:
 [bookmark: pgfId-1054993]switch(config)# show ip pim group-range
  
         	[bookmark: pgfId-1054995](Optional) Displays PIM modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1054997]Step 6
  
         	[bookmark: pgfId-1054999]copy running-config startup-config
 [bookmark: pgfId-1055000]
 [bookmark: pgfId-1055001]Example:
 [bookmark: pgfId-1055002]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055004](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1055070]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055008] 
          
  
         	 
           
           [bookmark: pgfId-1055010]Command 
          
  
         	 
           
           [bookmark: pgfId-1055012]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055014]Step 1
  
         	[bookmark: pgfId-1055016]config t
 [bookmark: pgfId-1055017]
 [bookmark: pgfId-1055018]Example:
 [bookmark: pgfId-1055019]switch# config t
 [bookmark: pgfId-1055020]switch(config)#
  
         	[bookmark: pgfId-1055022]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1055024]Step 2
  
         	[bookmark: pgfId-1055026][bookmark: marker-1072186]ipv6 pim [bsr] bsr-candidate interface [hash-len hash-length] [priority priority]
 [bookmark: pgfId-1055027]
 [bookmark: pgfId-1055028]Example:
 [bookmark: pgfId-1055029]switch(config)# ipv6 pim bsr-candidate ethernet 2/1 hash-len 24 priority 192
  
         	[bookmark: pgfId-1055031]Configures a candidate bootstrap router (BSR). The source IP address used in a bootstrap message is the IP address of the interface. The hash length ranges from 0 to 128 and has a default of 126. The priority ranges from 0, the lowest priority, to 255 and has a default of 64. For parameter details, see Table 1-5.
  
        
 
         
         	[bookmark: pgfId-1055036]Step 3
  
         	[bookmark: pgfId-1120476][bookmark: marker-1120475]ipv6 pim [bsr] rp-candidate interface {group-list ipv6-prefix | route-map policy-name} [priority priority] [interval interval] [bidir] 
 [bookmark: pgfId-1120477]
 [bookmark: pgfId-1055040]Example 1:
 [bookmark: pgfId-1055041]switch(config)# ipv6 pim rp-candidate ethernet 2/1 group-list ff1e:abcd:def1::0/24
 [bookmark: pgfId-1055042]
 [bookmark: pgfId-1055043]Example 2:
 [bookmark: pgfId-1055044]switch(config)# ipv6 pim rp-candidate ethernet 2/1 group-list ff1e:abcd:def2::0/24 bidir
  
         	[bookmark: pgfId-1069207]Configures a candidate RP for BSR. The priority ranges from 0, the highest priority, to 65,535 and has a default of 192. The interval ranges from 1 to 65,535 seconds and has a default of 60. For parameter details, see Table 1-6.
 [bookmark: pgfId-1069203]Example 1 configures an ASM candidate RP.
 [bookmark: pgfId-1055051]Example 2 configures a Bidir candidate RP.
  
        
 
         
         	[bookmark: pgfId-1055053]Step 4
  
         	[bookmark: pgfId-1055055]show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055056]
 [bookmark: pgfId-1055057]Example:
 [bookmark: pgfId-1055058]switch(config)# show ipv6 pim group-range
  
         	[bookmark: pgfId-1055060](Optional) Displays PIM6 modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055062]Step 5
  
         	[bookmark: pgfId-1055064]copy running-config startup-config
 [bookmark: pgfId-1055065]
 [bookmark: pgfId-1055066]Example:
 [bookmark: pgfId-1055067]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055069](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1055071]
 
     [bookmark: pgfId-1055072]Use the show ipv6 pim group-range command to display the configured PIM6 modes and group ranges.
 
    
 
     
      [bookmark: pgfId-1055074][bookmark: 67512]Configuring Auto-RP
 
     [bookmark: pgfId-1055075]You can configure [bookmark: marker-1072188]Auto-RP by selecting candidate [bookmark: marker-1072236]mapping agents and RPs. You can configure the same router to be both a mapping agent and a candidate RP.
 
      
       
     
 
     
 
     [bookmark: pgfId-1055076]Note Auto-RP is not supported by PIM6.
 
      
      
 
     
 
     
 
      
       
     
 
     
 
      
      [bookmark: pgfId-1055077] 
      Caution Do not configure both Auto-RP and BSR protocols in the same network. 
       
       
 
      
 
     
 
     [bookmark: pgfId-1055081]You can configure an Auto-RP [bookmark: marker-1072189]mapping agent with the arguments described in Table 1-7.
 
     [bookmark: pgfId-1055110]
 
      
       
        
        [bookmark: pgfId-1055085]Table 1-7 [bookmark: 41658]Auto-RP Mapping Agent Arguments 
 
        
        
         
         	 
           
           [bookmark: pgfId-1055089]Argument 
          
  
         	 
           
           [bookmark: pgfId-1055091]Description 
          
  
        
 
         
         	[bookmark: pgfId-1055093]interface
  
         	[bookmark: pgfId-1055095]Interface type and number used to derive the IP address of the Auto-RP mapping agent used in bootstrap messages.
  
        
 
         
         	[bookmark: pgfId-1055097]scope ttl
  
         	[bookmark: pgfId-1055099]Time-To-Live (TTL) value that represents the maximum number of hops that RP-Discovery messages are forwarded. This value can range from 1 to 255 and has a default of 32.
 [bookmark: pgfId-1055102]Note See the border domain feature in the “Configuring PIM or PIM6 Sparse Mode” section.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1055111]If you configure multiple Auto-RP mapping agents, only one is elected as the mapping agent for the domain. The elected mapping agent ensures that all candidate RP messages are sent out. All mapping agents receive the candidate RP messages and advertise the same RP cache in their RP-discovery messages.
 
     [bookmark: pgfId-1055115]You can configure a [bookmark: marker-1072190]candidate RP with the arguments and keywords described in Table 1-8.
 
     [bookmark: pgfId-1055151]
 
      
       
        
        [bookmark: pgfId-1055119]Table 1-8 [bookmark: 41795]Auto-RP Candidate RP Arguments and Keywords 
 
        
        
         
         	 
           
           [bookmark: pgfId-1055123]Argument or Keyword 
          
  
         	 
           
           [bookmark: pgfId-1055125]Description 
          
  
        
 
         
         	[bookmark: pgfId-1055127]interface
  
         	[bookmark: pgfId-1055129]Interface type and number used to derive the IP address of the candidate RP used in Bootstrap messages.
  
        
 
         
         	[bookmark: pgfId-1055131]group-list ip-prefix
  
         	[bookmark: pgfId-1055133]Multicast groups handled by this RP. It is specified in a prefix format.
  
        
 
         
         	[bookmark: pgfId-1055135]scope ttl
  
         	[bookmark: pgfId-1055137]Time-To-Live (TTL) value that represents the maximum number of hops that RP-Discovery messages are forwarded. This value can range from 1 to 255 and has a default of 32.
 [bookmark: pgfId-1055140]Note See the border domain feature in the “Configuring PIM or PIM6 Sparse Mode” section.
  
        
 
         
         	[bookmark: pgfId-1055143]interval
  
         	[bookmark: pgfId-1055145]Number of seconds between sending RP-Announce messages. This value can range from 1 to 65,535 and has a default of 60.
 [bookmark: pgfId-1055146]Note We recommend that you configure the candidate RP interval to a minimum of 15 seconds.
  
        
 
         
         	[bookmark: pgfId-1055148]bidir
  
         	[bookmark: pgfId-1055150]If not specified, this RP will be in ASM mode. If specified, this RP will be in Bidir mode.
  
        
 
         
         	[bookmark: pgfId-1105477]route-map policy-name
  
         	[bookmark: pgfId-1105479]Route-map policy name that defines the group prefixes where this feature is applied.
  
        
 
        
      
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1055152]Tip You should choose mapping agents and candidate RPs that have good connectivity to all parts of the PIM domain.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1055153]To configure [bookmark: marker-1072191]Auto-RP mapping agents and candidate RPs, follow these steps:
 
     
 
     [bookmark: pgfId-1055154]Step 1 For each router in the PIM domain, configure whether that router should listen and forward Auto-RP messages. A router configured as either a candidate RP or an Auto-RP mapping agent will automatically listen to and forward all Auto-RP protocol messages, unless an interface is configured with the domain border feature. For more information, see the “Configuring PIM or PIM6 Sparse Mode” section.
 
     [bookmark: pgfId-1055158]Step 2 Select the routers to act as mapping agents and candidate RPs.
 
     [bookmark: pgfId-1055159]Step 3 Configure each mapping agent and candidate RP as described in this section.
 
     [bookmark: pgfId-1055163]Step 4 Configure Auto-RP message filtering. See the “Configuring Message Filtering” section.
 
     [bookmark: pgfId-1055164]
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092626]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092627]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1055165]SUMMARY STEPS
 
     [bookmark: pgfId-1055169]PIM Commands
 
     [bookmark: pgfId-1055170] 1. config t
 
     [bookmark: pgfId-1055171] 2. ip pim {send-rp-discovery | {auto-rp mapping-agent}} interface [scope ttl]
 
     [bookmark: pgfId-1058531] 3. ip pim {send-rp-announce | {auto-rp rp-candidate}} interface {group-list ip-prefix | route-map policy-name} [scope ttl] [interval interval] [bidir] 
 
     [bookmark: pgfId-1058532] 4. (Optional) show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1055174] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1055175]DETAILED STEPS
 
     [bookmark: pgfId-1055249]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055185] 
          
  
         	 
           
           [bookmark: pgfId-1055187]Command 
          
  
         	 
           
           [bookmark: pgfId-1055189]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055191]Step 1
  
         	[bookmark: pgfId-1055193]config t
 [bookmark: pgfId-1055194]
 [bookmark: pgfId-1055195]Example:
 [bookmark: pgfId-1055196]switch# config t
 [bookmark: pgfId-1055197]switch(config)#
  
         	[bookmark: pgfId-1055199]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1055201]Step 2
  
         	[bookmark: pgfId-1055203][bookmark: marker-1072192]ip pim {send-rp-discovery | {auto-rp[bookmark: marker-1072193] mapping-agent}} interface [scope ttl]
 [bookmark: pgfId-1055204]
 [bookmark: pgfId-1055205]Example:
 [bookmark: pgfId-1055206]switch(config)# ip pim auto-rp mapping-agent ethernet 2/1
  
         	[bookmark: pgfId-1055208]Configures an Auto-RP mapping agent. The source IP address used in Auto-RP Discovery messages is the IP address of the interface. The default scope is 32. For parameter details, see Table 1-7.
  
        
 
         
         	[bookmark: pgfId-1055214]Step 3
  
         	[bookmark: pgfId-1055216][bookmark: marker-1072194]ip pim {send-rp-announce | {[bookmark: marker-1072195]auto-rp rp-candidate}} interface {group-list ip-prefix | route-map policy-name} [scope ttl] [interval interval] [bidir] 
 [bookmark: pgfId-1055217]
 [bookmark: pgfId-1055218]Example 1:
 [bookmark: pgfId-1055219]switch(config)# ip pim auto-rp rp-candidate ethernet 2/1 group-list 239.0.0.0/24
 [bookmark: pgfId-1055220]
 [bookmark: pgfId-1055221]Example 2:
 [bookmark: pgfId-1055222]switch(config)# ip pim auto-rp rp-candidate ethernet 2/1 group-list 239.0.0.0/24 bidir
  
         	[bookmark: pgfId-1055224]Configures an Auto-RP candidate RP. The default scope is 32. The default interval is 60 seconds. By default, the command creates an ASM candidate RP. For parameter details, see Table 1-8.
 [bookmark: pgfId-1055228]Note We recommend that you configure the candidate RP interval to a minimum of 15 seconds.
 [bookmark: pgfId-1055229]Example1 configures an ASM candidate RP.
 [bookmark: pgfId-1055230]Example 2 configures a Bidir candidate RP.
  
        
 
         
         	[bookmark: pgfId-1055232]Step 4
  
         	[bookmark: pgfId-1055234]show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055235]
 [bookmark: pgfId-1055236]Example:
 [bookmark: pgfId-1055237]switch(config)# show ip pim group-range
  
         	[bookmark: pgfId-1055239](Optional) Displays PIM modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055241]Step 5
  
         	[bookmark: pgfId-1055243]copy running-config startup-config
 [bookmark: pgfId-1055244]
 [bookmark: pgfId-1055245]Example:
 [bookmark: pgfId-1055246]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055248](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1055251][bookmark: 47569]Configuring a PIM Anycast-RP Set
 
     [bookmark: pgfId-1055252]To configure a PIM [bookmark: marker-1072196]Anycast-RP set, follow these steps:
 
     
 
     [bookmark: pgfId-1055253]Step 1 Select the routers in the PIM Anycast-RP set.
 
     [bookmark: pgfId-1055254]Step 2 Select an IP address for the PIM Anycast-RP set.
 
     [bookmark: pgfId-1055255]Step 3 Configure each peer RP in the PIM Anycast-RP set as described in this section.
 
     [bookmark: pgfId-1055256]
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092672]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092673]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1055257]SUMMARY STEPS
 
     [bookmark: pgfId-1055261]PIM Commands
 
     [bookmark: pgfId-1055262] 1. config t
 
     [bookmark: pgfId-1055263] 2. interface loopback number
 
     [bookmark: pgfId-1055264] 3. ip address ip-prefix
 
     [bookmark: pgfId-1055265] 4. exit
 
     [bookmark: pgfId-1055266] 5. ip pim anycast-rp anycast-rp-address anycast-rp-peer-address
 
     [bookmark: pgfId-1055267] 6. Repeat Step 5 using the same anycast-rp for each RP in the RP set (including local router)
 
     [bookmark: pgfId-1055268] 7. (Optional) show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1055269] 8. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1055270]PIM6 Commands
 
     [bookmark: pgfId-1055271] 1. config t
 
     [bookmark: pgfId-1055272] 2. interface loopback number
 
     [bookmark: pgfId-1055273] 3. ipv6 address ipv6-prefix
 
     [bookmark: pgfId-1055274] 4. exit
 
     [bookmark: pgfId-1055275] 5. ipv6 pim anycast-rp anycast-rp-address anycast-rp-peer-address
 
     [bookmark: pgfId-1055276] 6. Repeat Step 5 using the same anycast-rp for each RP in the RP set (including local router)
 
     [bookmark: pgfId-1055277] 7. (Optional) show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1055278] 8. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1055279]DETAILED STEPS
 
     [bookmark: pgfId-1055367]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055289] 
          
  
         	 
           
           [bookmark: pgfId-1055291]Command 
          
  
         	 
           
           [bookmark: pgfId-1055293]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055295]Step 1
  
         	[bookmark: pgfId-1055297]config t
 [bookmark: pgfId-1055298]
 [bookmark: pgfId-1055299]Example:
 [bookmark: pgfId-1055300]switch# config t
 [bookmark: pgfId-1055301]switch(config)#
  
         	[bookmark: pgfId-1055303]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1055305]Step 2
  
         	[bookmark: pgfId-1055307]interface loopback number
 [bookmark: pgfId-1055308]
 [bookmark: pgfId-1055309]Example:
 [bookmark: pgfId-1055310]switch(config)# interface loopback 0
  
         	[bookmark: pgfId-1055312]Configures an interface loopback.
 [bookmark: pgfId-1055313]This example configures interface loopback 0.
  
        
 
         
         	[bookmark: pgfId-1055315]Step 3
  
         	[bookmark: pgfId-1055317]ip address ip-prefix
 [bookmark: pgfId-1055318]
 [bookmark: pgfId-1055319]Example:
 [bookmark: pgfId-1055320]switch(config-if)# ip address 192.0.2.3/32
  
         	[bookmark: pgfId-1055322]Configures an IP address for this interface.
 [bookmark: pgfId-1055323]This example configures an IP address for the Anycast-RP.
  
        
 
         
         	[bookmark: pgfId-1055325]Step 4
  
         	[bookmark: pgfId-1055327]exit
 [bookmark: pgfId-1055328]
 [bookmark: pgfId-1055329]Example:
 [bookmark: pgfId-1055330]switch(config)# exit
  
         	[bookmark: pgfId-1055332]Returns to configuration mode.
 [bookmark: pgfId-1055333]
  
        
 
         
         	[bookmark: pgfId-1055335]Step 5
  
         	[bookmark: pgfId-1055337][bookmark: marker-1072197]ip pim anycast-rp anycast-rp-address anycast-rp-peer-address
 [bookmark: pgfId-1055338]
 [bookmark: pgfId-1055339]Example:
 [bookmark: pgfId-1055340]switch(config)# ip pim anycast-rp 192.0.2.3 192.0.2.31
  
         	[bookmark: pgfId-1055342]Configures a PIM Anycast-RP peer address for the specified Anycast-RP address. Each command with the same Anycast-RP address forms an Anycast-RP set. The IP addresses of RPs are used for communication with RPs in the set.
  
        
 
         
         	[bookmark: pgfId-1055344]Step 6
  
         	[bookmark: pgfId-1055346]Repeat Step 5 using the same Anycast-RP address for each RP in the RP set (including the local router).
  
         	[bookmark: pgfId-1055348]—
  
        
 
         
         	[bookmark: pgfId-1055350]Step 7
  
         	[bookmark: pgfId-1055352]show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055353]
 [bookmark: pgfId-1055354]Example:
 [bookmark: pgfId-1055355]switch(config)# show ip pim group-range
  
         	[bookmark: pgfId-1055357](Optional) Displays PIM modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055359]Step 8
  
         	[bookmark: pgfId-1055361]copy running-config startup-config
 [bookmark: pgfId-1055362]
 [bookmark: pgfId-1055363]Example:
 [bookmark: pgfId-1055364]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055366](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1055448]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055370] 
          
  
         	 
           
           [bookmark: pgfId-1055372]Command 
          
  
         	 
           
           [bookmark: pgfId-1055374]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055376]Step 1
  
         	[bookmark: pgfId-1055378]config t
 [bookmark: pgfId-1055379]
 [bookmark: pgfId-1055380]Example:
 [bookmark: pgfId-1055381]switch# config t
 [bookmark: pgfId-1055382]switch(config)#
  
         	[bookmark: pgfId-1055384]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1055386]Step 2
  
         	[bookmark: pgfId-1055388]interface loopback number
 [bookmark: pgfId-1055389]
 [bookmark: pgfId-1055390]Example:
 [bookmark: pgfId-1055391]switch(config)# interface loopback 0
  
         	[bookmark: pgfId-1055393]Configures an interface loopback.
 [bookmark: pgfId-1055394]This example configures loopback 0.
  
        
 
         
         	[bookmark: pgfId-1055396]Step 3
  
         	[bookmark: pgfId-1055398]ipv6 address ipv6-prefix
 [bookmark: pgfId-1055399]
 [bookmark: pgfId-1055400]Example:
 [bookmark: pgfId-1055401]switch(config-if)# ipv6 address 2001:0db8:0:abcd::3/32
  
         	[bookmark: pgfId-1055403]Configures an IP address for this interface.
 [bookmark: pgfId-1055404]This example configures an IP address for the Anycast-RP.
  
        
 
         
         	[bookmark: pgfId-1055406]Step 4
  
         	[bookmark: pgfId-1055408]exit
 [bookmark: pgfId-1055409]
 [bookmark: pgfId-1055410]Example:
 [bookmark: pgfId-1055411]switch(config)# exit
  
         	[bookmark: pgfId-1055413]Returns to configuration mode.
 [bookmark: pgfId-1055414]
  
        
 
         
         	[bookmark: pgfId-1055416]Step 5
  
         	[bookmark: pgfId-1055418][bookmark: marker-1072198]ipv6 pim anycast-rp anycast-rp-address anycast-rp-peer-address
 [bookmark: pgfId-1055419]
 [bookmark: pgfId-1055420]Example:
 [bookmark: pgfId-1055421]switch(config)# ipv6 pim anycast-rp 2001:0db8:0:abcd::3 2001:0db8:0:abcd::31
  
         	[bookmark: pgfId-1055423]Configures a PIM6 Anycast-RP peer address for the specified Anycast-RP address. Each command with the same Anycast-RP address forms an Anycast-RP set. The IP addresses of RPs are used for communication with RPs in the set.
  
        
 
         
         	[bookmark: pgfId-1055425]Step 6
  
         	[bookmark: pgfId-1055427]Repeat Step 5 using the same Anycast-RP address for each RP in the RP set (including local router).
  
         	[bookmark: pgfId-1055429]—
  
        
 
         
         	[bookmark: pgfId-1055431]Step 7
  
         	[bookmark: pgfId-1055433]show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055434]
 [bookmark: pgfId-1055435]Example:
 [bookmark: pgfId-1055436]switch(config)# show ipv6 pim group-range
  
         	[bookmark: pgfId-1055438](Optional) Displays PIM6 modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055440]Step 8
  
         	[bookmark: pgfId-1055442]copy running-config startup-config
 [bookmark: pgfId-1055443]
 [bookmark: pgfId-1055444]Example:
 [bookmark: pgfId-1055445]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055447](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1055606][bookmark: 45763]Configuring Shared Trees Only for ASM
 
     [bookmark: pgfId-1055607]You can configure [bookmark: marker-1072199]shared trees only on the last-hop router for Any Source Multicast (ASM) groups, which means that the router never switches over from the shared tree to the SPT when a receiver joins an active group. You can specify a group range where the use of shared trees is to be enforced with the match ip[v6] multicast command. This option does not affect the normal operation of the router when a source tree join-prune message is received.
 
      
       
     
 
     
 
     [bookmark: pgfId-1123281]Note The Cisco NX-[bookmark: marker-1123325]OS software does not support the shared-tree feature on vPCs. For more information about vPCs, see the Cisco Nexus 7000 Series NX-OS Interfaces Configuration Guide, Release 5.x.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1055608]The default is disabled, which means that the software can switch over to source trees.
 
      
       
     
 
     
 
     [bookmark: pgfId-1055609]Note In ASM mode, only the last-hop router switches from the shared tree to the SPT.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092703]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092704]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1055610]SUMMARY STEPS
 
     [bookmark: pgfId-1055614]PIM Commands
 
     [bookmark: pgfId-1055615] 1. config t
 
     [bookmark: pgfId-1055616] 2. ip pim use-shared-tree-only group-list policy-name
 
     [bookmark: pgfId-1055617] 3. (Optional) show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1055618] 4. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1055619]PIM6 Commands
 
     [bookmark: pgfId-1055620] 1. config t
 
     [bookmark: pgfId-1055621] 2. ipv6 pim use-shared-tree-only group-list policy-name
 
     [bookmark: pgfId-1055622] 3. (Optional) show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1055623] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1055624]DETAILED STEPS
 
     [bookmark: pgfId-1055676]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055634] 
          
  
         	 
           
           [bookmark: pgfId-1055636]Command 
          
  
         	 
           
           [bookmark: pgfId-1055638]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055640]Step 1
  
         	[bookmark: pgfId-1055642]config t
 [bookmark: pgfId-1055643]
 [bookmark: pgfId-1055644]Example:
 [bookmark: pgfId-1055645]switch# config t
 [bookmark: pgfId-1055646]switch(config)#
  
         	[bookmark: pgfId-1055648]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1055650]Step 2
  
         	[bookmark: pgfId-1055652]ip pim use-shared-tree-only group-list[bookmark: marker-1072200] policy-name
 [bookmark: pgfId-1055653]
 [bookmark: pgfId-1055654]Example:
 [bookmark: pgfId-1055655]switch(config)# ip pim use-shared-tree-only group-list my_group_policy
  
         	[bookmark: pgfId-1055657]Builds only shared trees, which means that the software never switches over from the shared tree to the SPT. You specify a route-map policy name that lists the groups to use with the match ip multicast command. By default, the software triggers a PIM (S, G) join toward the source when it receives multicast packets for a source for which it has the (*, G) state.
  
        
 
         
         	[bookmark: pgfId-1055659]Step 3
  
         	[bookmark: pgfId-1055661]show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055662]
 [bookmark: pgfId-1055663]Example:
 [bookmark: pgfId-1055664]switch(config)# show ip pim group-range
  
         	[bookmark: pgfId-1055666](Optional) Displays PIM modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055668]Step 4
  
         	[bookmark: pgfId-1055670]copy running-config startup-config
 [bookmark: pgfId-1055671]
 [bookmark: pgfId-1055672]Example:
 [bookmark: pgfId-1055673]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055675](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1055721]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055679] 
          
  
         	 
           
           [bookmark: pgfId-1055681]Command 
          
  
         	 
           
           [bookmark: pgfId-1055683]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055685]Step 1
  
         	[bookmark: pgfId-1055687]config t
 [bookmark: pgfId-1055688]
 [bookmark: pgfId-1055689]Example:
 [bookmark: pgfId-1055690]switch# config t
 [bookmark: pgfId-1055691]switch(config)#
  
         	[bookmark: pgfId-1055693]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1055695]Step 2
  
         	[bookmark: pgfId-1055697]ipv6 pim use-shared-tree-only group-list[bookmark: marker-1072201] policy-name
 [bookmark: pgfId-1055698]
 [bookmark: pgfId-1055699]Example:
 [bookmark: pgfId-1055700]switch(config)# ipv6 pim use-shared-tree-only group-list my_group_policy
  
         	[bookmark: pgfId-1055702]Builds only shared trees, which means that the software never builds source trees. You specify a route-map policy name that lists the groups to use with the match ipv6 multicast command. By default, the software triggers a PIM (S, G) join toward the source when it receives multicast packets for a source for which it has the (*, G) state.
  
        
 
         
         	[bookmark: pgfId-1055704]Step 3
  
         	[bookmark: pgfId-1055706]show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055707]
 [bookmark: pgfId-1055708]Example:
 [bookmark: pgfId-1055709]switch(config)# show ipv6 pim group-range
  
         	[bookmark: pgfId-1055711](Optional) Displays PIM6 modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055713]Step 4
  
         	[bookmark: pgfId-1055715]copy running-config startup-config
 [bookmark: pgfId-1055716]
 [bookmark: pgfId-1055717]Example:
 [bookmark: pgfId-1055718]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055720](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1055723][bookmark: 77649]Configuring SSM
 
     [bookmark: pgfId-1055724]Source-Specific Multicast ([bookmark: marker-1072202]SSM) is a multicast distribution mode where the software on the [bookmark: marker-1072203]DR connected to a receiver that is requesting data for a multicast source builds a shortest path tree (SPT) to that source.
 
     [bookmark: pgfId-1098241]On an IPv4 network, a host can request multicast data for a specific source only if it is running IGMPv3 and the DR for that host is running IGMPv3. You will usually enable IGMPv3 when you configure an interface for PIM in the SSM mode. For hosts running IGMPv1 or IGMPv2, you can configure a group to source mapping using SSM translation. For more information, see Chapter 1, “Configuring IGMP”and Chapter1, “Configuring MLD”
 
     [bookmark: pgfId-1098246]You can configure the [bookmark: marker-1098245]group range that is used by SSM by specifying values on the command line. By default, the SSM group range for PIM is 232.0.0.0/8 and for PIM6 is FF3x/96.
 
     [bookmark: pgfId-1089457]You can specify a route-map policy name that lists the group prefixes to use with the match ip multicast command.
 
      
       
     
 
     
 
     [bookmark: pgfId-1055730]Note If you want to use the default SSM group range, you do not need to configure the SSM group range.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092728]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092729]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1055731]SUMMARY STEPS
 
     [bookmark: pgfId-1055735]PIM Commands
 
     [bookmark: pgfId-1055736] 1. config t
 
     [bookmark: pgfId-1079495] 2. ip pim ssm {range {ip-prefix | none} | route-map policy-name}
 
     [bookmark: pgfId-1079507]no ip pim ssm {range {ip-prefix | none} | route-map policy-name}
 
     [bookmark: pgfId-1055739] 3. (Optional) show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1055740] 4. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1055741]PIM6 Commands
 
     [bookmark: pgfId-1055742] 1. config t
 
     [bookmark: pgfId-1055743] 2. ipv6 pim ssm {range {ipv6-prefix | none} | route-map policy-name}
 
     [bookmark: pgfId-1079604]no ipv6 pim ssm {range {ipv6-prefix | none} | route-map policy-name}
 
     [bookmark: pgfId-1055745] 3. (Optional) show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 
     [bookmark: pgfId-1055746] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1055747]DETAILED STEPS
 
     [bookmark: pgfId-1055808]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055757] 
          
  
         	 
           
           [bookmark: pgfId-1055759]Command 
          
  
         	 
           
           [bookmark: pgfId-1055761]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055763]Step 1
  
         	[bookmark: pgfId-1055765]config t
 [bookmark: pgfId-1055766]
 [bookmark: pgfId-1055767]Example:
 [bookmark: pgfId-1055768]switch# config t
 [bookmark: pgfId-1055769]switch(config)#
  
         	[bookmark: pgfId-1055771]Enters configuration mode.
  
        
 
         
         	 [bookmark: pgfId-1055773]Step 2
  
         	[bookmark: pgfId-1055775][bookmark: marker-1072205]ip pim ssm range {ip-prefix | none} | route-map policy-name}
 [bookmark: pgfId-1055776]
 [bookmark: pgfId-1055777]Example:
 [bookmark: pgfId-1055778]switch(config)# ip pim ssm range 239.128.1.0/24
  
         	[bookmark: pgfId-1055780]Configures up to four group ranges to be treated in SSM mode. You can specify a route-map policy name that lists the group prefixes to use with the match ip multicast command. The default range is 232.0.0.0/8. If the keyword none is specified, all group ranges are removed.
  
        
 
         
         	[bookmark: pgfId-1079445]no ip pim ssm {range {ip-prefix | none} | route-map policy-name}
 [bookmark: pgfId-1079432]
 [bookmark: pgfId-1079433]Example:
 [bookmark: pgfId-1079434]switch(config)# no ip pim ssm range none
  
         	[bookmark: pgfId-1079436]Removes the specified prefix from the SSM range, or removes the route-map policy. If the keyword none is specified, resets the SSM range to the default of 232.0.0.0/8.
  
        
 
         
         	[bookmark: pgfId-1055791]Step 3
  
         	[bookmark: pgfId-1055793]show ip pim group-range [ip-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055794]
 [bookmark: pgfId-1055795]Example:
 [bookmark: pgfId-1055796]switch(config)# show ip pim group-range
  
         	[bookmark: pgfId-1055798](Optional) Displays PIM modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055800]Step 4
  
         	[bookmark: pgfId-1055802]copy running-config startup-config
 [bookmark: pgfId-1055803]
 [bookmark: pgfId-1055804]Example:
 [bookmark: pgfId-1055805]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055807](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1055862]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055811] 
          
  
         	 
           
           [bookmark: pgfId-1055813]Command 
          
  
         	 
           
           [bookmark: pgfId-1055815]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055817]Step 1
  
         	[bookmark: pgfId-1055819]config t
 [bookmark: pgfId-1055820]
 [bookmark: pgfId-1055821]Example:
 [bookmark: pgfId-1055822]switch# config t
 [bookmark: pgfId-1055823]switch(config)#
  
         	[bookmark: pgfId-1055825]Enters configuration mode.
  
        
 
         
         	 [bookmark: pgfId-1055827]Step 2
  
         	[bookmark: pgfId-1055829][bookmark: marker-1072207]ipv6 pim ssm {range {ipv6-prefix | none} | route-map policy-name}
 [bookmark: pgfId-1055830]
 [bookmark: pgfId-1055831]Example:
 [bookmark: pgfId-1055832]switch(config)# ipv6 pim ssm range FF30::0/32
  
         	[bookmark: pgfId-1055834]Configures up to four group ranges to be treated in SSM mode. You can specify a route-map policy name that lists the group prefixes to use with the match ip multicast command. If the keyword none is specified, all group ranges are removed. The default range is FF3x/96.
  
        
 
         
         	[bookmark: pgfId-1079555]no ipv6 pim ssm {range {ipv6-prefix | none} | route-map policy-name}
 [bookmark: pgfId-1079556]
 [bookmark: pgfId-1079557]Example:
 [bookmark: pgfId-1079558]switch(config)# no ipv6 pim ssm range none
  
         	[bookmark: pgfId-1079560]Removes the specified prefix from the SSM range, or removes the route-map policy. If the keyword none is specified, resets the SSM range to the default of FF3x/96.
  
        
 
         
         	[bookmark: pgfId-1055845]Step 3
  
         	[bookmark: pgfId-1055847]show ipv6 pim group-range [ipv6-prefix] [vrf vrf-name | all]
 [bookmark: pgfId-1055848]
 [bookmark: pgfId-1055849]Example:
 [bookmark: pgfId-1055850]switch(config)# show ipv6 pim group-range
  
         	[bookmark: pgfId-1055852](Optional) Displays PIM6 modes and group ranges.
  
        
 
         
         	[bookmark: pgfId-1055854]Step 4
  
         	[bookmark: pgfId-1055856]copy running-config startup-config
 [bookmark: pgfId-1055857]
 [bookmark: pgfId-1055858]Example:
 [bookmark: pgfId-1055859]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055861](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1055864][bookmark: 86301]Configuring RPF Routes for Multicast
 
     [bookmark: pgfId-1055865]You can define [bookmark: marker-1072209]RPF routes for multicast when you want multicast data to diverge from the unicast traffic path. You can define RPF routes for multicast on border routers to enable reverse path forwarding (RPF) to an external network.
 
     [bookmark: pgfId-1055866]Multicast routes are used not to directly forward traffic but to make RPF checks. RPF routes for multicast cannot be redistributed. For more information about multicast forwarding, see the “Multicast Forwarding” section.
 
      
       
     
 
     
 
     [bookmark: pgfId-1058978]Note IPv6 static multicast routes are not supported.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092800]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092801]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1055870]SUMMARY STEPS
 
     [bookmark: pgfId-1055874]PIM Commands
 
     [bookmark: pgfId-1055875] 1. config t
 
     [bookmark: pgfId-1055876] 2. ip mroute {ip-addr mask | ip-prefix} {next-hop | nh-prefix | interface} [route-preference] [vrf vrf-name]
 
     [bookmark: pgfId-1055877] 3. (Optional) show ip static-route [multicast] [vrf vrf-name]
 
     [bookmark: pgfId-1055878] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1055884]DETAILED STEPS
 
     [bookmark: pgfId-1055936]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055894] 
          
  
         	 
           
           [bookmark: pgfId-1055896]Command 
          
  
         	 
           
           [bookmark: pgfId-1055898]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1055900]Step 1
  
         	[bookmark: pgfId-1055902]config t
 [bookmark: pgfId-1055903]
 [bookmark: pgfId-1055904]Example:
 [bookmark: pgfId-1055905]switch# config t
 [bookmark: pgfId-1055906]switch(config)#
  
         	[bookmark: pgfId-1055908]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1055910]Step 2
  
         	[bookmark: pgfId-1055912]ip mroute[bookmark: marker-1072210] {ip-addr mask | ip-prefix} {next-hop | nh-prefix | interface} [route-preference] [vrf vrf-name]
 [bookmark: pgfId-1055913]
 [bookmark: pgfId-1055914]Example:
 [bookmark: pgfId-1055915]switch(config)# ip mroute 192.0.2.33/1 224.0.0.0/1
  
         	[bookmark: pgfId-1055917]Configures an RPF route for multicast for use in RPF calculations. Route preference values range from 1 to 255. The default preference is 1.
  
        
 
         
         	[bookmark: pgfId-1055919]Step 3
  
         	[bookmark: pgfId-1055921]show ip static-route [multicast] [vrf vrf-name]
 [bookmark: pgfId-1055922]
 [bookmark: pgfId-1055923]Example:
 [bookmark: pgfId-1055924]switch(config)# show ip static-route multicast
  
         	[bookmark: pgfId-1055926](Optional) Displays configured static routes.
  
        
 
         
         	[bookmark: pgfId-1055928]Step 4
  
         	[bookmark: pgfId-1055930]copy running-config startup-config
 [bookmark: pgfId-1055931]
 [bookmark: pgfId-1055932]Example:
 [bookmark: pgfId-1055933]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1055935](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1059529][bookmark: 51023]Configuring Route Maps to Control RP Information Distribution
 
     [bookmark: pgfId-1059530]You can configure route maps to help protect against some [bookmark: marker-1072211]RP configuration errors and malicious attacks. You use route maps in commands that are described in the “Configuring Message Filtering” section.
 
     [bookmark: pgfId-1059531]By configuring route maps, you can control distribution of RP information that is distributed throughout the network. You specify the [bookmark: marker-1072212]BSRs or [bookmark: marker-1072213]mapping agents to be listened to on each client router and the list of candidate RPs to be advertised (listened to) on each BSR and mapping agent to ensure that what is advertised is what you expect.
 
     [bookmark: pgfId-1105621]See the “Configuring BSRs” section and “Configuring Auto-RP” section for more information.
 
      
       
     
 
     
 
     [bookmark: pgfId-1059941]Note Only the match ip [v6] multicast command has an effect in the route map.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1092814]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092815]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1059534]SUMMARY STEPS
 
     [bookmark: pgfId-1059538]PIM Commands
 
     [bookmark: pgfId-1059539] 1. config t
 
     [bookmark: pgfId-1059540] 2. route-map map-name [permit | deny] [sequence-number]
 
     [bookmark: pgfId-1131420] 3. match ip multicast {{rp ip-address [rp-type rp-type]} {{group-range {gadrr_start to gadrr_end} | {group ip-prefix}} {source source-ip-address}
 
     [bookmark: pgfId-1131011] 4. (Optional) show route-map
 
     [bookmark: pgfId-1059543] 5. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1059544]PIM6 Commands
 
     [bookmark: pgfId-1059545] 1. config t
 
     [bookmark: pgfId-1059546] 2. route-map map-name [permit | deny] [sequence-number]
 
     [bookmark: pgfId-1131853] 3. match ipv6 multicast {{rp ip-address [rp-type rp-type]} {{group-range {gadrr_start to gadrr_end} | {group ip-prefix}} {source source-ip-address}
 
     [bookmark: pgfId-1059548] 4. (Optional) show route-map
 
     [bookmark: pgfId-1059549] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1059550]DETAILED STEPS
 
     [bookmark: pgfId-1059620]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1059560] 
          
  
         	 
           
           [bookmark: pgfId-1059562]Command 
          
  
         	 
           
           [bookmark: pgfId-1059564]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1059566]Step 1
  
         	[bookmark: pgfId-1059568]config t
 [bookmark: pgfId-1059569]
 [bookmark: pgfId-1059570]Example:
 [bookmark: pgfId-1059571]switch# config t
 [bookmark: pgfId-1059572]switch(config)#
  
         	[bookmark: pgfId-1059574]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1059576]Step 2
  
         	[bookmark: pgfId-1059578]route-map map-name [permit | deny] [sequence-number]
 [bookmark: pgfId-1059579]
 [bookmark: pgfId-1059580]Example for ASM only:
 [bookmark: pgfId-1059581]switch(config)# route-map ASM_only permit 10
 [bookmark: pgfId-1059582]switch(config-route-map)# 
 [bookmark: pgfId-1059583]
 [bookmark: pgfId-1059584]Example for Bidir only:
 [bookmark: pgfId-1059585]switch(config)# route-map Bidir_only permit 10
 [bookmark: pgfId-1059586]switch(config-route-map)# 
  
         	[bookmark: pgfId-1059588]Enters route-map configuration mode. 
 keyword.
  
        
 
         
         	[bookmark: pgfId-1059590]Step 3
  
         	[bookmark: pgfId-1059592]match ip multicast {{rp ip-address [rp-type rp-type]} {{group-range {gadrr_start to gadrr_end} | {group ip-prefix}} {source source-ip-address}
 [bookmark: pgfId-1059593]
 [bookmark: pgfId-1059594]Example for ASM only:
 [bookmark: pgfId-1059595]switch(config-route-map)# match ip multicast group 224.0.0.0/4 rp 0.0.0.0/0 rp-type ASM
 [bookmark: pgfId-1059596]
 [bookmark: pgfId-1059597]Example for Bidir only:
 [bookmark: pgfId-1059598]switch(config-route-map)# match ip multicast group 224.0.0.0/4 rp 0.0.0.0/0 rp-type Bidir
  
         	[bookmark: pgfId-1059600]Matches the group, RP, and RP type specified. You can specify the RP type (ASM or Bidir). This configuration method requires the group and RP specified as shown in the examples.
 commands do not allow permit or deny.
  
        
 
         
         	[bookmark: pgfId-1059603]Step 4
  
         	[bookmark: pgfId-1059605]show route-map
 [bookmark: pgfId-1059606]
 [bookmark: pgfId-1059607]Example:
 [bookmark: pgfId-1059608]switch(config-route-map)# show route-map
  
         	[bookmark: pgfId-1059610](Optional) Displays configured route maps.
  
        
 
         
         	[bookmark: pgfId-1059612]Step 5
  
         	[bookmark: pgfId-1059614]copy running-config startup-config
 [bookmark: pgfId-1059615]
 [bookmark: pgfId-1059616]Example:
 [bookmark: pgfId-1059617]switch(config-route-map)# copy running-config startup-config
  
         	[bookmark: pgfId-1059619](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1059683]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1059623] 
          
  
         	 
           
           [bookmark: pgfId-1059625]Command 
          
  
         	 
           
           [bookmark: pgfId-1059627]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1059629]Step 1
  
         	[bookmark: pgfId-1059631]config t
 [bookmark: pgfId-1059632]
 [bookmark: pgfId-1059633]Example:
 [bookmark: pgfId-1059634]switch# config t
 [bookmark: pgfId-1059635]switch(config)#
  
         	[bookmark: pgfId-1059637]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1059639]Step 2
  
         	[bookmark: pgfId-1059641]route-map map-name [permit | deny] [sequence-number]
 [bookmark: pgfId-1059642]
 [bookmark: pgfId-1059643]Example for ASM only:
 [bookmark: pgfId-1059644]switch(config)# route-map ASM_only permit 10
 [bookmark: pgfId-1059645]switch(config-route-map)# 
 [bookmark: pgfId-1059646]
 [bookmark: pgfId-1059647]Example for Bidir only:
 [bookmark: pgfId-1059648]switch(config)# route-map Bidir_only permit 10
 [bookmark: pgfId-1059649]switch(config-route-map)# 
  
         	[bookmark: pgfId-1100652]Enters route-map configuration mode. 
 keyword.
  
        
 
         
         	[bookmark: pgfId-1059653]Step 3
  
         	[bookmark: pgfId-1100726]match ipv6 multicast {{rp ip-address [rp-type rp-type]} {{group-range {gadrr_start to gadrr_end} | {group ip-prefix}} {source source-ip-address}
 [bookmark: pgfId-1059655]
 [bookmark: pgfId-1059657]Example for ASM only:
 [bookmark: pgfId-1059658]switch(config)# match ipv6 multicast group ff0e::2:101:0:0/96 rp 2001::0348:0:0/96 rp-type ASM
 [bookmark: pgfId-1059659]
 [bookmark: pgfId-1059660]Example for Bidir only:
 [bookmark: pgfId-1059661]switch(config)# match ipv6 multicast group ff0e::2:101:0:0/96 rp 2001::0348:0:0/96 rp-type Bidir
  
         	[bookmark: pgfId-1100748]Matches the group, RP, and RP type specified. You can specify the RP type (ASM or Bidir). This configuration method requires the group and RP specified as shown in the examples.
 commands do not allow permit or deny.
  
        
 
         
         	[bookmark: pgfId-1059666]Step 4
  
         	[bookmark: pgfId-1059668]show route-map
 [bookmark: pgfId-1059669]
 [bookmark: pgfId-1059670]Example:
 [bookmark: pgfId-1059671]switch(config-route-map)# show route-map
  
         	[bookmark: pgfId-1059673](Optional) Displays configured route maps.
  
        
 
         
         	[bookmark: pgfId-1059675]Step 5
  
         	[bookmark: pgfId-1059677]copy running-config startup-config
 [bookmark: pgfId-1059678]
 [bookmark: pgfId-1059679]Example:
 [bookmark: pgfId-1059680]switch(config-route-map)# copy running-config startup-config
  
         	[bookmark: pgfId-1059682](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1055984][bookmark: 88327]Configuring Message Filtering
 
      
       
     
 
     
 
     [bookmark: pgfId-1104549]Note Prefix matches in the rp-candidate-policy must be exact relative to what the c-rp is advertising. Subset matches are not possible.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1085874]You can configure filtering of the [bookmark: marker-1085806]PIM and PIM6 messages described in Table 1-9.
 
      
       
        
        [bookmark: pgfId-1085816]Table 1-9 [bookmark: 33160]PIM and PIM6 Message Filtering 
 
        
        
         
         	 
           
           [bookmark: pgfId-1085820]Message Type 
          
  
         	 
           
           [bookmark: pgfId-1085822]Description 
          
  
        
 
         
         	 [bookmark: pgfId-1085824]Global to the Device
  
        
 
         
         	[bookmark: pgfId-1085829][bookmark: marker-1085828]Log Neighbor changes
  
         	[bookmark: pgfId-1085831]Enables syslog messages that list the neighbor state changes to be generated. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1085834][bookmark: marker-1085833]PIM register policy
  
         	[bookmark: pgfId-1085842]Enables PIM register messages to be filtered based on a route-map policy2 where you can specify group or group and source addresses with the match ip[v6] multicast command. This policy applies to routers that act as an RP. The default is disabled, which means that the software does not filter PIM register messages.
  
        
 
         
         	[bookmark: pgfId-1085845][bookmark: marker-1085844]BSR candidate RP policy
  
         	[bookmark: pgfId-1085847]Enables BSR candidate RP messages to be filtered by the router based on a route-map policy1 where you can specify the RP and group addresses and whether the type is Bidir or ASM with the match ip[v6] multicast command. This command can be used on routers that are eligible for BSR election. The default is no filtering of BSR messages.
  
        
 
         
         	[bookmark: pgfId-1085850][bookmark: marker-1085849]BSR policy
  
         	[bookmark: pgfId-1085852]Enables BSR messages to be filtered by the BSR client routers based on a route-map policy1 where you can specify BSR source addresses with the match ip[v6] multicast command. This command can be used on client routers that listen to BSR messages. The default is no filtering of BSR messages.
  
        
 
         
         	[bookmark: pgfId-1085855][bookmark: marker-1085854]Auto-RP candidate RP policy
  
         	[bookmark: pgfId-1085857]Enables Auto-RP announce messages to be filtered by the Auto-RP mapping agents based on a route-map policy1 where you can specify the RP and group addresses, and whether the type is Bidir or ASM with the match ip multicast command. This command can be used on a mapping agent. The default is no filtering of Auto-RP messages.
 [bookmark: pgfId-1085858]Note PIM6 does not support the Auto-RP method.
  
        
 
         
         	[bookmark: pgfId-1085861][bookmark: marker-1085860]Auto-RP mapping agent policy
  
         	[bookmark: pgfId-1086997]Enables Auto-RP discover messages to be filtered by client routers based on a route-map policy1 where you can specify mapping agent source addresses with the match ip multicast command. This command can be used on client routers that listen to discover messages. The default is no filtering of Auto-RP messages.
 [bookmark: pgfId-1085864]Note PIM6 does not support the Auto-RP method.
  
        
 
         
         	 [bookmark: pgfId-1085866]Per Device Interface
  
        
 
         
         	[bookmark: pgfId-1085871][bookmark: marker-1085870]Join-prune policy
  
         	[bookmark: pgfId-1085873]Enables join-prune messages to be filtered based on a route-map policy1 where you can specify group, group and source, or group and RP addresses with the match ip[v6] multicast command. The default is no filtering of join-prune messages.
  
        
 
        
      
 
     
 
      
       
        
        	 2.[bookmark: pgfId-1085840]For information about configuring route-map policies, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
  
       
 
       
     
 
     [bookmark: pgfId-1085877]For information about configuring multicast route maps, see the “Configuring Route Maps to Control RP Information Distribution” section.
 
     [bookmark: pgfId-1100791]Route maps as a filtering policy can be used (either permit or deny for each statement) for the following commands:
 
      
      	 [bookmark: pgfId-1100780] jp-policy can use (S,G), (*,G), or (RP,G)
 
      	 [bookmark: pgfId-1100833] register-policy can use (S,G) or (*,G)
 
      	 [bookmark: pgfId-1100844] igmp report-policy can use (*,G) or (S,G)
 
      	 [bookmark: pgfId-1100855] state-limit reserver-policy can use (*,G) or (S,G)
 
      	 [bookmark: pgfId-1100866] auto-rp rp-candidate-policy can use (RP,G)
 
      	 [bookmark: pgfId-1100877] bsr rp-candidate-policy can use (RP,G)
 
      	 [bookmark: pgfId-1100888] autorp mapping-agent policy can use (S)
 
      	 [bookmark: pgfId-1100897] bsr bsr-policy can use (S)
 
     
 
     [bookmark: pgfId-1100902]Route maps as containers can be use for the following commands, where route-map action (permit or deny) is ignored:
 
      
      	 [bookmark: pgfId-1101033] ip pim rp-address route map can use only G
 
      	 [bookmark: pgfId-1101046] ip pim ssm-range route map can use only G
 
      	 [bookmark: pgfId-1101047] ip igmp static-oif route map can use (S,G), (*,G), (S,G-range), (*,G-range)
 
      	 [bookmark: pgfId-1101048] ip igmp join-group route map can use (S,G), (*,G), (S,G-range, (*, G-range)
 
     
 
    
 
     
      [bookmark: pgfId-1092868]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092869]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1085879]SUMMARY STEPS
 
     [bookmark: pgfId-1056048]PIM Commands
 
     [bookmark: pgfId-1056049] 1. config t
 
     [bookmark: pgfId-1056050] 2. (Optional) ip pim log-neighbor-changes
 
     [bookmark: pgfId-1056051] 3. (Optional) ip pim register-policy policy-name
 
     [bookmark: pgfId-1056052] 4. (Optional) ip pim bsr rp-candidate-policy policy-name
 
     [bookmark: pgfId-1056053] 5. (Optional) ip pim bsr bsr-policy policy-name
 
     [bookmark: pgfId-1056054] 6. (Optional) ip pim auto-rp rp-candidate-policy policy-name
 
     [bookmark: pgfId-1056055] 7. (Optional) ip pim auto-rp mapping-agent-policy policy-name
 
     [bookmark: pgfId-1056056] 8. interface interface
 
     [bookmark: pgfId-1056057] 9. (Optional) ip pim jp-policy policy-name [in | out]
 
     [bookmark: pgfId-1056058] 10. (Optional) show run pim
 
     [bookmark: pgfId-1056059] 11. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1056060]PIM6 Commands
 
     [bookmark: pgfId-1056061] 1. config t
 
     [bookmark: pgfId-1056062] 2. (Optional) ipv6 pim log-neighbor-changes
 
     [bookmark: pgfId-1056063] 3. (Optional) ipv6 pim register-policy policy-name
 
     [bookmark: pgfId-1056064] 4. (Optional) ipv6 pim bsr rp-candidate-policy policy-name
 
     [bookmark: pgfId-1056065] 5. (Optional) ipv6 pim bsr bsr-policy policy-name
 
     [bookmark: pgfId-1056066] 6. interface interface
 
     [bookmark: pgfId-1056067] 7. (Optional) ipv6 pim jp-policy policy-name [in | out]
 
     [bookmark: pgfId-1056068] 8. (Optional) show run pim6
 
     [bookmark: pgfId-1056069] 9. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1056070]DETAILED STEPS
 
     [bookmark: pgfId-1056186]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1056080] 
          
  
         	 
           
           [bookmark: pgfId-1056082]Command 
          
  
         	 
           
           [bookmark: pgfId-1056084]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1056086]Step 1
  
         	[bookmark: pgfId-1056088]config t
 [bookmark: pgfId-1056089]
 [bookmark: pgfId-1056090]Example:
 [bookmark: pgfId-1056091]switch# config t
 [bookmark: pgfId-1056092]switch(config)#
  
         	[bookmark: pgfId-1056094]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1056096]Step 2
  
         	[bookmark: pgfId-1056098]ip pim log-neighbor-changes[bookmark: marker-1072650]
 [bookmark: pgfId-1056099]
 [bookmark: pgfId-1056100]Example:
 [bookmark: pgfId-1056101]switch(config)# ip pim log-neighbor-changes
  
         	[bookmark: pgfId-1056103](Optional) Enables syslog messages that list the neighbor state changes to be generated. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1056105]Step 3
  
         	[bookmark: pgfId-1056107]ip pim register-policy [bookmark: marker-1072651]policy-name
 [bookmark: pgfId-1056108]
 [bookmark: pgfId-1056109]Example:
 [bookmark: pgfId-1056110]switch(config)# ip pim register-policy my_register_policy
  
         	[bookmark: pgfId-1056112](Optional) Enables PIM register messages to be filtered based on a route-map policy. You can specify group or group and source addresses with the match ip multicast command. 
  
        
 
         
         	[bookmark: pgfId-1056114]Step 4
  
         	[bookmark: pgfId-1056116]ip pim bsr rp-candidate-policy [bookmark: marker-1072652]policy-name
 [bookmark: pgfId-1056117]
 [bookmark: pgfId-1056118]Example:
 [bookmark: pgfId-1056119]switch(config)# ip pim bsr rp-candidate-policy my_bsr_rp_candidate_policy
  
         	[bookmark: pgfId-1056121](Optional) Enables BSR candidate RP messages to be filtered by the router based on a route-map policy where you can specify the RP and group addresses and whether the type is Bidir or ASM with the match ip multicast command. This command can be used on routers that are eligible for BSR election. The default is no filtering of BSR messages.
  
        
 
         
         	[bookmark: pgfId-1056123]Step 5
  
         	[bookmark: pgfId-1056125]ip pim bsr bsr-policy [bookmark: marker-1072653]policy-name
 [bookmark: pgfId-1056126]
 [bookmark: pgfId-1056127]Example:
 [bookmark: pgfId-1056128]switch(config)# ip pim bsr bsr-policy my_bsr_policy
  
         	[bookmark: pgfId-1056130](Optional) Enables BSR messages to be filtered by the BSR client routers based on a route-map policy where you can specify BSR source addresses with the match ip multicast command. This command can be used on client routers that listen to BSR messages. The default is no filtering of BSR messages.
  
        
 
         
         	[bookmark: pgfId-1056132]Step 6
  
         	[bookmark: pgfId-1056134]ip pim auto-rp rp-candidate-policy [bookmark: marker-1072654]policy-name
 [bookmark: pgfId-1056135]
 [bookmark: pgfId-1056136]Example:
 [bookmark: pgfId-1056137]switch(config)# ip pim auto-rp rp-candidate-policy my_auto_rp_candidate_policy
  
         	[bookmark: pgfId-1056139](Optional) Enables Auto-RP announce messages to be filtered by the Auto-RP mapping agents based on a route-map policy where you can specify the RP and group addresses and whether the type is Bidir or ASM with the match ip multicast command. This command can be used on a mapping agent. The default is no filtering of Auto-RP messages.
  
        
 
         
         	[bookmark: pgfId-1056141]Step 7
  
         	[bookmark: pgfId-1056143]ip pim auto-rp mapping-agent-policy [bookmark: marker-1072655]policy-name
 [bookmark: pgfId-1056144]
 [bookmark: pgfId-1056145]Example:
 [bookmark: pgfId-1056146]switch(config)# ip pim auto-rp mapping-agent-policy my_auto_rp_mapping_policy
  
         	[bookmark: pgfId-1056148](Optional) Enables Auto-RP discover messages to be filtered by client routers based on a route-map policy where you can specify mapping agent source addresses with the match ip multicast command. This command can be used on client routers that listen to discover messages. The default is no filtering of Auto-RP messages.
  
        
 
         
         	[bookmark: pgfId-1056150]Step 8
  
         	[bookmark: pgfId-1056152]interface interface
 [bookmark: pgfId-1056153]
 [bookmark: pgfId-1056154]Example:
 [bookmark: pgfId-1056155]switch(config)# interface ethernet 2/1
 [bookmark: pgfId-1056156]switch(config-if)# 
  
         	[bookmark: pgfId-1056158]Enters interface mode on the specified interface.
  
        
 
         
         	[bookmark: pgfId-1056160]Step 9
  
         	[bookmark: pgfId-1056162]ip pim jp-policy [bookmark: marker-1072656]policy-name [in | out]
 [bookmark: pgfId-1056163]
 [bookmark: pgfId-1056164]Example:
 [bookmark: pgfId-1056165]switch(config-if)# ip pim jp-policy my_jp_policy
  
         	[bookmark: pgfId-1056167](Optional) Enables join-prune messages to be filtered based on a route-map policy where you can specify group, group and source, or group and RP addresses with the match ip multicast command. The default is no filtering of join-prune messages.
 [bookmark: pgfId-1091351]Beginning with Cisco NX-OS Release 4.2(3), this command filters messages in both incoming and outgoing directions.
  
        
 
         
         	[bookmark: pgfId-1056169]Step 10
  
         	[bookmark: pgfId-1056171]show run pim
 [bookmark: pgfId-1056172]
 [bookmark: pgfId-1056173]Example:
 [bookmark: pgfId-1056174]switch(config-if)# show run pim
  
         	[bookmark: pgfId-1056176](Optional) Displays PIM configuration commands.
  
        
 
         
         	[bookmark: pgfId-1056178]Step 11
  
         	[bookmark: pgfId-1056180]copy running-config startup-config
 [bookmark: pgfId-1056181]
 [bookmark: pgfId-1056182]Example:
 [bookmark: pgfId-1056183]switch(config-if)# copy running-config startup-config
  
         	[bookmark: pgfId-1056185](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1056277]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1056189] 
          
  
         	 
           
           [bookmark: pgfId-1056191]Command 
          
  
         	 
           
           [bookmark: pgfId-1056193]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1056195]Step 1
  
         	[bookmark: pgfId-1056197]config t
 [bookmark: pgfId-1056198]
 [bookmark: pgfId-1056199]Example:
 [bookmark: pgfId-1056200]switch# config t
 [bookmark: pgfId-1056201]switch(config)#
  
         	[bookmark: pgfId-1056203]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1056205]Step 2
  
         	[bookmark: pgfId-1056207]ipv6 pim log-neighbor-changes[bookmark: marker-1072657]
 [bookmark: pgfId-1056208]
 [bookmark: pgfId-1056209]Example:
 [bookmark: pgfId-1056210]switch(config)# ipv6 pim log-neighbor-changes
  
         	[bookmark: pgfId-1056212](Optional) Enables syslog messages that list the neighbor state changes to be generated. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1056214]Step 3
  
         	[bookmark: pgfId-1056216]ipv6 pim register-policy [bookmark: marker-1072658]policy-name
 [bookmark: pgfId-1056217]
 [bookmark: pgfId-1056218]Example:
 [bookmark: pgfId-1056219]switch(config)# ipv6 pim register-policy my_register_policy
  
         	[bookmark: pgfId-1056221](Optional) Enables PIM register messages to be filtered based on a route-map policy. You can specify group or group and source addresses with the match ipv6 multicast command. The default is disabled.
  
        
 
         
         	[bookmark: pgfId-1056223]Step 4
  
         	[bookmark: pgfId-1056225]ipv6 pim bsr rp-candidate-policy [bookmark: marker-1072659]policy-name
 [bookmark: pgfId-1056226]
 [bookmark: pgfId-1056227]Example:
 [bookmark: pgfId-1056228]switch(config)# ipv6 pim bsr rp-candidate-policy my_bsr_rp_candidate_policy
  
         	[bookmark: pgfId-1056230](Optional) Enables BSR candidate RP messages to be filtered by the router based on a route-map policy where you can specify the RP and group addresses and whether the type is Bidir or ASM with the match ipv6 multicast command. This command can be used on routers that are eligible for BSR election. The default is no filtering of BSR messages.
  
        
 
         
         	[bookmark: pgfId-1056232]Step 5
  
         	[bookmark: pgfId-1056234]ipv6 pim bsr bsr-policy [bookmark: marker-1072660]policy-name
 [bookmark: pgfId-1056235]
 [bookmark: pgfId-1056236]Example:
 [bookmark: pgfId-1056237]switch(config)# ipv6 pim bsr bsr-policy my_bsr_policy
  
         	[bookmark: pgfId-1056239](Optional) Enables BSR messages to be filtered by the BSR client routers based on a route-map policy1 where you can specify BSR source addresses with the match ipv6 multicast command. This command can be used on client routers that listen to BSR messages. The default is no filtering of BSR messages.
  
        
 
         
         	[bookmark: pgfId-1056241]Step 6
  
         	[bookmark: pgfId-1056243]interface interface
 [bookmark: pgfId-1056244]
 [bookmark: pgfId-1056245]Example:
 [bookmark: pgfId-1056246]switch(config)# interface ethernet 2/1
 [bookmark: pgfId-1056247]switch(config-if)# 
  
         	[bookmark: pgfId-1056249]Enters interface mode on the specified interface.
  
        
 
         
         	[bookmark: pgfId-1056251]Step 7
  
         	[bookmark: pgfId-1056253]ipv6 pim jp-policy [bookmark: marker-1072661]policy-name [in | out]
 [bookmark: pgfId-1056254]
 [bookmark: pgfId-1056255]Example:
 [bookmark: pgfId-1056256]switch(config-if)# ipv6 pim jp-policy my_jp_policy
  
         	[bookmark: pgfId-1056258](Optional) Enables join-prune messages to be filtered based on a route-map policy where you can specify group, group and source, or group and RP addresses with the match ipv6 multicast command. The default is no filtering of join-prune messages.
 [bookmark: pgfId-1091393]Beginning with Cisco NX-OS Release 4.2(3), this command filters messages in both incoming and outgoing directions.
  
        
 
         
         	[bookmark: pgfId-1056260]Step 8
  
         	[bookmark: pgfId-1056262]show run pim6
 [bookmark: pgfId-1056263]
 [bookmark: pgfId-1056264]Example:
 [bookmark: pgfId-1056265]switch(config-if)# show run pim6
  
         	[bookmark: pgfId-1056267](Optional) Displays PIM6 configuration commands.
  
        
 
         
         	[bookmark: pgfId-1056269]Step 9
  
         	[bookmark: pgfId-1056271]copy running-config startup-config
 [bookmark: pgfId-1056272]
 [bookmark: pgfId-1056273]Example:
 [bookmark: pgfId-1056274]switch(config-if)# copy running-config startup-config
  
         	[bookmark: pgfId-1056276](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1056279][bookmark: 83532]Restarting the PIM and PIM6 Processes
 
     [bookmark: pgfId-1056280]You can [bookmark: marker-1072662]restart the PIM and PIM6 processes and optionally flush all routes. By default, routes are not flushed.
 
     [bookmark: pgfId-1056282]When [bookmark: marker-1072663]routes are flushed, they are removed from the Multicast Routing Information Base ([bookmark: marker-1072664]MRIB and M6RIB) and the Multicast Forwarding Information Base ([bookmark: marker-1072665]MFIB and M6FIB).
 
     [bookmark: pgfId-1056283]When you restart PIM or PIM6, the following tasks are performed:
 
      
      	 [bookmark: pgfId-1056284]The PIM database is deleted.
 
      	 [bookmark: pgfId-1056285]The MRIB and MFIB are unaffected and forwarding of traffic continues.
 
      	 [bookmark: pgfId-1060047]The multicast route ownership is verified through the MRIB.
 
      	 [bookmark: pgfId-1056286]Periodic PIM join and prune messages from neighbors are used to repopulate the database.
 
     
 
    
 
     
      [bookmark: pgfId-1092900]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1092901]Ensure that you have installed the Enterprise Services license and enabled PIM or PIM6.
 
    
 
     
      [bookmark: pgfId-1056289]SUMMARY STEPS
 
     [bookmark: pgfId-1056293]PIM Commands
 
     [bookmark: pgfId-1056294] 1. restart pim
 
     [bookmark: pgfId-1056295] 2. config t
 
     [bookmark: pgfId-1056296] 3. ip pim flush-routes
 
     [bookmark: pgfId-1056297] 4. (Optional) show running-configuration pim
 
     [bookmark: pgfId-1056298] 5. (Optional) copy running-config startup-config
 
     [bookmark: pgfId-1056299]PIM6 Commands
 
     [bookmark: pgfId-1056300] 1. restart pim6
 
     [bookmark: pgfId-1056301] 2. config t
 
     [bookmark: pgfId-1056302] 3. ipv6 pim flush-routes
 
     [bookmark: pgfId-1056303] 4. (Optional) show running-configuration pim6
 
     [bookmark: pgfId-1056304] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1056305]DETAILED STEPS
 
     [bookmark: pgfId-1056366]PIM Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1056315] 
          
  
         	 
           
           [bookmark: pgfId-1056317]Command 
          
  
         	 
           
           [bookmark: pgfId-1056319]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1056321]Step 1
  
         	[bookmark: pgfId-1056323]restart pim
 [bookmark: pgfId-1056324]
 [bookmark: pgfId-1056325]Example:
 [bookmark: pgfId-1056326]switch# restart pim
  
         	[bookmark: pgfId-1056328]Restarts the PIM process.
  
        
 
         
         	[bookmark: pgfId-1056330]Step 2
  
         	[bookmark: pgfId-1056332]config t
 [bookmark: pgfId-1056333]
 [bookmark: pgfId-1056334]Example:
 [bookmark: pgfId-1056335]switch# config t
 [bookmark: pgfId-1056336]switch(config)#
  
         	[bookmark: pgfId-1056338]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1056340]Step 3
  
         	[bookmark: pgfId-1056342]ip pim flush-routes[bookmark: marker-1072676]
 [bookmark: pgfId-1056343]
 [bookmark: pgfId-1056344]Example:
 [bookmark: pgfId-1056345]switch(config)# ip pim flush-routes
  
         	[bookmark: pgfId-1056347]Removes routes when the PIM process is restarted. By default, routes are not flushed.
  
        
 
         
         	[bookmark: pgfId-1056349]Step 4
  
         	[bookmark: pgfId-1056351]show running-configuration pim
 [bookmark: pgfId-1056352]
 [bookmark: pgfId-1056353]Example:
 [bookmark: pgfId-1056354]switch(config)# show running-configuration pim
  
         	[bookmark: pgfId-1056356](Optional) Displays the PIM running-configuration information, including the flush-routes command.
  
        
 
         
         	[bookmark: pgfId-1056358]Step 5
  
         	[bookmark: pgfId-1056360]copy running-config startup-config
 [bookmark: pgfId-1056361]
 [bookmark: pgfId-1056362]Example:
 [bookmark: pgfId-1056363]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1056365](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1056420]PIM6 Commands
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1056369] 
          
  
         	 
           
           [bookmark: pgfId-1056371]Command 
          
  
         	 
           
           [bookmark: pgfId-1056373]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1056375]Step 1
  
         	[bookmark: pgfId-1056377]restart pim6
 [bookmark: pgfId-1056378]
 [bookmark: pgfId-1056379]Example:
 [bookmark: pgfId-1056380]switch# restart pim6
  
         	[bookmark: pgfId-1056382]Restarts the PIM6 process.
  
        
 
         
         	[bookmark: pgfId-1056384]Step 2
  
         	[bookmark: pgfId-1056386]config t
 [bookmark: pgfId-1056387]
 [bookmark: pgfId-1056388]Example:
 [bookmark: pgfId-1056389]switch# config t
 [bookmark: pgfId-1056390]switch(config)#
  
         	[bookmark: pgfId-1056392]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1056394]Step 3
  
         	[bookmark: pgfId-1056396]ipv6 pim flush-routes[bookmark: marker-1072677]
 [bookmark: pgfId-1056397]
 [bookmark: pgfId-1056398]Example:
 [bookmark: pgfId-1056399]switch(config)# ipv6 pim flush-routes
  
         	[bookmark: pgfId-1056401]Removes routes when the PIM6 process is restarted. By default, routes are not flushed.
  
        
 
         
         	[bookmark: pgfId-1056403]Step 4
  
         	[bookmark: pgfId-1056405]show running-configuration pim6
 [bookmark: pgfId-1056406]
 [bookmark: pgfId-1056407]Example:
 [bookmark: pgfId-1056408]switch(config)# show running-configuration pim6
  
         	[bookmark: pgfId-1056410](Optional) Displays the PIM6 running-configuration, including the flush-routes command.
  
        
 
         
         	[bookmark: pgfId-1056412]Step 5
  
         	[bookmark: pgfId-1056414]copy running-config startup-config
 [bookmark: pgfId-1056415]
 [bookmark: pgfId-1056416]Example:
 [bookmark: pgfId-1056417]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1056419](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1093492][bookmark: 45225]Configuring BFD for PIM
 
     [bookmark: pgfId-1093494]You can configure B[bookmark: marker-1093967]FD for PIM by either VRF or by interface.
 
    
 
     
      [bookmark: pgfId-1093504]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1093505]Ensure that you have installed the Enterprise Services license, enabled PIM or PIM6, and enabled BFD.
 
    
 
     
      [bookmark: pgfId-1093506]SUMMARY STEPS
 
     [bookmark: pgfId-1093511] 1. config t
 
     [bookmark: pgfId-1094811] 2. vrf context vrf-name
 
     [bookmark: pgfId-1094790] 3. ip pim bfd
 
     [bookmark: pgfId-1094782]or
 
     [bookmark: pgfId-1093512] 1. config t
 
     [bookmark: pgfId-1093513] 2. interface interface-type
 
     [bookmark: pgfId-1093514] 3. ip pim bfd instance
 
     [bookmark: pgfId-1095519] 4. exit
 
     [bookmark: pgfId-1094851] 5. (Optional) show running-configuration pim
 
     [bookmark: pgfId-1093515] 6. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1093522]DETAILED STEPS
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1095297] 
          
  
         	 
           
           [bookmark: pgfId-1095299]Command 
          
  
         	 
           
           [bookmark: pgfId-1095301]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1095303]Step 1
  
         	[bookmark: pgfId-1095305]config t
 [bookmark: pgfId-1095306]
 [bookmark: pgfId-1095307]Example:
 [bookmark: pgfId-1095308]switch# config t
 [bookmark: pgfId-1095309]switch(config)#
  
         	[bookmark: pgfId-1095311]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1095313]Step 2
  
         	[bookmark: pgfId-1095315]vrf context vrf-name
 [bookmark: pgfId-1095316]
 [bookmark: pgfId-1095317]Example:
 [bookmark: pgfId-1095318]switch# vrf context test
 [bookmark: pgfId-1095319]switch(config-vrf)#
  
         	[bookmark: pgfId-1095321]Enters VRF configuration mode.
  
        
 
         
         	[bookmark: pgfId-1095323]Step 3
  
         	[bookmark: pgfId-1095325]ip pim bfd
 [bookmark: pgfId-1095326]
 [bookmark: pgfId-1095327]Example:
 [bookmark: pgfId-1095328]switch(config-vrf)# ip pim bfd
  
         	[bookmark: pgfId-1095330]Enables BFD on the specified VRFs.
 command in configuration mode, which enables BFD on VRF.
 [bookmark: pgfId-1095332]
  
        
 
         
         	[bookmark: pgfId-1095334]
  
         	[bookmark: pgfId-1095339]OR
  
         	[bookmark: pgfId-1095341]
  
        
 
         
         	[bookmark: pgfId-1132132]Step 1
  
         	[bookmark: pgfId-1132154]config t
  
         	[bookmark: pgfId-1132192]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1132230]Step 2
  
         	[bookmark: pgfId-1095345]interface interface-type
 [bookmark: pgfId-1095346]
 [bookmark: pgfId-1095347]Example:
 [bookmark: pgfId-1095348]switch(config)# interface ethernet 7/40
 [bookmark: pgfId-1095546]switch(config-if)#
  
         	[bookmark: pgfId-1095350]Enters interface configuration mode.
  
        
 
         
         	[bookmark: pgfId-1095352]Step 3
  
         	[bookmark: pgfId-1095356]ip pim bfd instance
 [bookmark: pgfId-1095580]
 [bookmark: pgfId-1095357]Example:
 [bookmark: pgfId-1095358]switch(config-if)# ip pim bfd instance
  
         	[bookmark: pgfId-1095360]Enables BFD on the specified interfaces. You can enable or disable BFD on RIM interfaces irrespective of whether BFD is enabled on the VRF.
  
        
 
         
         	[bookmark: pgfId-1095362]Step 4
  
         	[bookmark: pgfId-1095364]exit
 [bookmark: pgfId-1095365]
 [bookmark: pgfId-1095366]Example:
 [bookmark: pgfId-1095367]switch(config)# exit
  
         	[bookmark: pgfId-1095369]Exits out of VRF or interface configuration mode.
  
        
 
         
         	[bookmark: pgfId-1095492]Step 5
  
         	[bookmark: pgfId-1095494]show running-configuration pim
 [bookmark: pgfId-1095495]
 [bookmark: pgfId-1095496]Example:
 [bookmark: pgfId-1095497]switch(config)# show running-configuration pim
  
         	[bookmark: pgfId-1095499](Optional) Displays the PIM running-configuration information.
  
        
 
         
         	[bookmark: pgfId-1095371]Step 6
  
         	[bookmark: pgfId-1095373]copy running-config startup-config
 [bookmark: pgfId-1095374]
 [bookmark: pgfId-1095375]Example:
 [bookmark: pgfId-1095376]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1095378](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1122086][bookmark: 81540]Verifying the PIM and PIM6 Configuration
 
    [bookmark: pgfId-1122090]To display the PIM and PIM6 configurations information, perform one of the following tasks. Use the show ip form of the command for PIM and the show ipv6 form of the command for PIM6.
 
    [bookmark: pgfId-1056497]
 
     
      
       
       [bookmark: pgfId-1056445]Table 1-10 [bookmark: 17053]PIM show Commands 
 
       
       
        
        	 
          
          [bookmark: pgfId-1056449]Command 
         
  
        	 
          
          [bookmark: pgfId-1056451]Description 
         
  
       
 
        
        	[bookmark: pgfId-1056453]show ip [bookmark: marker-1072678][v6] mroute {source group | group [source]} [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056455]Displays the IP or IPv6 multicast routing table.
  
       
 
        
        	[bookmark: pgfId-1056457]show ip [bookmark: marker-1072679][v6] pim df [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056459]Displays the designated forwarder (DF) information for each RP by interface.
  
       
 
        
        	[bookmark: pgfId-1056461]show ip [bookmark: marker-1072680][v6] pim group-range [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056463]Displays the learned or configured group ranges and modes. For similar information, see also the show ip pim rp command.
  
       
 
        
        	[bookmark: pgfId-1056465]show ip [bookmark: marker-1072681][v6] pim interface [interface | brief] [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056467]Displays information by the interface.
  
       
 
        
        	[bookmark: pgfId-1056469]show ip [bookmark: marker-1072682][v6] pim neighbor [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056471]Displays neighbors by the interface.
  
       
 
        
        	[bookmark: pgfId-1056473]show ip[bookmark: marker-1072683] [v6] pim oif-list group [source] [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056475]Displays all the interfaces in the OIF-list.
  
       
 
        
        	[bookmark: pgfId-1056477]show ip [bookmark: marker-1072684][v6] pim route {source group | group [source]} [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056479]Displays information for each multicast route, including interfaces on which a PIM join for that (S, G) has been received.
  
       
 
        
        	[bookmark: pgfId-1056485]show ip [bookmark: marker-1072749][v6] pim rp [vrf vrf-name | all]
  
        	[bookmark: pgfId-1056487]Displays rendezvous points (RPs) known to the software, how they were learned, and their group ranges. For similar information, see also the show ip pim group-range command.
  
       
 
        
        	[bookmark: pgfId-1076805]show ip [bookmark: marker-1076804][v6] pim rp-hash [vrf vrf-name | all]
  
        	[bookmark: pgfId-1076807]Displays the bootstrap router (BSR) RP hash information. For information about the RP hash, see RFC 5059.
  
       
 
        
        	[bookmark: pgfId-1077397]show running-configuration pim[bookmark: marker-1077396][6]
  
        	[bookmark: pgfId-1077399]Displays the running-configuration information.
  
       
 
        
        	[bookmark: pgfId-1056489]show startup-configuration pim[bookmark: marker-1072750][6]
  
        	[bookmark: pgfId-1056491]Displays the startup-configuration information.
  
       
 
        
        	[bookmark: pgfId-1056494]show ip [bookmark: marker-1072751][v6] pim vrf [vrf-name | all] [detail]
  
        	[bookmark: pgfId-1056496]Displays per-VRF information.
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1056500]For detailed information about the fields in the output from these commands, see the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x.
 
   
 
    
     [bookmark: pgfId-1056503][bookmark: 74811]Displaying Statistics
 
    [bookmark: pgfId-1056504]You can display and clear PIM and PIM6 statistics by using the commands in this section.
 
    [bookmark: pgfId-1056505]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1056509]Displaying PIM and PIM6 Statistics
 
     	 [bookmark: pgfId-1056513]Clearing PIM and PIM6 Statistics
 
    
 
     
      [bookmark: pgfId-1056515][bookmark: 11649]Displaying PIM and PIM6 Statistics
 
     [bookmark: pgfId-1056519]You can [bookmark: marker-1072755]display the PIM and PIM6 statistics and memory usage using the commands listed in Table 1-11. Use the show ip form of the command for PIM and the show ipv6 form of the command for PIM6.
 
     [bookmark: pgfId-1082271]
 
      
       
        
        [bookmark: pgfId-1082254]Table 1-11 [bookmark: 49011]PIM and PIM6 Statistics Commands
 
        
        
         
         	 
           
           [bookmark: pgfId-1082258]Command 
          
  
         	 
           
           [bookmark: pgfId-1082260]Description 
          
  
        
 
         
         	[bookmark: pgfId-1082263]show ip [v6] pim policy statistics[bookmark: marker-1082262]
  
         	[bookmark: pgfId-1082265]Displays policy statistics for Register, RP, and join-prune message policies.
  
        
 
         
         	[bookmark: pgfId-1082268]show ip [v6] pim statistics[bookmark: marker-1082267] [vrf vrf-name | all]
  
         	[bookmark: pgfId-1082270]Displays global statistics. If PIM is in vPC mode, displays vPC statistics.
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1082274]For detailed information about the fields in the output from these commands, see the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x.
 
    
 
     
      [bookmark: pgfId-1056556][bookmark: 73641]Clearing PIM and PIM6 Statistics
 
     [bookmark: pgfId-1056560]You can [bookmark: marker-1072756]clear the PIM and PIM6 statistics using the commands listed in Table 1-12. Use the show ip form of the command for PIM and the show ipv6 form of the command for PIM6.
 
     [bookmark: pgfId-1056583]
 
      
       
        
        [bookmark: pgfId-1056564]Table 1-12 PIM and PIM6 Commands to [bookmark: 26062]Clear Statistics 
 
        
        
         
         	 
           
           [bookmark: pgfId-1056568]Command 
          
  
         	 
           
           [bookmark: pgfId-1056570]Description 
          
  
        
 
         
         	[bookmark: pgfId-1056572]clear ip [v6] pim interface statistics [bookmark: marker-1072800]interface
  
         	[bookmark: pgfId-1056574]Clears counters for the specified interface.
  
        
 
         
         	[bookmark: pgfId-1056576]clear ip [v6] pim policy statistics[bookmark: marker-1072801]
  
         	[bookmark: pgfId-1056578]Clears policy counters for Register, RP, and join-prune message policies.
  
        
 
         
         	[bookmark: pgfId-1056580]clear ip [v6] pim statistics [bookmark: marker-1072802][vrf vrf-name | all]
  
         	[bookmark: pgfId-1056582]Clears global counters handled by the PIM process.
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1056585][bookmark: 59673]Configuration Examples for PIM
 
     
      
    
 
    
 
    [bookmark: pgfId-1115221]Note See the “Multiple RPs Configured in a PIM Domain” section for more configuration examples.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1056586]This section describes how to configure PIM using different data distribution modes and RP selection methods.
 
    [bookmark: pgfId-1056587]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1056591]SSM Configuration Example
 
     	 [bookmark: pgfId-1056595]BSR Configuration Example
 
     	 [bookmark: pgfId-1056599]Auto-RP Configuration Example
 
     	 [bookmark: pgfId-1056603]PIM Anycast-RP Configuration Example
 
     	 [bookmark: pgfId-1124987]Prefix-Based and Route-Map-Based Configurations
 
    
 
     
      [bookmark: pgfId-1056605][bookmark: 64060]SSM Configuration Example
 
     [bookmark: pgfId-1056606]To configure PIM in [bookmark: marker-1072803]SSM mode, follow these steps for each router in the PIM domain:
 
     
 
     [bookmark: pgfId-1056607]Step 1 Configure PIM sparse mode parameters on the interfaces that you want to participate in the domain. We recommend that you enable PIM on all interfaces.
 
      
      [bookmark: pgfId-1056608]switch# config t 
     
 
      
      [bookmark: pgfId-1056609]switch(config)# interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056610]switch(config-if)# ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056611] 
     
 
     [bookmark: pgfId-1056614]Step 2 Configure the parameters for IGMP that support SSM. See Chapter 1, “Configuring IGMP” Usually, you configure IGMPv3 on PIM interfaces to support SSM.
 
      
      [bookmark: pgfId-1056616]switch# config t 
     
 
      
      [bookmark: pgfId-1056617]switch(config)# interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056618]switch(config-if)# ip igmp version 3 
     
 
      
      [bookmark: pgfId-1056619] 
     
 
     [bookmark: pgfId-1056620]Step 3 Configure the SSM range if you do not want to use the default range.
 
      
      [bookmark: pgfId-1056621]switch# config t 
     
 
      
      [bookmark: pgfId-1056622]switch(config)# ip pim ssm range 239.128.1.0/24 
     
 
      
      [bookmark: pgfId-1056623] 
     
 
     [bookmark: pgfId-1056624]Step 4 Configure message filtering.
 
      
      [bookmark: pgfId-1056625]switch# config t 
     
 
      
      [bookmark: pgfId-1056626]switch(config)# ip pim log-neighbor-changes 
     
 
      
      [bookmark: pgfId-1056627] 
     
 
     [bookmark: pgfId-1056628]
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1056629]The following example shows how to configure PIM SSM mode:
 
      
      [bookmark: pgfId-1056630]config t 
     
 
      
      [bookmark: pgfId-1056631] interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056632] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056633] ip igmp version 3 
     
 
      
      [bookmark: pgfId-1056634] exit 
     
 
      
      [bookmark: pgfId-1056635] ip pim ssm range 239.128.1.0/24 
     
 
      
      [bookmark: pgfId-1056636] ip pim log-neighbor-changes 
     
 
    
 
     
      [bookmark: pgfId-1056638][bookmark: 31167]BSR Configuration Example
 
     [bookmark: pgfId-1056639]To configure PIM in [bookmark: marker-1072804]ASM mode using the BSR mechanism, follow these steps for each router in the PIM domain:
 
     
 
     [bookmark: pgfId-1056640]Step 1 Configure PIM sparse mode parameters on the interfaces that you want to participate in the domain. We recommend that you enable PIM on all interfaces.
 
      
      [bookmark: pgfId-1056641]switch# config t 
     
 
      
      [bookmark: pgfId-1056642]switch(config)# interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056643]switch(config-if)# ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056644] 
     
 
     [bookmark: pgfId-1056645]Step 2 Configure whether that router should listen and forward BSR messages.
 
      
      [bookmark: pgfId-1056646]switch# config t 
     
 
      
      [bookmark: pgfId-1056647]switch(config)# ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1056648] 
     
 
     [bookmark: pgfId-1056649]Step 3 Configure the BSR parameters for each router that you want to act as a BSR.
 
      
      [bookmark: pgfId-1056650]switch# config t 
     
 
      
      [bookmark: pgfId-1056651]switch(config)# ip pim bsr-candidate ethernet 2/1 hash-len 30 
     
 
      
      [bookmark: pgfId-1056652] 
     
 
     [bookmark: pgfId-1056653]Step 4 Configure the RP parameters for each router that you want to act as a candidate RP.
 
      
      [bookmark: pgfId-1056654]switch# config t 
     
 
      
      [bookmark: pgfId-1056655]switch(config)# ip pim rp-candidate ethernet 2/1 group-list 239.0.0.0/24 
     
 
      
      [bookmark: pgfId-1056656] 
     
 
     [bookmark: pgfId-1056657]Step 5 Configure message filtering.
 
      
      [bookmark: pgfId-1056658]switch# config t 
     
 
      
      [bookmark: pgfId-1056659]switch(config)# ip pim log-neighbor-changes 
     
 
      
      [bookmark: pgfId-1056660] 
     
 
     [bookmark: pgfId-1056661]
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1056662]The following example shows how to configure PIM ASM mode using the BSR mechanism and how to configure the BSR and RP on the same router:
 
      
      [bookmark: pgfId-1056663]config t 
     
 
      
      [bookmark: pgfId-1056664] interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056665] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056666] exit 
     
 
      
      [bookmark: pgfId-1056667] ip pim bsr forward listen 
     
 
      
      [bookmark: pgfId-1056668]ip pim bsr-candidate ethernet 2/1 hash-len 30 
     
 
      
      [bookmark: pgfId-1056669] ip pim rp-candidate ethernet 2/1 group-list 239.0.0.0/24 
     
 
      
      [bookmark: pgfId-1056670] ip pim log-neighbor-changes 
     
 
    
 
     
      [bookmark: pgfId-1056672][bookmark: 40477]Auto-RP Configuration Example
 
     [bookmark: pgfId-1056673]To configure PIM in [bookmark: marker-1072805]Bidir mode using the Auto-RP mechanism, follow these steps for each router in the PIM domain:
 
     
 
     [bookmark: pgfId-1056674]Step 1 Configure PIM sparse mode parameters on the interfaces that you want to participate in the domain. We recommend that you enable PIM on all interfaces.
 
      
      [bookmark: pgfId-1056675]switch# config t 
     
 
      
      [bookmark: pgfId-1056676]switch(config)# interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056677]switch(config-if)# ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056678] 
     
 
     [bookmark: pgfId-1056679]Step 2 Configure whether that router should listen and forward Auto-RP messages.
 
      
      [bookmark: pgfId-1056680]switch# config t 
     
 
      
      [bookmark: pgfId-1056681]switch(config)# ip pim auto-rp forward listen 
     
 
      
      [bookmark: pgfId-1056682] 
     
 
     [bookmark: pgfId-1056683]Step 3 Configure the mapping agent parameters for each router that you want to act as a mapping agent.
 
      
      [bookmark: pgfId-1056684]switch# config t 
     
 
      
      [bookmark: pgfId-1056685]switch(config)# ip pim auto-rp mapping-agent ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056686] 
     
 
     [bookmark: pgfId-1056687]Step 4 Configure the RP parameters for each router that you want to act as a candidate RP.
 
      
      [bookmark: pgfId-1056688]switch# config t 
     
 
      
      [bookmark: pgfId-1056689]switch(config)# ip pim auto-rp rp-candidate ethernet 2/1 group-list 239.0.0.0/24 bidir 
     
 
      
      [bookmark: pgfId-1056690] 
     
 
     [bookmark: pgfId-1056691]Step 5 Configure message filtering.
 
      
      [bookmark: pgfId-1056692]switch# config t 
     
 
      
      [bookmark: pgfId-1056693]switch(config)# ip pim log-neighbor-changes 
     
 
      
      [bookmark: pgfId-1056694] 
     
 
     [bookmark: pgfId-1056695]
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1056696]The following example shows how to configure PIM Bidir mode using the Auto-RP mechanism and how to configure the mapping agent and RP on the same router:
 
      
      [bookmark: pgfId-1056697]config t 
     
 
      
      [bookmark: pgfId-1056698] interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056699] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056700] exit 
     
 
      
      [bookmark: pgfId-1056701] ip pim auto-rp listen 
     
 
      
      [bookmark: pgfId-1056702] ip pim auto-rp forward 
     
 
      
      [bookmark: pgfId-1056703] ip pim auto-rp mapping-agent ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056704] ip pim auto-rp rp-candidate ethernet 2/1 group-list 239.0.0.0/24 bidir 
     
 
      
      [bookmark: pgfId-1056705] ip pim log-neighbor-changes 
     
 
    
 
     
      [bookmark: pgfId-1056707][bookmark: 18218]PIM Anycast-RP Configuration Example
 
     [bookmark: pgfId-1056708]To configure [bookmark: marker-1072806]ASM mode using the PIM Anycast-RP method, follow these steps for each router in the PIM domain:
 
     
 
     [bookmark: pgfId-1056709]Step 1 Configure PIM sparse mode parameters on the interfaces that you want to participate in the domain. We recommend that you enable PIM on all interfaces.
 
      
      [bookmark: pgfId-1056710]switch# config t 
     
 
      
      [bookmark: pgfId-1056711]switch(config)# interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056712]switch(config-if)# ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056713] 
     
 
     [bookmark: pgfId-1056714]Step 2 Configure the RP address that you configure on all routers in the Anycast-RP set.
 
      
      [bookmark: pgfId-1056715]switch# config t 
     
 
      
      [bookmark: pgfId-1056716]switch(config)# interface loopback 0 
     
 
      
      [bookmark: pgfId-1056717]switch(config-if)# ip address 192.0.2.3/32 
     
 
      
      [bookmark: pgfId-1056718] 
     
 
     [bookmark: pgfId-1056719]Step 3 Configure a loopback with an address to use in communication between routers in the Anycast-RP set for each router that you want to be in the Anycast-RP set.
 
      
      [bookmark: pgfId-1056720]switch# config t 
     
 
      
      [bookmark: pgfId-1056721]switch(config)# interface loopback 1 
     
 
      
      [bookmark: pgfId-1056722]switch(config-if)# ip address 192.0.2.31/32 
     
 
      
      [bookmark: pgfId-1056723] 
     
 
     [bookmark: pgfId-1056724]Step 4 Configure the Anycast-RP parameters and repeat with the IP address of each Anycast-RP for each router that you want to be in the Anycast-RP set. This example shows two Anycast-RPs.
 
      
      [bookmark: pgfId-1056725]switch# config t 
     
 
      
      [bookmark: pgfId-1056726]switch(config)# ip pim anycast-rp 192.0.2.3 193.0.2.31 
     
 
      
      [bookmark: pgfId-1056727]switch(config)# ip pim anycast-rp 192.0.2.3 193.0.2.32 
     
 
      
      [bookmark: pgfId-1056728] 
     
 
     [bookmark: pgfId-1056729]Step 5 Configure message filtering.
 
      
      [bookmark: pgfId-1056730]switch# config t 
     
 
      
      [bookmark: pgfId-1056731]switch(config)# ip pim log-neighbor-changes 
     
 
      
      [bookmark: pgfId-1056732] 
     
 
     [bookmark: pgfId-1056733]
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1056734]The following example shows how to configure PIM ASM mode using two Anycast-RPs:
 
      
      [bookmark: pgfId-1056735]config t 
     
 
      
      [bookmark: pgfId-1056736] interface ethernet 2/1 
     
 
      
      [bookmark: pgfId-1056737] ip pim sparse-mode 
     
 
      
      [bookmark: pgfId-1056738] exit 
     
 
      
      [bookmark: pgfId-1056739] interface loopback 0 
     
 
      
      [bookmark: pgfId-1056740] ip address 192.0.2.3/32 
     
 
      
      [bookmark: pgfId-1056741] exit 
     
 
      
      [bookmark: pgfId-1056742] ip pim anycast-rp 192.0.2.3 192.0.2.31 
     
 
      
      [bookmark: pgfId-1056743] ip pim anycast-rp 192.0.2.3 192.0.2.32 
     
 
      
      [bookmark: pgfId-1056744] ip pim log-neighbor-changes 
     
 
    
 
     
      [bookmark: pgfId-1125003][bookmark: 43899]Prefix-Based and Route-Map-Based Configurations
 
      
      [bookmark: pgfId-1125009]ip prefix-list plist11 seq 10 deny 231.129.128.0/17 
     
 
      
      [bookmark: pgfId-1125010]ip prefix-list plist11 seq 20 deny 231.129.0.0/16 
     
 
      
      [bookmark: pgfId-1125011]ip prefix-list plist11 seq 30 deny 231.128.0.0/9 
     
 
      
      [bookmark: pgfId-1125012]ip prefix-list plist11 seq 40 permit 231.0.0.0/8 
     
 
      
      [bookmark: pgfId-1125013] 
     
 
      
      [bookmark: pgfId-1125014]ip prefix-list plist22 seq 10 deny 231.129.128.0/17 
     
 
      
      [bookmark: pgfId-1125015]ip prefix-list plist22 seq 20 deny 231.129.0.0/16 
     
 
      
      [bookmark: pgfId-1125016]ip prefix-list plist22 seq 30 permit 231.128.0.0/9 
     
 
      
      [bookmark: pgfId-1125017]ip prefix-list plist22 seq 40 deny 231.0.0.0/8 
     
 
      
      [bookmark: pgfId-1125018] 
     
 
      
      [bookmark: pgfId-1125019]ip prefix-list plist33 seq 10 deny 231.129.128.0/17 
     
 
      
      [bookmark: pgfId-1125020]ip prefix-list plist33 seq 20 permit 231.129.0.0/16 
     
 
      
      [bookmark: pgfId-1125021]ip prefix-list plist33 seq 30 deny 231.128.0.0/9 
     
 
      
      [bookmark: pgfId-1125022]ip prefix-list plist33 seq 40 deny 231.0.0.0/8 
     
 
      
      [bookmark: pgfId-1125023] 
     
 
      
      [bookmark: pgfId-1125024]ip pim rp-address 21.21.0.11 prefix-list plist11 
     
 
      
      [bookmark: pgfId-1125025]ip pim rp-address 21.21.0.22 prefix-list plist22 
     
 
      
      [bookmark: pgfId-1125026]ip pim rp-address 21.21.0.33 prefix-list plist33 
     
 
     [bookmark: pgfId-1125027]
 
      
      [bookmark: pgfId-1125085]route-map rmap11 deny 10 
     
 
      
      [bookmark: pgfId-1125086] match ip multicast group 231.129.128.0/17 
     
 
      
      [bookmark: pgfId-1125087]route-map rmap11 deny 20 
     
 
      
      [bookmark: pgfId-1125088] match ip multicast group 231.129.0.0/16 
     
 
      
      [bookmark: pgfId-1125089]route-map rmap11 deny 30 
     
 
      
      [bookmark: pgfId-1125090] match ip multicast group 231.128.0.0/9 
     
 
      
      [bookmark: pgfId-1125091]route-map rmap11 permit 40 
     
 
      
      [bookmark: pgfId-1125092] match ip multicast group 231.0.0.0/8 
     
 
      
      [bookmark: pgfId-1125093] 
     
 
      
      [bookmark: pgfId-1125094]route-map rmap22 deny 10 
     
 
      
      [bookmark: pgfId-1125095] match ip multicast group 231.129.128.0/17 
     
 
      
      [bookmark: pgfId-1125096]route-map rmap22 deny 20 
     
 
      
      [bookmark: pgfId-1125097] match ip multicast group 231.129.0.0/16 
     
 
      
      [bookmark: pgfId-1125098]route-map rmap22 permit 30 
     
 
      
      [bookmark: pgfId-1125099] match ip multicast group 231.128.0.0/9 
     
 
      
      [bookmark: pgfId-1125100]route-map rmap22 deny 40 
     
 
      
      [bookmark: pgfId-1125101] match ip multicast group 231.0.0.0/8 
     
 
      
      [bookmark: pgfId-1125102] 
     
 
      
      [bookmark: pgfId-1125103]route-map rmap33 deny 10 
     
 
      
      [bookmark: pgfId-1125104] match ip multicast group 231.129.128.0/17 
     
 
      
      [bookmark: pgfId-1125105]route-map rmap33 permit 20 
     
 
      
      [bookmark: pgfId-1125106] match ip multicast group 231.129.0.0/16 
     
 
      
      [bookmark: pgfId-1125107]route-map rmap33 deny 30 
     
 
      
      [bookmark: pgfId-1125108] match ip multicast group 231.128.0.0/9 
     
 
      
      [bookmark: pgfId-1125109]route-map rmap33 deny 40 
     
 
      
      [bookmark: pgfId-1125110] match ip multicast group 231.0.0.0/8 
     
 
      
      [bookmark: pgfId-1125111] 
     
 
      
      [bookmark: pgfId-1125112]ip pim rp-address 21.21.0.11 route-map rmap11 
     
 
      
      [bookmark: pgfId-1125113]ip pim rp-address 21.21.0.22 route-map rmap22 
     
 
      
      [bookmark: pgfId-1125114]ip pim rp-address 21.21.0.33 route-map rmap33 
     
 
     [bookmark: pgfId-1125004]
 
    
 
     
      [bookmark: pgfId-1125169]Output
 
      
      [bookmark: pgfId-1125185]dc3rtg-d2(config-if)# show ip pim rp 
     
 
      
      [bookmark: pgfId-1125186]PIM RP Status Information for VRF "default" 
     
 
      
      [bookmark: pgfId-1125187]BSR disabled 
     
 
      
      [bookmark: pgfId-1125188]Auto-RP disabled 
     
 
      
      [bookmark: pgfId-1125189]BSR RP Candidate policy: None 
     
 
      
      [bookmark: pgfId-1125190]BSR RP policy: None 
     
 
      
      [bookmark: pgfId-1125191]Auto-RP Announce policy: None 
     
 
      
      [bookmark: pgfId-1125192]Auto-RP Discovery policy: None 
     
 
      
      [bookmark: pgfId-1125193] 
     
 
      
      [bookmark: pgfId-1125194]RP: 21.21.0.11, (0), uptime: 00:12:36, expires: never, 
     
 
      
      [bookmark: pgfId-1125195] priority: 0, RP-source: (local), group-map: rmap11, group ranges: 
     
 
      
      [bookmark: pgfId-1125196] 231.0.0.0/8 231.128.0.0/9 (deny)  
     
 
      
      [bookmark: pgfId-1125197] 231.129.0.0/16 (deny) 231.129.128.0/17 (deny)  
     
 
      
      [bookmark: pgfId-1125198]RP: 21.21.0.22, (0), uptime: 00:12:36, expires: never, 
     
 
      
      [bookmark: pgfId-1125199] priority: 0, RP-source: (local), group-map: rmap22, group ranges: 
     
 
      
      [bookmark: pgfId-1125200] 231.0.0.0/8 (deny) 231.128.0.0/9  
     
 
      
      [bookmark: pgfId-1125201] 231.129.0.0/16 (deny) 231.129.128.0/17 (deny)  
     
 
      
      [bookmark: pgfId-1125202]RP: 21.21.0.33, (0), uptime: 00:12:36, expires: never, 
     
 
      
      [bookmark: pgfId-1125203] priority: 0, RP-source: (local), group-map: rmap33, group ranges: 
     
 
      
      [bookmark: pgfId-1125204] 231.0.0.0/8 (deny) 231.128.0.0/9 (deny)  
     
 
      
      [bookmark: pgfId-1125205] 231.129.0.0/16 231.129.128.0/17 (deny)  
     
 
      
      [bookmark: pgfId-1125206] 
     
 
      
      [bookmark: pgfId-1125207]dc3rtg-d2(config-if)# show ip mroute 
     
 
      
      [bookmark: pgfId-1125208]IP Multicast Routing Table for VRF "default" 
     
 
      
      [bookmark: pgfId-1125209] 
     
 
      
      [bookmark: pgfId-1125210](*, 231.1.1.1/32), uptime: 00:07:20, igmp pim ip  
     
 
      
      [bookmark: pgfId-1125211] Incoming interface: Ethernet2/1, RPF nbr: 1.1.0.1 
     
 
      
      [bookmark: pgfId-1125212] Outgoing interface list: (count: 1) 
     
 
      
      [bookmark: pgfId-1125213] loopback1, uptime: 00:07:20, igmp 
     
 
      
      [bookmark: pgfId-1125214] 
     
 
      
      [bookmark: pgfId-1125215](*, 231.128.1.1/32), uptime: 00:14:27, igmp pim ip  
     
 
      
      [bookmark: pgfId-1125216] Incoming interface: Ethernet2/1, RPF nbr: 1.1.0.1 
     
 
      
      [bookmark: pgfId-1125217] Outgoing interface list: (count: 1) 
     
 
      
      [bookmark: pgfId-1125218] loopback1, uptime: 00:14:27, igmp 
     
 
      
      [bookmark: pgfId-1125219] 
     
 
      
      [bookmark: pgfId-1125220](*, 231.129.1.1/32), uptime: 00:14:25, igmp pim ip  
     
 
      
      [bookmark: pgfId-1125221] Incoming interface: Ethernet2/1, RPF nbr: 1.1.0.1 
     
 
      
      [bookmark: pgfId-1125222] Outgoing interface list: (count: 1) 
     
 
      
      [bookmark: pgfId-1125223] loopback1, uptime: 00:14:25, igmp 
     
 
      
      [bookmark: pgfId-1125224] 
     
 
      
      [bookmark: pgfId-1125225](*, 231.129.128.1/32), uptime: 00:14:26, igmp pim ip  
     
 
      
      [bookmark: pgfId-1125226] Incoming interface: Null, RPF nbr: 0.0.0.0 
     
 
      
      [bookmark: pgfId-1125227] Outgoing interface list: (count: 1) 
     
 
      
      [bookmark: pgfId-1125228] loopback1, uptime: 00:14:26, igmp 
     
 
      
      [bookmark: pgfId-1125229] 
     
 
      
      [bookmark: pgfId-1125230](*, 232.0.0.0/8), uptime: 1d20h, pim ip  
     
 
      
      [bookmark: pgfId-1125231] Incoming interface: Null, RPF nbr: 0.0.0.0 
     
 
      
      [bookmark: pgfId-1125232] Outgoing interface list: (count: 0) 
     
 
      
      [bookmark: pgfId-1125233] 
     
 
      
      [bookmark: pgfId-1125234]dc3rtg-d2(config-if)# show ip pim group-range  
     
 
      
      [bookmark: pgfId-1125235]PIM Group-Range Configuration for VRF "default" 
     
 
      
      [bookmark: pgfId-1125236]Group-range Mode RP-address Shared-tree-only range 
     
 
      
      [bookmark: pgfId-1125237]232.0.0.0/8 SSM - - 
     
 
      
      [bookmark: pgfId-1125238]231.0.0.0/8 ASM 21.21.0.11 - 
     
 
      
      [bookmark: pgfId-1125239]231.128.0.0/9 ASM 21.21.0.22 - 
     
 
      
      [bookmark: pgfId-1125240]231.129.0.0/16 ASM 21.21.0.33 - 
     
 
      
      [bookmark: pgfId-1125241]231.129.128.0/17 Unknown - - 
     
 
     [bookmark: pgfId-1125170]
 
    
 
   
 
    
     [bookmark: pgfId-1056746][bookmark: 54473]Where to Go Next
 
    [bookmark: pgfId-1098774]You can configure the following features that work with PIM or PIM6:
 
     
     	 [bookmark: pgfId-1098778]Chapter 1, “Configuring IGMP”
 
     	 [bookmark: pgfId-1098782]Chapter 1, “Configuring MLD”
 
     	 [bookmark: pgfId-1098789]Chapter 1, “Configuring IGMP Snooping”
 
     	 [bookmark: pgfId-1056759]Chapter 1, “Configuring MSDP”
 
    
 
   
 
    
     [bookmark: pgfId-1056940][bookmark: 96108]Additional References
 
    [bookmark: pgfId-1056941]For additional information related to implementing PIM, see the following sections:
 
     
     	 [bookmark: pgfId-1056945]Related Documents
 
     	 [bookmark: pgfId-1056949]Standards
 
     	 [bookmark: pgfId-1079732]MIBs
 
     	 [bookmark: pgfId-1056953] Appendix 1, “IETF RFCs for IP Multicast” 
 
     	 [bookmark: pgfId-1056957]Feature History for PIM and PIM6
 
    
 
     
      [bookmark: pgfId-1056990][bookmark: 12973]Related Documents
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1056961]Related Topic 
          
  
         	 
           
           [bookmark: pgfId-1056963]Document Title 
          
  
        
 
         
         	[bookmark: pgfId-1056970]VDCs
  
         	[bookmark: pgfId-1056974]Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2
  
        
 
         
         	[bookmark: pgfId-1056977]CLI commands
  
         	[bookmark: pgfId-1056982]Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x
  
        
 
         
         	[bookmark: pgfId-1056984]Configuring VRFs and Policy Based Routing
  
         	[bookmark: pgfId-1056989]Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1057001][bookmark: 35448]Standards
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1056994]Standards 
          
  
         	 
           
           [bookmark: pgfId-1056996]Title 
          
  
        
 
         
         	[bookmark: pgfId-1056998]No new or modified standards are supported by this feature, and support for existing standards has not been modified by this feature.
  
         	[bookmark: pgfId-1057000]—
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1057013][bookmark: 76148]MIBs
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1079712]MIBs 
          
  
         	 
           
           [bookmark: pgfId-1079714]MIBs Link 
          
  
        
 
         
         	 
           
           	 [bookmark: pgfId-1079716]IPMCAST-MIB
 
           	 [bookmark: pgfId-1124755]PIM MIB--Beginning in Cisco Release 5.2(1) for the Cisco Nexus 7000 Series devices
 
          
  
         	[bookmark: pgfId-1079718]To locate and download MIBs, go to the following URL:
 [bookmark: pgfId-1079719]http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs.shtml
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1084461][bookmark: 84887][bookmark: 92503]Feature History for PIM and PIM6
 
    [bookmark: pgfId-1084465]Table 1-13 lists the release history for this feature.
 
    [bookmark: pgfId-1084504]
 
     
      
       
       [bookmark: pgfId-1084470]Table 1-13 [bookmark: 50557]Feature History for PIM and PIM6
 
       
       
        
        	 
          
          [bookmark: pgfId-1084476]Feature Name 
         
  
        	 
          
          [bookmark: pgfId-1084478]Releases 
         
  
        	 
          
          [bookmark: pgfId-1084480]Feature Information 
         
  
       
 
        
        	[bookmark: pgfId-1128818]Support for the ip pim register-source command.
  
        	[bookmark: pgfId-1128769]5.2(1)
  
        	[bookmark: pgfId-1128842]Support for configuring the IP source address of register messages.
  
       
 
        
        	[bookmark: pgfId-1108146]BFD support for PIM (IPv4)
  
        	[bookmark: pgfId-1108148]5.0(2)
  
        	[bookmark: pgfId-1108150]BFD supported for PIM with IPv4.
  
       
 
        
        	[bookmark: pgfId-1085345]vPC
  
        	[bookmark: pgfId-1085347]4.1(3)
  
        	[bookmark: pgfId-1086096]Cisco NX-OS software for the Nexus 7000 Series devices does not support PIM SSM or BIDR on a vPC. Cisco NX-OS software fully supports PIM ASM on a vPC. 
 [bookmark: pgfId-1085350]Display vPC statistics with the show ip pim statistics command. 
 [bookmark: pgfId-1085351]The following section provides information about this feature:
 
          
          	 [bookmark: pgfId-1085355]“Configuring ASM and Bidir” section
 
          	 [bookmark: pgfId-1085358]“Displaying PIM and PIM6 Statistics” section
 
         
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1057014]
 
   
 
  
 
  
  
   
   
    
     [bookmark: pgfId-1068649][bookmark: 17403]Configuring IGMP Snooping 
      
      
 
     
 
 
    [bookmark: pgfId-1074257]This chapter describes how to configure Internet Group Management Protocol (IGMP) snooping on a Cisco NX-OS device.
 
    [bookmark: pgfId-1072826]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1072830]Information About IGMP Snooping
 
     	 [bookmark: pgfId-1072834]Licensing Requirements for IGMP Snooping
 
     	 [bookmark: pgfId-1072838]Prerequisites for IGMP Snooping
 
     	 [bookmark: pgfId-1072842]Guidelines and Limitations for IGMP Snooping
 
     	 [bookmark: pgfId-1091725]Default Settings
 
     	 [bookmark: pgfId-1072854]Configuring IGMP Snooping Parameters
 
     	 [bookmark: pgfId-1072858]Verifying IGMP Snooping Configuration
 
     	 [bookmark: pgfId-1072862]Displaying IGMP Snooping Statistics
 
     	 [bookmark: pgfId-1072866]Configuration Example for IGMP Snooping
 
     	 [bookmark: pgfId-1072870]Where to Go Next
 
     	 [bookmark: pgfId-1072886]Additional References
 
     	 [bookmark: pgfId-1072890]Feature History for IGMP Snooping in CLI
 
    
 
    [bookmark: pgfId-1072904]IGMP [bookmark: marker-1072903]snooping software examines Layer 2 IP multicast traffic within a VLAN to discover the ports where interested receivers reside. Using the port information, IGMP snooping can reduce bandwidth consumption in a multi-access LAN environment to avoid flooding the entire VLAN. IGMP snooping tracks which ports are attached to multicast-capable routers to help the routers forward IGMP membership reports. The IGMP snooping software responds to topology change notifications. By default, IGMP snooping is enabled on the device.
 
    [bookmark: pgfId-1072909]Figure 1-1 shows an [bookmark: marker-1072908]IGMP snooping switch that sits between the host and the IGMP router. The IGMP snooping switch snoops the IGMP membership reports and Leave messages and forwards them only when necessary to the connected IGMP routers.
 
    [bookmark: pgfId-1072911]Figure 1-1 [bookmark: 39902]IGMP Snooping Switch
 
    [bookmark: pgfId-1072915]
 
     
     [image: ] 
    
 
    [bookmark: pgfId-1072916]The IGMP snooping software operates upon IGMPv1, IGMPv2, and IGMPv3 control plane packets where Layer 3 control plane packets are intercepted and influence the Layer 2 forwarding behavior.
 
    [bookmark: pgfId-1072920]For more information about IGMP, see Chapter1, “Configuring IGMP” 
 
    [bookmark: pgfId-1072922]The Cisco NX-OS IGMP snooping software has the following [bookmark: marker-1072921]proprietary features:
 
     
     	 [bookmark: pgfId-1072923]Source filtering that allows forwarding of multicast packets based on destination and source IP.
 
     	 [bookmark: pgfId-1072924]Multicast forwarding based on IP addresses rather than MAC address.
 
     	 [bookmark: pgfId-1086139]Beginning with Cisco Release 5.2(1) for the Nexus 7000 Series devices, multicast forwarding alternately based on the MAC address
 
     	 [bookmark: pgfId-1072925]Optimized multicast flooding (OMF) that forwards unknown traffic to routers only and performs no data-driven state creation.
 
    
 
    [bookmark: pgfId-1072927]For more information about IGMP snooping, see RFC 4541.
 
     
     	 [bookmark: pgfId-1072937]IGMPv1 and IGMPv2
 
     	 [bookmark: pgfId-1072941]IGMPv3
 
     	 [bookmark: pgfId-1072945]IGMP Snooping Querier
 
     	 [bookmark: pgfId-1085737]Static Multicast MAC Address
 
     	 [bookmark: pgfId-1072949]IGMP Snooping with VDCs and VRFs
 
    
 
     
      [bookmark: pgfId-1072951][bookmark: 54195]IGMPv1 and IGMPv2
 
     [bookmark: pgfId-1072953]Both [bookmark: marker-1072952]IGMPv1 and IGMPv2 support membership report suppression, which means that if two hosts on the same subnet want to receive multicast data for the same group, then the host that receives a member report from the other host suppresses sending its report. Membership report suppression occurs for hosts that share a port.
 
     [bookmark: pgfId-1072954]If no more than one host is attached to each VLAN switch port, you can configure the fast leave feature in IGMPv2. The fast leave feature does not send last member query messages to hosts. As soon as the software receives an IGMP leave message, the software stops forwarding multicast data to that port.
 
     [bookmark: pgfId-1072955]IGMPv1 does not provide an explicit IGMP leave message, so the software must rely on the membership message timeout to indicate that no hosts remain that want to receive multicast data for a particular group.
 
      
       
     
 
     
 
     [bookmark: pgfId-1072956]Note The software ignores the configuration of the last member query interval when you enable the fast leave feature because it does not check for remaining hosts.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1072958][bookmark: 36571]IGMPv3
 
     [bookmark: pgfId-1072959]The IGMPv3 snooping implementation on Cisco NX-OS supports full IGMPv3 snooping, which provides constrained flooding based on the [bookmark: marker-1072960](S, G) information in the IGMPv3 reports. This source-based filtering enables the device to constrain multicast traffic to a set of ports based on the source that sends traffic to the multicast group.
 
     [bookmark: pgfId-1072961]By default, the software tracks hosts on each VLAN port. The explicit tracking feature provides a fast leave mechanism. Because every IGMPv3 host sends membership reports, report suppression limits the amount of traffic that the device sends to other multicast-capable routers. When report suppression is enabled, and no IGMPv1 or IGMPv2 hosts requested the same group, the software provides proxy reporting. The proxy feature builds the group state from membership reports from the downstream hosts and generates membership reports in response to queries from upstream queriers.
 
     [bookmark: pgfId-1072962]Even though the IGMPv3 membership reports provide a full accounting of group members on a LAN segment, when the last host leaves, the software sends a membership query. You can configure the parameter last member query interval. If no host responds before the timeout, the software removes the group state.
 
    
 
     
      [bookmark: pgfId-1072964][bookmark: 24722]IGMP Snooping Querier
 
     [bookmark: pgfId-1072965]When PIM is not enabled on an interface because the multicast traffic does not need to be routed, you must configure an [bookmark: marker-1072966]IGMP snooping querier to send membership queries. You define the querier in a VLAN that contains multicast sources and receivers but no other active querier.
 
     [bookmark: pgfId-1072967]When an IGMP snooping querier is enabled, it sends out periodic IGMP queries that trigger IGMP report messages from hosts that want to receive IP multicast traffic. IGMP snooping listens to these IGMP reports to establish appropriate forwarding.
 
    
 
     
      [bookmark: pgfId-1085879][bookmark: 56725]Static Multicast MAC Address
 
     [bookmark: pgfId-1086004]Beginning with th[bookmark: marker-1086062]e Cisco Release 5.2(1) for the Nexus 7000 Series devices, you configure an outgoing interface statically for a multicast MAC address. Also, you can configure the IGMP snooping to use a MAC-based lookup mode. 
 
     [bookmark: pgfId-1085936]Previously, the system performs the lookup on Layer 2 multicast table using the destination IP address rather than the destination MAC address. However, some applications share a single unicast cluster IP and multicast cluster MAC address. The system forwards traffic destined to the unicast cluster IP address by the last-hop router with the shared multicast MAC address. This action can be accomplished by assigning a static multicast MAC address for the destination IP address for the end host or cluster.
 
     [bookmark: pgfId-1086086]The default lookup mode remains IP, but you can configure the lookup type to MAC address-based. You can configure the lookup mode globally or per VLAN:
 
      
      	 [bookmark: pgfId-1088311]If the VDC contains ports from only an M Series module and the global lookup mode is set to IP, VLANs can be set to either one of the two lookup modes. But, if the global lookup mode is set to MAC address, the operational lookup mode for all the VLANs changes to MAC-address mode.
 
      	 [bookmark: pgfId-1088416]If the VDC contains ports from both an M Series module and an F Series module and if you change the lookup mode to a MAC address in any VLAN, the operation lookup mode changes for all of the VLANs to a MAC-address based. With these modules in the chassis, you have the same lookup mode globally and for the VLANs. Similarly, if the global lookup mode is MAC-address based, the operational lookup mode for all VLAN is also MAC-address based.
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1088236]Note Changing the lookup mode is disruptive. Multicast forwarding is not optimal until all multicast entries are programmed with the new lookup mode. Also, when 32 IP addresses are mapped to a single MAC address, you might see suboptimal forwarding on the device.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1072969][bookmark: 55798]IGMP Snooping with VDCs and VRFs
 
     [bookmark: pgfId-1053938]A virtual device context ([bookmark: marker-1072970]VDC) is a logical representation of a set of system resources. Within each VDC, you can define multiple virtual routing and forwarding (VRF) instances. One IGMP process can run per VDC. The IGMP process supports all VRFs in that VDC and performs the function of IGMP snooping within that VDC. 
 
     [bookmark: pgfId-1072976]You can use the show commands with a VRF argument to provide a context for the information displayed. The default VRF is used if no VRF argument is supplied.
 
     [bookmark: pgfId-1072979]For information about configuring VDCs, see the Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2.
 
     [bookmark: pgfId-1072983]For information about configuring VRFs, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
 
    
 
   
 
    
     [bookmark: pgfId-1072986][bookmark: 13085]Licensing Requirements for IGMP Snooping
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1072991]Product 
         
  
        	 
          
          [bookmark: pgfId-1072993]License Requirement 
         
  
       
 
        
        	[bookmark: pgfId-1072995]Cisco NX-OS
  
        	[bookmark: pgfId-1072997]IGMP snooping requires no license. Any feature not included in a license package is bundled with the Cisco NX-OS system images and is provided at no extra charge to you. For a complete explanation of the Cisco NX-OS licensing scheme, see the Cisco NX-OS Licensing Guide.
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1073010][bookmark: 83300]Prerequisites for IGMP Snooping
 
    [bookmark: pgfId-1073012]IGMP snooping has the following [bookmark: marker-1073011]prerequisites:
 
     
     	 [bookmark: pgfId-1073013]You are logged onto the device.
 
     	 [bookmark: pgfId-1073014]You are in the correct virtual device context (VDC). A VDC is a logical representation of a set of system resources. You can use the  switchto vdc command with a VDC number.
 
     	 [bookmark: pgfId-1073015]For global commands, you are in the correct virtual routing and forwarding (VRF) mode. The default configuration mode shown in the examples in this chapter applies to the default VRF.
 
    
 
   
 
    
     [bookmark: pgfId-1073020][bookmark: 39937]Guidelines and Limitations for IGMP Snooping
 
    [bookmark: pgfId-1073021]IGMP snooping has the following guidelines and limitations:
 
     
     	 [bookmark: pgfId-1073023]You must disable IGMP optimized multicast forwarding (OMF) for IPv6 multicast networks that require multicast forwarding over a layer 2 network.
 
     	 [bookmark: pgfId-1089566]If you are configuring [bookmark: marker-1073022]vPC peers, the differences in the IGMP snooping configuration options between the two devices have the following results:
 
    
 
    [bookmark: pgfId-1073024] – If IGMP snooping is enabled on one device but not on the other, the device on which snooping is disabled floods all multicast traffic.
 
    [bookmark: pgfId-1073025] – A difference in multicast router or static group configuration can cause traffic loss.
 
    [bookmark: pgfId-1073026] – The fast leave, explicit tracking, and report suppression options can differ if they are used for forwarding traffic.
 
    [bookmark: pgfId-1073027] – If a query parameter is different between the devices, one device expires the multicast state faster while the other device continues to forward. This difference results in either traffic loss or forwarding for an extended period.
 
    [bookmark: pgfId-1073028] – If an IGMP snooping querier is configured on both devices, only one of them will be active because an IGMP snooping querier shuts down if a query is seen in the traffic.
 
    [bookmark: pgfId-1094602]Network applications that use unicast destination IP addresses with multicast destination MAC addresses
 
    [bookmark: pgfId-1094603]Network applications which use unicast destination IP addresses with multicast destination MAC addresses might require the configuration of IGMP snooping to use MAC-based forwarding lookups on the switch.
 
    [bookmark: pgfId-1094604]If the destination MAC address used for this kind of applications is a non-IP multicast MAC address, use the mac address-table multicast command to statically configure the port membership. 
 
    [bookmark: pgfId-1094605]In addition, if the destination MAC address is in the IP multicast range, 0100.5E00.0000 to 0100.5E7F.FFFF, use static IGMP snooping membership entries for the corresponding Layer 3 IP multicast address to configure the port membership. For example, if the application uses destination MAC address 0100.5E01.0101, configure a static IGMP snooping membership entry for an IP multicast address that maps to that MAC address. An example of this is ip igmp snooping static-group 239.1.1.1.
 
   
 
    
     [bookmark: pgfId-1091735][bookmark: 29403]Default Settings
 
    [bookmark: pgfId-1091740]Table 1-1 lists the default settings for [bookmark: marker-1091739]IGMP snooping parameters.
 
    [bookmark: pgfId-1091790]
 
     
      
       
       [bookmark: pgfId-1091747]Table 1-1 [bookmark: 51687]Default IGMP Snooping Parameters 
 
       
       
        
        	 
          
          [bookmark: pgfId-1091751]Parameters 
         
  
        	 
          
          [bookmark: pgfId-1091753]Default 
         
  
       
 
        
        	[bookmark: pgfId-1091755]IGMP snooping
  
        	[bookmark: pgfId-1091757]Enabled
  
       
 
        
        	[bookmark: pgfId-1091759]Explicit tracking
  
        	[bookmark: pgfId-1091761]Enabled
  
       
 
        
        	[bookmark: pgfId-1091763]Fast leave
  
        	[bookmark: pgfId-1091765]Disabled
  
       
 
        
        	[bookmark: pgfId-1091767]Last member query interval
  
        	[bookmark: pgfId-1091769]1 second
  
       
 
        
        	[bookmark: pgfId-1091771]Snooping querier
  
        	[bookmark: pgfId-1091773]Disabled
  
       
 
        
        	[bookmark: pgfId-1091775]Report suppression
  
        	[bookmark: pgfId-1091777]Enabled
  
       
 
        
        	[bookmark: pgfId-1091779]Link-local groups suppression
  
        	[bookmark: pgfId-1091781]Enabled
  
       
 
        
        	[bookmark: pgfId-1091783]IGMPv3 report suppression for the entire device
  
        	[bookmark: pgfId-1091785]Disabled
  
       
 
        
        	[bookmark: pgfId-1091787]IGMPv3 report suppression per VLAN
  
        	[bookmark: pgfId-1091789]Enabled
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1073089][bookmark: 31460][bookmark: 13745][bookmark: 22763]Configuring IGMP Snooping Parameters
 
     
      
    
 
    
 
    [bookmark: pgfId-1085611]Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS commands for this feature might differ from the Cisco IOS commands that you would use.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1082435]You can configure IGMP snooping both globally and per VLAN. This section includes the following topics:
 
     
     	 [bookmark: pgfId-1082466]Configuring Global IGMP Snooping Parameters
 
     	 [bookmark: pgfId-1083285]Configuring IGMP Snooping Parameters per VLAN
 
     	 [bookmark: pgfId-1086823]Changing the Lookup Mode
 
     	 [bookmark: pgfId-1086856]Configuring a Static Multicast MAC Address
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1082436]Note You must enable IGMP snooping globally before any of the other commands take effect.
 
     
     
 
    
 
    
 
     
      [bookmark: pgfId-1073090][bookmark: 19769]Configuring Global IGMP Snooping Parameters
 
     [bookmark: pgfId-1083291]To affect the operation of the IGMP snooping process globally, you can configure the optional IGMP snooping [bookmark: marker-1083292]parameters described in Table 1-1.
 
     [bookmark: pgfId-1083360] 
 
      
       
        
        [bookmark: pgfId-1083302]Table 1-2 Global IGMP Snooping Parameters 
 
        
        
         
         	 
           
           [bookmark: pgfId-1083306]Parameter 
          
  
         	 
           
           [bookmark: pgfId-1083308]Description 
          
  
        
 
         
         	[bookmark: pgfId-1083311][bookmark: marker-1083310]IGMP snooping
  
         	[bookmark: pgfId-1083313]Enables IGMP snooping on the active VDC. The default is enabled.
 [bookmark: pgfId-1083314]Note If the global setting is disabled, all VLANs are treated as disabled, whether they are enabled or not.
  
        
 
         
         	[bookmark: pgfId-1083317]Event history
  
         	[bookmark: pgfId-1083319]Configures the size of the IGMP snooping history buffers. The default is small.
  
        
 
         
         	[bookmark: pgfId-1083322]Group timeout
  
         	[bookmark: pgfId-1083324]Configures the group membership timeout for all VLANs on the device.
  
        
 
         
         	[bookmark: pgfId-1083442][bookmark: marker-1083441]Link-local groups suppression
  
         	[bookmark: pgfId-1083444]Configures link-local groups suppression on the device. The default is enabled.
  
        
 
         
         	[bookmark: pgfId-1083327]Optimise-multicast-flood
  
         	[bookmark: pgfId-1083329]Configures Optimized Multicast Flood (OMF) on all VLANs on the device. The default is enabled.
  
        
 
         
         	[bookmark: pgfId-1083332]Proxy
  
         	[bookmark: pgfId-1083334]Configures IGMP snooping proxy for the device. The default is 5 seconds.
  
        
 
         
         	[bookmark: pgfId-1083337][bookmark: marker-1083336]Report suppression
  
         	[bookmark: pgfId-1083339]Limits the membership report traffic sent to multicast-capable routers on the device. When you disable report suppression, all IGMP reports are sent as is to multicast-capable routers. The default is enabled.
  
        
 
         
         	[bookmark: pgfId-1083357][bookmark: marker-1083356]IGMPv3 report suppression
  
         	[bookmark: pgfId-1083359]Configures IGMPv3 report suppression and proxy reporting on the device. The default is disabled.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1083563]SUMMARY STEPS
 
     [bookmark: pgfId-1083564] 1. config t
 
     [bookmark: pgfId-1083565] 2. ip igmp snooping
 
     [bookmark: pgfId-1083618]ip igmp snooping event-history
 
     [bookmark: pgfId-1083637]ip igmp snooping group-timeout {minutes | never}
 
     [bookmark: pgfId-1083638]ip igmp snooping link-local-groups-suppression 
 
     [bookmark: pgfId-1083639]ip igmp optimise-multicast-flood 
 
     [bookmark: pgfId-1083574]ip igmp snooping proxy general-inquiries [mrt seconds]
 
     [bookmark: pgfId-1083576]ip igmp snooping report-suppression
 
     [bookmark: pgfId-1083577]ip igmp snooping v3-report-suppression
 
     [bookmark: pgfId-1083578] 3. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1083690]DETAILED STEPS
 
     [bookmark: pgfId-1083701]config t
 
     [bookmark: pgfId-1083702]
 
     [bookmark: pgfId-1083703]Example:
 
     [bookmark: pgfId-1083704]switch# config t
 
     [bookmark: pgfId-1083705]switch(config)#
 
     [bookmark: pgfId-1083707]Enters configuration mode.
 
     [bookmark: pgfId-1083709]Step 2
 
     [bookmark: pgfId-1083712]ip igmp snooping[bookmark: marker-1083711]
 
     [bookmark: pgfId-1083713]
 
     [bookmark: pgfId-1083714]Example:
 
     [bookmark: pgfId-1083715]switch(config)# ip igmp snooping
 
     [bookmark: pgfId-1083717]Enables IGMP snooping for the device. The default is enabled.
 form of this command, IGMP snooping on all VLANs is disabled, whether IGMP snooping is enabled on a VLAN or not. If you disable IGMP snooping, Layer 2 multicast frames flood to all modules. 
     
 
     [bookmark: pgfId-1083755]
 
     [bookmark: pgfId-1083756]Example:
 
     [bookmark: pgfId-1083757]switch(config)# ip igmp snooping event-history
 
     [bookmark: pgfId-1083764]ip igmp snooping group-timeout [bookmark: marker-1083763]{minutes | never}
 
     [bookmark: pgfId-1084039]
 
     [bookmark: pgfId-1083766]Example:
 
     [bookmark: pgfId-1083767]switch(config)# ip igmp snooping group-timeout never
 
     [bookmark: pgfId-1084054]ip igmp snooping link-local-groups-suppression[bookmark: marker-1084053]
 
     [bookmark: pgfId-1084055]
 
     [bookmark: pgfId-1084056]Example:
 
     [bookmark: pgfId-1084057]switch(config)# ip igmp snooping link-local-groups-suppression
 
     [bookmark: pgfId-1083774]ip igmp snooping optimise-multicast-flood[bookmark: marker-1083773]
 
     [bookmark: pgfId-1083775]
 
     [bookmark: pgfId-1084076]Example:
 
     [bookmark: pgfId-1083777]switch(config)# ip igmp snooping optimise-multicast-flood
 
     [bookmark: pgfId-1083784]ip igmp snooping proxy general-inquiries [bookmark: marker-1083783][mrt seconds]
 
     [bookmark: pgfId-1083785]
 
     [bookmark: pgfId-1083786]Example:
 
     [bookmark: pgfId-1083787]switch(config)# ip igmp snooping proxy general-inquiries
 
     [bookmark: pgfId-1083794]ip igmp snooping report-suppression[bookmark: marker-1083793]
 
     [bookmark: pgfId-1083795]
 
     [bookmark: pgfId-1083796]Example:
 
     [bookmark: pgfId-1083797]switch(config)# ip igmp snooping report-suppression
 
     [bookmark: pgfId-1083836]ip igmp snooping v3-report-suppression[bookmark: marker-1083835]
 
     [bookmark: pgfId-1083837]
 
     [bookmark: pgfId-1083838]Example:
 
     [bookmark: pgfId-1083839]switch(config)# ip igmp snooping v3-report-suppression
 
     [bookmark: pgfId-1083841]Configures IGMPv3 report suppression and proxy reporting. The default is disabled.
 
     [bookmark: pgfId-1083844]Step 3
 
     [bookmark: pgfId-1083846]copy running-config startup-config
 
     [bookmark: pgfId-1083847]
 
     [bookmark: pgfId-1083848]Example:
 
     [bookmark: pgfId-1083849]switch(config)# copy running-config startup-config
 
     [bookmark: pgfId-1083851](Optional) Saves configuration changes.
 
    
 
   
 
    
     [bookmark: pgfId-1083257][bookmark: 15200]Configuring IGMP Snooping Parameters per VLAN
 
    [bookmark: pgfId-1082452]To affect the operation of the IGMP snooping process per VLAN, you can configure the optional IGMP snooping [bookmark: marker-1073091]parameters described in Table 1-3.
 
    [bookmark: pgfId-1084503]
 
     
      
       
       [bookmark: pgfId-1084428]Table 1-3 [bookmark: 72600]IGMP Snooping Parameters per VLAN 
 
       
       
        
        	 
          
          [bookmark: pgfId-1084432]Parameter 
         
  
        	 
          
          [bookmark: pgfId-1084434]Description 
         
  
       
 
        
        	[bookmark: pgfId-1084437][bookmark: marker-1084436]IGMP snooping
  
        	[bookmark: pgfId-1084439]Enables IGMP snooping on a per-VLAN basis. The default is enabled.
 [bookmark: pgfId-1084440]Note If the global setting is disabled, all VLANs are treated as disabled, whether they are enabled or not.
  
       
 
        
        	[bookmark: pgfId-1084443][bookmark: marker-1084442]Explicit tracking
  
        	[bookmark: pgfId-1084445]Tracks IGMPv3 membership reports from individual hosts for each port on a per-VLAN basis. The default is enabled.
  
       
 
        
        	[bookmark: pgfId-1084448][bookmark: marker-1084447]Fast leave
  
        	[bookmark: pgfId-1084450]Enables the software to remove the group state when it receives an IGMP Leave report without sending an IGMP query message. This parameter is used for IGMPv2 hosts when no more than one host is present on each VLAN port. The default is disabled.
  
       
 
        
        	[bookmark: pgfId-1084452]Group timeout
  
        	[bookmark: pgfId-1084454]Configures the group membership timeout for the specified VLANs.
  
       
 
        
        	[bookmark: pgfId-1084457][bookmark: marker-1084456]Last member query interval
  
        	[bookmark: pgfId-1084459]Sets the interval that the software waits after sending an IGMP query to verify that no hosts that want to receive a particular multicast group remain on a network segment. If no hosts respond before the last member query interval expires, the software removes the group from the associated VLAN port. Values range from 1 to 25 seconds. The default is 1 second.
  
       
 
        
        	[bookmark: pgfId-1084461]Optimise-multicast-flood
  
        	[bookmark: pgfId-1084463]Configures Optimized Multicast Flood (OMF) on specified VLANs. The default is enabled.
  
       
 
        
        	[bookmark: pgfId-1084465]Proxy
  
        	[bookmark: pgfId-1084467]Configures IGMP snooping proxy for the specified VLANs. The default is 5 seconds.
  
       
 
        
        	[bookmark: pgfId-1084470][bookmark: marker-1084469]Snooping querier
  
        	[bookmark: pgfId-1084472]Configures a snooping querier on an interface when you do not enable PIM because multicast traffic does not need to be routed. You can also configure the following values for the snooping querier:
 
          
          	 [bookmark: pgfId-1084473]timeout—Timeout value for IGMPv2
 
          	 [bookmark: pgfId-1084474]interval—Time between query transmissions
 
          	 [bookmark: pgfId-1084475]maximum response time—MRT for query messages
 
          	 [bookmark: pgfId-1084476]startup count—Number of queries sent at startup
 
          	 [bookmark: pgfId-1084477]startup interval—Interval between queries at startup
 
         
  
       
 
        
        	[bookmark: pgfId-1084523]Robustness variable
  
        	[bookmark: pgfId-1084525]Configures the robustness value for the specified VLANs.
  
       
 
        
        	[bookmark: pgfId-1084480][bookmark: marker-1084479]Report suppression
  
        	[bookmark: pgfId-1084482]Limits the membership report traffic sent to multicast-capable routers on a per-VLAN basis. When you disable report suppression, all IGMP reports are sent as is to multicast-capable routers. The default is enabled.
  
       
 
        
        	[bookmark: pgfId-1084485][bookmark: marker-1084484]Multicast router
  
        	[bookmark: pgfId-1084487]Configures a static connection to a multicast router. The interface to the router must be in the selected VLAN.
  
       
 
        
        	[bookmark: pgfId-1084490][bookmark: marker-1084489]Static group
  
        	[bookmark: pgfId-1084492]Configures a Layer 2 port of a VLAN as a static member of a multicast group.
  
       
 
        
        	[bookmark: pgfId-1084495][bookmark: marker-1084494]Link-local groups suppression
  
        	[bookmark: pgfId-1084497]Configures link-local groups suppression on a per-VLAN basis. The default is enabled.
  
       
 
        
        	[bookmark: pgfId-1084500][bookmark: marker-1084499]IGMPv3 report suppression
  
        	[bookmark: pgfId-1084502]Configures IGMPv3 report suppression and proxy reporting on a per-VLAN basis. The default is enabled per VLAN.
  
       
 
        
        	[bookmark: pgfId-1084543][bookmark: marker-1084542]Version
  
        	[bookmark: pgfId-1084545]Configures the IGMP version number for the specified VLANs.
  
       
 
       
     
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1080998]Note Beginning with Cisco Release 5.1(1), step 3 in the following configuration changed from vlan vlan-id to vlan configuration vlan-id.
You configure the IP I[bookmark: marker-1081052]GMP snooping parameters that you want by using this configuration mode; however, the configurations apply only after you specifically create the specified VLAN. See the Cisco Nexus 7000 Series NX-OS Layer 2 Switching Configuration Guide, Release 5.x, for information on creating VLANs.
 
     
     
 
    
 
    
 
   
 
    
     [bookmark: pgfId-1073161]SUMMARY STEPS
 
    [bookmark: pgfId-1073162] 1. config t
 
    [bookmark: pgfId-1073163] 2. ip igmp snooping
 
    [bookmark: pgfId-1073164] 3. vlan vlan-id
 
    [bookmark: pgfId-1081027]vlan configuration vlan-id—Beginning with Cisco Release 5.1(1), use this command
 
    [bookmark: pgfId-1073165] 4. ip igmp snooping
 
    [bookmark: pgfId-1073166]ip igmp snooping explicit-tracking
 
    [bookmark: pgfId-1073167]ip igmp snooping fast-leave
 
    [bookmark: pgfId-1084552]ip igmp snooping group-timeout {minutes | never}
 
    [bookmark: pgfId-1073168]ip igmp snooping last-member-query-interval seconds
 
    [bookmark: pgfId-1084565]ip igmp optimised-multicast-flood 
 
    [bookmark: pgfId-1084569]ip igmp snooping proxy general-queries [mrt seconds]
 
    [bookmark: pgfId-1073169]ip igmp snooping querier ip-address
 
    [bookmark: pgfId-1084578]ip igmp snooping querier-timeout seconds
 
    [bookmark: pgfId-1084584]ip igmp snooping query-interval seconds
 
    [bookmark: pgfId-1084594]ip igmp snooping query-max-response-time seconds
 
    [bookmark: pgfId-1084600]ip igmp snooping startup-query-count value
 
    [bookmark: pgfId-1084618]ip igmp snooping startup-query-interval seconds
 
    [bookmark: pgfId-1084626]ip igmp snooping robustness-variable value
 
    [bookmark: pgfId-1073170]ip igmp snooping report-suppression
 
    [bookmark: pgfId-1073171]ip igmp snooping mrouter interface interface
 
    [bookmark: pgfId-1073172]ip igmp snooping static-group group-ip-addr [source source-ip-addr] interface interface
 
    [bookmark: pgfId-1073173]ip igmp snooping link-local-groups-suppression
 
    [bookmark: pgfId-1073174]ip igmp snooping v3-report-suppression
 
    [bookmark: pgfId-1084635]ip igmp snooping version value
 
    [bookmark: pgfId-1084663] 5. (Optional) copy running-config startup-config
 
   
 
    
     [bookmark: pgfId-1073176]DETAILED STEPS
 
    [bookmark: pgfId-1086420]config t
 
    [bookmark: pgfId-1086421]
 
    [bookmark: pgfId-1086422]Example:
 
    [bookmark: pgfId-1086423]switch# config t
 
    [bookmark: pgfId-1086424]switch(config)#
 
    [bookmark: pgfId-1086426]Enters configuration mode.
 
    [bookmark: pgfId-1086428]Step 2
 
    [bookmark: pgfId-1086431]ip igmp snooping[bookmark: marker-1086430]
 
    [bookmark: pgfId-1086432]
 
    [bookmark: pgfId-1086433]Example:
 
    [bookmark: pgfId-1086434]switch(config)# ip igmp snooping
 
    [bookmark: pgfId-1086436]Enables IGMP snooping for the current VDC. The default is enabled.
 form of this command, IGMP snooping on all VLANs is disabled, whether IGMP snooping is enabled on a VLAN or not. If you disable IGMP snooping, Layer 2 multicast frames flood to all modules. 
    
 
    [bookmark: pgfId-1086439]Step 3
 
    [bookmark: pgfId-1086441]vlan vlan-id
 
    [bookmark: pgfId-1086442]
 
    [bookmark: pgfId-1086443]Example:
 
    [bookmark: pgfId-1086444]switch(config)# vlan 2
 
    [bookmark: pgfId-1086445]switch(config-vlan)# 
 
    [bookmark: pgfId-1086451]vlan configuration vlan-id
 
    [bookmark: pgfId-1086452]
 
    [bookmark: pgfId-1086453]Example:
 
    [bookmark: pgfId-1086454]switch(config)# vlan configuration 2
 
    [bookmark: pgfId-1086455]switch(config-vlan-config)# 
 
    [bookmark: pgfId-1086456]
 
    [bookmark: pgfId-1086458]Beginning with Cisco Release 5.1(1), use this command to configure the IGMP snooping parameters you want for the VLAN. These configurations do not apply until you specifically create the specified VLAN.
 
    [bookmark: pgfId-1086460]Step 4
 
    [bookmark: pgfId-1086463]ip igmp snooping[bookmark: marker-1086462]
 
    [bookmark: pgfId-1086464]
 
    [bookmark: pgfId-1086465]Example:
 
    [bookmark: pgfId-1086466]switch(config-vlan-config)# ip igmp snooping
 
    [bookmark: pgfId-1086473]ip igmp snooping explicit-tracking[bookmark: marker-1086472]
 
    [bookmark: pgfId-1086474]
 
    [bookmark: pgfId-1086475]Example:
 
    [bookmark: pgfId-1086476]switch(config-vlan-config)# ip igmp snooping explicit-tracking
 
    [bookmark: pgfId-1086483]ip igmp snooping fast-leave[bookmark: marker-1086482]
 
    [bookmark: pgfId-1086484]
 
    [bookmark: pgfId-1086485]Example:
 
    [bookmark: pgfId-1086486]switch(config-vlan-config)# ip igmp snooping fast-leave
 
    [bookmark: pgfId-1086493]ip igmp snooping group-timeout [bookmark: marker-1086492]{minutes | never}
 
    [bookmark: pgfId-1086494]
 
    [bookmark: pgfId-1086495]Example:
 
    [bookmark: pgfId-1086496]switch(config-vlan-config)# ip igmp snooping group-timeout never
 
    [bookmark: pgfId-1086503]ip igmp snooping last-member-query-interval [bookmark: marker-1086502]seconds
 
    [bookmark: pgfId-1086504]
 
    [bookmark: pgfId-1086505]Example:
 
    [bookmark: pgfId-1086506]switch(config-vlan-config)# ip igmp snooping last-member-query-interval 3
 
    [bookmark: pgfId-1086513]ip igmp snooping optimised-multicast-flood [bookmark: marker-1086512]
 
    [bookmark: pgfId-1086514]
 
    [bookmark: pgfId-1086515]Example:
 
    [bookmark: pgfId-1086516]switch(config-vlan-config)# ip igmp snooping optimised-multicast-flood
 
    [bookmark: pgfId-1086523]ip igmp snooping proxy general-queries [bookmark: marker-1086522][mrt | seconds]
 
    [bookmark: pgfId-1086524]
 
    [bookmark: pgfId-1086525]Example:
 
    [bookmark: pgfId-1086526]switch(config-vlan-config)# ip igmp snooping proxy general-queries
 
    [bookmark: pgfId-1086533]ip igmp snooping querier [bookmark: marker-1086532]ip-address
 
    [bookmark: pgfId-1086534]
 
    [bookmark: pgfId-1086535]Example:
 
    [bookmark: pgfId-1086536]switch(config-vlan-config)# ip igmp snooping querier 172.20.52.106
 
    [bookmark: pgfId-1086543]ip igmp snooping querier-timeout [bookmark: marker-1086542]seconds
 
    [bookmark: pgfId-1086544]
 
    [bookmark: pgfId-1086545]Example:
 
    [bookmark: pgfId-1086546]switch(config-vlan-config)# ip igmp snooping querier-timeout 300
 
    [bookmark: pgfId-1086553]ip igmp snooping query-interval [bookmark: marker-1086552]seconds
 
    [bookmark: pgfId-1086554]
 
    [bookmark: pgfId-1086555]Example:
 
    [bookmark: pgfId-1086556]switch(config-vlan-config)# ip igmp snooping query-interval 120
 
    [bookmark: pgfId-1086563]ip igmp snooping query-max-response-time [bookmark: marker-1086562]seconds
 
    [bookmark: pgfId-1086564]
 
    [bookmark: pgfId-1086565]Example:
 
    [bookmark: pgfId-1086566]switch(config-vlan-config)# ip igmp snooping query-max-response-time 12
 
    [bookmark: pgfId-1086573]ip igmp snooping startup-query-count [bookmark: marker-1086572]value
 
    [bookmark: pgfId-1086574]
 
    [bookmark: pgfId-1086575]Example:
 
    [bookmark: pgfId-1086576]switch(config-vlan-config)# ip igmp snooping startup-query-count 5
 
    [bookmark: pgfId-1086583]ip igmp snooping startup-query-interval [bookmark: marker-1086582]seconds
 
    [bookmark: pgfId-1086584]
 
    [bookmark: pgfId-1086585]Example:
 
    [bookmark: pgfId-1086586]switch(config-vlan-config)# ip igmp snooping startup-query-interval 15000
 
    [bookmark: pgfId-1086593]ip igmp snooping robustness-variable [bookmark: marker-1086592]value
 
    [bookmark: pgfId-1086594]
 
    [bookmark: pgfId-1086595]Example:
 
    [bookmark: pgfId-1086596]switch(config-vlan-config)# ip igmp snooping robustness-variable 5
 
    [bookmark: pgfId-1086603]ip igmp snooping report-suppression[bookmark: marker-1086602]
 
    [bookmark: pgfId-1086604]
 
    [bookmark: pgfId-1086605]Example:
 
    [bookmark: pgfId-1086606]switch(config-vlan-config)# ip igmp snooping report-suppression
 
    [bookmark: pgfId-1086613]ip igmp snooping mrouter interface [bookmark: marker-1086612]interface
 
    [bookmark: pgfId-1086614]
 
    [bookmark: pgfId-1086615]Example:
 
    [bookmark: pgfId-1086616]switch(config-vlan-config)# ip igmp snooping mrouter interface ethernet 2/1
 
    [bookmark: pgfId-1086623]ip igmp snooping static-group [bookmark: marker-1086622]group-ip-addr [source source-ip-addr] interface interface
 
    [bookmark: pgfId-1086624]
 
    [bookmark: pgfId-1086625]Example:
 
    [bookmark: pgfId-1086626]switch(config-vlan-config)# ip igmp snooping static-group 230.0.0.1 interface ethernet 2/1
 
    [bookmark: pgfId-1086633]ip igmp snooping link-local-groups-suppression[bookmark: marker-1086632]
 
    [bookmark: pgfId-1086634]
 
    [bookmark: pgfId-1086635]Example:
 
    [bookmark: pgfId-1086636]switch(config-vlan-config)# ip igmp snooping link-local-groups-suppression
 
    [bookmark: pgfId-1086643]ip igmp snooping v3-report-suppression[bookmark: marker-1086642]
 
    [bookmark: pgfId-1086644]
 
    [bookmark: pgfId-1086645]Example:
 
    [bookmark: pgfId-1086646]switch(config-vlan-config)# ip igmp snooping v3-report-suppression
 
    [bookmark: pgfId-1086653]ip igmp snooping version [bookmark: marker-1086652]value
 
    [bookmark: pgfId-1086654]
 
    [bookmark: pgfId-1086655]Example:
 
    [bookmark: pgfId-1086656]switch(config-vlan-config)# ip igmp snooping version 2
 
    [bookmark: pgfId-1086658]Configures the IGMP version number for the specified VLANs.
 
    [bookmark: pgfId-1086660]Step 5
 
    [bookmark: pgfId-1086662]copy running-config startup-config
 
    [bookmark: pgfId-1086663]
 
    [bookmark: pgfId-1086664]Example:
 
    [bookmark: pgfId-1086665]switch(config)# copy running-config startup-config
 
    [bookmark: pgfId-1086667](Optional) Saves configuration changes.
 
   
 
    
     [bookmark: pgfId-1086670][bookmark: 18730]Changing the Lookup Mode
 
    [bookmark: pgfId-1086750]Beginning with Cisco Release 5.2(1) for the Nexus 7000 Series chassis, you can configure the lookup mode to be based on the MAC address either globally or per VLAN.
 
   
 
    
     [bookmark: pgfId-1086917]SUMMARY STEPS
 
    [bookmark: pgfId-1086918] 1. config t
 
    [bookmark: pgfId-1086919] 2. layer-2 multicast lookup mode
 
    [bookmark: pgfId-1087000]Use this command to change the lookup mode globally
 
    [bookmark: pgfId-1087011] 3. vlan vlan-id
layer-2 multicast lookup mac
 
    [bookmark: pgfId-1087056]Use these 2 commands to change the lookup mode per VLAN. See the Cisco Nexus 7000 Series NX-OS Layer 2 Switching Configuration Guide, Release 5.x for information on the VLAN configuration mode.
 
    [bookmark: pgfId-1086920] 4. exit
 
    [bookmark: pgfId-1086921] 5. (Optional) show ip igmp snooping lookup-mode [vlan vlan-id]
 
    [bookmark: pgfId-1086922] 6. (Optional) copy running-config startup-config
 
   
 
    
     [bookmark: pgfId-1086923]DETAILED STEPS
 
    [bookmark: pgfId-1086979]
 
     
      
       
        
        	 
        	 
          
          [bookmark: pgfId-1093685]Command 
         
  
        	 
          
          [bookmark: pgfId-1093687]Purpose 
         
  
       
 
        
        	[bookmark: pgfId-1093689]Step 1
  
        	[bookmark: pgfId-1093691]config t
 [bookmark: pgfId-1093692]
 [bookmark: pgfId-1093693]Example:
 [bookmark: pgfId-1093694]switch# config t
 [bookmark: pgfId-1093695]switch(config)#
  
        	[bookmark: pgfId-1093697]Enters global configuration mode.
  
       
 
        
        	[bookmark: pgfId-1093834]Step 2
  
        	[bookmark: pgfId-1093841]layer-2 multicast lookup mode
 [bookmark: pgfId-1093842]
 [bookmark: pgfId-1093843]Example:
 [bookmark: pgfId-1093844]switch(config)# layer-2 multicast lookup mode
 [bookmark: pgfId-1093830]
  
        	 
       
 
        
        	[bookmark: pgfId-1093761]Step 3
  
        	[bookmark: pgfId-1093775]vlan vlan-id
 [bookmark: pgfId-1093776]
 [bookmark: pgfId-1093777]Example:
 [bookmark: pgfId-1093778]switch(config)# vlan 5
 [bookmark: pgfId-1093779]switch(config-vlan)#
 [bookmark: pgfId-1093780]
 [bookmark: pgfId-1093781]layer-2 multicast lookup mode
 [bookmark: pgfId-1093782]
 [bookmark: pgfId-1093783]Example:
 [bookmark: pgfId-1093784]switch(config-vlan)# layer-2 multicast lookup mode
 [bookmark: pgfId-1093785]switch(config-vlan)
 [bookmark: pgfId-1093786]
 [bookmark: pgfId-1093763]
  
        	 
       
 
        
        	[bookmark: pgfId-1093725]Step 4
  
        	[bookmark: pgfId-1093727]exit
 [bookmark: pgfId-1093728]
 [bookmark: pgfId-1093729]Example:
 [bookmark: pgfId-1093730]switch(config)# exit
 [bookmark: pgfId-1093731]switch#
  
        	[bookmark: pgfId-1093733]Exits configuration and/or VLAN configuration mode.
  
       
 
        
        	[bookmark: pgfId-1093735]Step 5
  
        	[bookmark: pgfId-1093737]show ip igmp snooping lookup-mode [vlan vlan-id]
 [bookmark: pgfId-1093738]
 [bookmark: pgfId-1093739]Example:
 [bookmark: pgfId-1093740]switch# show ip igmp snooping lookup-mode
  
        	[bookmark: pgfId-1093742](Optional) Displays the IGMP snooping lookup mode.
  
       
 
        
        	[bookmark: pgfId-1093744]Step 6
  
        	[bookmark: pgfId-1093746]copy running-config startup-config
 [bookmark: pgfId-1093747]
 [bookmark: pgfId-1093748]Example:
 [bookmark: pgfId-1093749]switch# copy running-config startup-config
  
        	[bookmark: pgfId-1093751](Optional) Copies the running configuration to the startup configuration. 
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1086698][bookmark: 70713]Configuring a Static Multicast MAC Address
 
    [bookmark: pgfId-1087614]Beginning with Cisco Release 5.2(1) for the Nexus 7000 Series chassis, you can configure an outgoing interface statically for a multicast MAC address.
 
   
 
    
     [bookmark: pgfId-1087616]SUMMARY STEPS
 
    [bookmark: pgfId-1087849] 1. config t
 
    [bookmark: pgfId-1087850] 2. mac address-table multicast multicast-mac-addr vlan vlan-id interface slot/port
 
    [bookmark: pgfId-1087851] 3. exit
 
    [bookmark: pgfId-1087628] 4. (Optional) show ip igmp snooping mac-oif [detail | vlan vlan-id [detail]]
 
    [bookmark: pgfId-1087629] 5. (Optional) copy running-config startup-config
 
   
 
    
     [bookmark: pgfId-1087630]DETAILED STEPS
 
    [bookmark: pgfId-1087711]
 
     
      
       
        
        	 
        	 
          
          [bookmark: pgfId-1087635]Command 
         
  
        	 
          
          [bookmark: pgfId-1087637]Purpose 
         
  
       
 
        
        	[bookmark: pgfId-1087639]Step 1
  
        	[bookmark: pgfId-1087641]config t
 [bookmark: pgfId-1087642]
 [bookmark: pgfId-1087643]Example:
 [bookmark: pgfId-1087644]switch# config t
 [bookmark: pgfId-1087645]switch(config)#
  
        	[bookmark: pgfId-1087647]Enters global configuration mode.
  
       
 
        
        	[bookmark: pgfId-1087649]Step 2
  
        	[bookmark: pgfId-1087651]mac address-table multicast multicast-mac-addr vlan vlan-id interface slot/port 
 [bookmark: pgfId-1087652]
 [bookmark: pgfId-1087653]Example:
 [bookmark: pgfId-1087654]switch(config)# mac address-table multicast 01:00:5f:00:00:00 vlan 5 interface ethernet 2/5
  
        	[bookmark: pgfId-1087656]Configures the specified outgoing interface statically for a multicast MAC address.
  
       
 
        
        	[bookmark: pgfId-1087675]Step 3
  
        	[bookmark: pgfId-1087677]exit
 [bookmark: pgfId-1087678]
 [bookmark: pgfId-1087679]Example:
 [bookmark: pgfId-1087680]switch(config)# exit
 [bookmark: pgfId-1087681]switch#
  
        	[bookmark: pgfId-1087683]Exits configuration and/or VLAN configuration mode.
  
       
 
        
        	[bookmark: pgfId-1087694]Step 4
  
        	[bookmark: pgfId-1087696]show ip igmp snooping mac-oif [detail | vlan vlan-id [detail]]
 [bookmark: pgfId-1087697]
 [bookmark: pgfId-1087698]Example:
 [bookmark: pgfId-1087699]switch# show feature-set
  
        	[bookmark: pgfId-1087701](Optional) Displays the IGMP snooping static MAC addresses.
  
       
 
        
        	[bookmark: pgfId-1087703]Step 5
  
        	[bookmark: pgfId-1087705]copy running-config startup-config
 [bookmark: pgfId-1087706]
 [bookmark: pgfId-1087707]Example:
 [bookmark: pgfId-1087708]switch# copy running-config startup-config
  
        	[bookmark: pgfId-1087710](Optional) Copies the running configuration to the startup configuration. 
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1086725][bookmark: 48831]Verifying IGMP Snooping Configuration
 
    [bookmark: pgfId-1087479]To display the IGMP snooping configuration information, perform one of the following tasks:
 
    [bookmark: pgfId-1087510]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1087482]Command 
         
  
        	 
          
          [bookmark: pgfId-1087484]Purpose 
         
  
       
 
        
        	[bookmark: pgfId-1087487]show ip igmp snooping [bookmark: marker-1087486][vlan vlan-id]
  
        	[bookmark: pgfId-1087489]Displays the IGMP snooping configuration by VLAN.
  
       
 
        
        	[bookmark: pgfId-1087492]show ip igmp snooping groups [[bookmark: marker-1087491]source [group] | group [source]] [vlan vlan-id] [detail]
  
        	[bookmark: pgfId-1087494]Displays IGMP snooping information about groups by VLAN.
  
       
 
        
        	[bookmark: pgfId-1087497]show ip igmp snooping querier [bookmark: marker-1087496][vlan vlan-id]
  
        	[bookmark: pgfId-1087499]Displays IGMP snooping queriers by VLAN.
  
       
 
        
        	[bookmark: pgfId-1087502]show ip igmp snooping mroute [bookmark: marker-1087501][vlan vlan-id]
  
        	[bookmark: pgfId-1087504]Displays multicast router ports by VLAN.
  
       
 
        
        	[bookmark: pgfId-1087507]show ip igmp snooping explicit-tracking [bookmark: marker-1087506][vlan vlan-id]
  
        	[bookmark: pgfId-1087509]Displays IGMP snooping explicit tracking information by VLAN.
  
       
 
        
        	[bookmark: pgfId-1087536]show ip igmp snooping lookup-mode [bookmark: marker-1087535][vlan vlan-id] 
  
        	[bookmark: pgfId-1087538]Displays the IGMP snooping lookup mode.
  
       
 
        
        	[bookmark: pgfId-1087527]show ip igmp snooping mac-oif [bookmark: marker-1087526][detail | vlan vlan-id [detail]]
  
        	[bookmark: pgfId-1087529]Displays IGMP snooping static MAC addresses.
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1087513]For detailed information about the fields in the output from these commands, see the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x.
 
   
 
    
     [bookmark: pgfId-1073368][bookmark: 83913]Displaying IGMP [bookmark: marker-1073367]Snooping Statistics
 
    [bookmark: pgfId-1073376]Use the show ip igmp snooping statistics vlan command to display IGMP snooping statistics. You can see the virtual port channel ([bookmark: marker-1073377]vPC) statistics in this output.
 
    [bookmark: pgfId-1073378]Use the clear ip igmp snooping statistics vlan command to clear IGMP snooping statistics.
 
    [bookmark: pgfId-1057794]For detailed information about using these commands, see the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x.
 
   
 
    
     [bookmark: pgfId-1073388][bookmark: 85708]Configuration Example for IGMP Snooping
 
    [bookmark: pgfId-1081643]The following example shows how to configure the IGMP snooping parameters beginning with Cisco Release 5.1(1):
 
     
     [bookmark: pgfId-1081623]config t 
    
 
     
     [bookmark: pgfId-1081624] ip igmp snooping 
    
 
     
     [bookmark: pgfId-1081625] vlan configuration 2 
    
 
     
     [bookmark: pgfId-1081626] ip igmp snooping 
    
 
     
     [bookmark: pgfId-1081627] ip igmp snooping explicit-tracking 
    
 
     
     [bookmark: pgfId-1081628] ip igmp snooping fast-leave 
    
 
     
     [bookmark: pgfId-1081629] ip igmp snooping last-member-query-interval 3 
    
 
     
     [bookmark: pgfId-1081630] ip igmp snooping querier 172.20.52.106 
    
 
     
     [bookmark: pgfId-1081631] ip igmp snooping report-suppression 
    
 
     
     [bookmark: pgfId-1081632] ip igmp snooping mrouter interface ethernet 2/1 
    
 
     
     [bookmark: pgfId-1081633] ip igmp snooping static-group 230.0.0.1 interface ethernet 2/1 
    
 
     
     [bookmark: pgfId-1081634] ip igmp snooping link-local-groups-suppression 
    
 
     
     [bookmark: pgfId-1081635] ip igmp snooping v3-report-suppression 
    
 
    [bookmark: pgfId-1073404]These configurations do not apply until you specifically create the specified VLAN. See Cisco Nexus 7000 Series NX-OS Layer 2 Switching Configuration Guide, Release 5.x for information on creating VLANs.
 
   
 
    
     [bookmark: pgfId-1073406][bookmark: 54473]Where to Go Next
 
    [bookmark: pgfId-1073407]You can enable the following features that work with PIM:
 
     
     	 [bookmark: pgfId-1073411]Chapter 1, “Configuring IGMP”
 
     	 [bookmark: pgfId-1073415]Chapter 1, “Configuring MLD”
 
     	 [bookmark: pgfId-1075834]Chapter 1, “Configuring MSDP”
 
    
 
   
 
    
     [bookmark: pgfId-1073754][bookmark: 60355][bookmark: 96108]Additional References
 
    [bookmark: pgfId-1073755]For additional information related to implementing IGMP snooping, see the following sections:
 
     
     	 [bookmark: pgfId-1073759]Related Documents
 
     	 [bookmark: pgfId-1073763]Standards
 
     	 [bookmark: pgfId-1073767]Feature History for IGMP Snooping in CLI
 
    
 
     
      [bookmark: pgfId-1073792][bookmark: 12973]Related Documents
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1073775]Related Topic 
          
  
         	 
           
           [bookmark: pgfId-1073777]Document Title 
          
  
        
 
         
         	[bookmark: pgfId-1073779]VDCs
  
         	[bookmark: pgfId-1073783]Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2
  
        
 
         
         	[bookmark: pgfId-1073786]CLI commands
  
         	[bookmark: pgfId-1073790]Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1073803][bookmark: 35448]Standards
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1073796]Standards 
          
  
         	 
           
           [bookmark: pgfId-1073798]Title 
          
  
        
 
         
         	[bookmark: pgfId-1073800]No new or modified standards are supported by this feature, and support for existing standards has not been modified by this feature.
  
         	[bookmark: pgfId-1073802]—
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1073808][bookmark: 84887][bookmark: 92503]Feature History for IGMP Snooping in CLI
 
     
      
       
       [bookmark: pgfId-1087393]Table 1-4 [bookmark: 50557]Feature History for IGMP Snooping
 
       
       
        
        	 
          
          [bookmark: pgfId-1087399]Feature Name 
         
  
        	 
          
          [bookmark: pgfId-1087401]Releases 
         
  
        	 
          
          [bookmark: pgfId-1087403]Feature Information 
         
  
       
 
        
        	[bookmark: pgfId-1087460]Configuring lookup mode to MAC and assigning a static MAC address
  
        	[bookmark: pgfId-1087462]5.2(1)
  
        	[bookmark: pgfId-1087464]You can configure IGMP snooping to use the forwarding lookup mode as MAC-based, as well as assign a static MAC address.
  
       
 
        
        	[bookmark: pgfId-1087405]vlan configuration vlan-id
  
        	[bookmark: pgfId-1087407]5.1(1)
  
        	[bookmark: pgfId-1087409]Command added to allow you to configure a VLAN before you actually create the VLAN.
  
       
 
        
        	[bookmark: pgfId-1087411]vPC
  
        	[bookmark: pgfId-1087413]4.1(3)
  
        	[bookmark: pgfId-1087415]List of guidelines and limitations that apply to a vPC.
 [bookmark: pgfId-1087416]Display vPC statistics with the show ip igmp snooping statistics vlan command.
 [bookmark: pgfId-1087417]The following sections provide information about this feature:
 
          
          	 [bookmark: pgfId-1087420]“Guidelines and Limitations for IGMP Snooping” section
 
          	 [bookmark: pgfId-1087424]“Displaying IGMP Snooping Statistics” section
 
         
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1076625]
 
   
 
  
 
  
  
   
   
    
     [bookmark: pgfId-1050709][bookmark: 97644]Configuring MSDP 
      
      
 
     
 
 
    [bookmark: pgfId-1053838]This chapter describes how to configure Multicast Source Discovery Protocol (MSDP) on a Cisco NX-OS device.
 
    [bookmark: pgfId-1053839]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1053865]Information About MSDP
 
     	 [bookmark: pgfId-1053869]Licensing Requirements for MSDP
 
     	 [bookmark: pgfId-1056827]Prerequisites for MSDP
 
     	 [bookmark: pgfId-1066304]Default Settings
 
     	 [bookmark: pgfId-1056840]Configuring MSDP
 
     	 [bookmark: pgfId-1053893]Verifying the MSDP Configuration
 
     	 [bookmark: pgfId-1053897]Monitoring MSDP
 
     	 [bookmark: pgfId-1053901]Configuration Examples for MSDP
 
     	 [bookmark: pgfId-1056176]Additional References
 
    
 
   
 
    
     [bookmark: pgfId-1053907][bookmark: 27460]Information About MSDP
 
    [bookmark: pgfId-1055908]You can use the Multicast Source Discovery Protocol ([bookmark: marker-1060457]MSDP) to exchange multicast source information between multiple BGP-enabled Protocol Independent Multicast (PIM) sparse-mode [bookmark: marker-1060472]domains. For information about PIM, see Chapter1, “Configuring PIM and PIM6” For information about BGP, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
 
    [bookmark: pgfId-1053908]When a receiver for a group matches the group transmitted by a source in another domain, the rendezvous point (RP) sends PIM join messages in the direction of the source to build a shortest path tree. The designated router (DR) sends packets on the source-tree within the source domain, which may travel through the RP in the source domain and along the branches of the source-tree to other domains. In domains where there are receivers, RPs in those domains can be on the source-tree. The peering relationship is conducted over a TCP connection.
 
    [bookmark: pgfId-1053912]Figure 1-1 shows four [bookmark: marker-1060458]PIM domains. The connected [bookmark: marker-1060459]RPs (routers) are called [bookmark: marker-1060460]MSDP peers because each RP maintains its own set of multicast sources. Source host 2 sends the multicast data to group 224.1.1.1. On RP 6, the MSDP process learns about the source through [bookmark: marker-1060461]PIM register messages and generates Source-Active ([bookmark: marker-1060462]SA) messages to its MSDP peers that contain information about the sources in its domain. When RP 3 and RP 5 receive the SA messages, they forward them to their MSDP peers. When RP 5 receives the request from host 2 for the multicast data on group 224.1.1.1, it builds a shortest path tree to the source by sending a PIM join message in the direction of host 1 at 192.1.1.1.
 
    [bookmark: pgfId-1053914]Figure 1-1 [bookmark: 17343]MSDP Peering Between RPs in Different PIM Domains
 
    [bookmark: pgfId-1053918]
 
     
     [image: ] 
    
 
    [bookmark: pgfId-1053919]When you configure MSDP peering between each RP, you create a [bookmark: marker-1060463]full mesh. Full MSDP meshing is typically done within an [bookmark: marker-1060464]autonomous system, as shown between RPs 1, 2, and 3, but not across autonomous systems. You use [bookmark: marker-1060468]BGP to do loop suppression and MSDP peer-RPF to suppress looping SA messages. For more information about mesh groups, see the “MSDP Mesh Groups” section. 
 
     
      
    
 
    
 
    [bookmark: pgfId-1053923]Note You do not need to configure [bookmark: marker-1060469]MSDP in order to use Anycast-RP (a set of RPs that can perform load balancing and failover) within a PIM domain. For more information, see the “Configuring a PIM Anycast-RP Set” section.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1053928]For detailed information about MSDP, see RFC 3618.
 
    [bookmark: pgfId-1053930]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1053934]SA Messages and Caching
 
     	 [bookmark: pgfId-1053938]MSDP Peer-RPF Forwarding
 
     	 [bookmark: pgfId-1053942]MSDP Mesh Groups
 
     	 [bookmark: pgfId-1053946]Virtualization Support
 
    
 
     
      [bookmark: pgfId-1053948][bookmark: 49254]SA Messages and Caching
 
     [bookmark: pgfId-1053949]MSDP peers exchange Source-Active (SA) [bookmark: marker-1060470]messages that the MSDP software uses to propagate information about active sources. SA messages contain the following information:
 
      
      	 [bookmark: pgfId-1053950]Source address of the data source
 
      	 [bookmark: pgfId-1053951]Group address that the data source uses
 
      	 [bookmark: pgfId-1053952]IP address of the RP or the configured originator ID
 
     
 
     [bookmark: pgfId-1053953]When a [bookmark: marker-1060473]PIM register message advertises a new source, the MSDP process reencapsulates the message in an [bookmark: marker-1060471]SA message that is immediately forwarded to all MSDP peers.
 
     [bookmark: pgfId-1053954]The [bookmark: marker-1060474]SA cache holds the information for all sources learned through SA messages. Caching reduces the join latency for new receivers of a group because the information for all known groups can be found in the cache. You can limit the number of cached source entries by configuring the SA limit peer parameter. You can limit the number of cached source entries for a specific group prefix by configuring the group limit global parameter.
 
     [bookmark: pgfId-1053955]The MSDP software sends SA messages for each group in the SA cache every 60 seconds or at the configured SA interval global parameter. An entry in the SA cache is removed if an SA message for that source and group is not received within SA interval plus 3 seconds.
 
    
 
     
      [bookmark: pgfId-1053957][bookmark: 81269]MSDP Peer-RPF Forwarding
 
     [bookmark: pgfId-1053958]MSDP peers forward the SA messages that they receive away from the originating RP. This action is called [bookmark: marker-1060475]peer-RPF flooding. The router examines the BGP or MBGP routing table to determine which peer is the next hop in the direction of the originating RP of the SA message. This peer is called a reverse path forwarding (RPF) peer.
 
     [bookmark: pgfId-1053959]If the MSDP peer receives the same SA message from a non-RPF peer in the direction of the originating RP, it drops the message. Otherwise, it forwards the message to all its MSDP peers.
 
    
 
     
      [bookmark: pgfId-1053961][bookmark: 36087]MSDP Mesh Groups
 
     [bookmark: pgfId-1053962]You can use [bookmark: marker-1060476]MSDP mesh groups to reduce the number of SA messages that are generated by peer-RPF flooding. In Figure 1-1, RPs 1, 2, and 3 receive SA messages from RP 6. By configuring a peering relationship between all the routers in a mesh and then configuring a mesh group of these routers, the SA messages that originate at a peer are sent by that peer to all other peers. SA messages received by peers in the mesh are not forwarded. An SA message that originates at RP 3 is forwarded to RP 1 and RP 2, but these RPs do not forward those messages to other RPs in the mesh.
 
     [bookmark: pgfId-1053966]A router can participate in multiple mesh groups. By default, no mesh groups are configured.
 
    
 
     
      [bookmark: pgfId-1053968][bookmark: 24684]Virtualization Support
 
     [bookmark: pgfId-1053969]A [bookmark: marker-1060477]virtual device context (VDC) is a logical representation of a set of system resources. Within each VDC, you can define multiple virtual routing and forwarding (VRF) instances. The MSDP configuration applies to the VRF selected within the current VDC.
 
     [bookmark: pgfId-1053970]You can use the show commands with a VRF argument to provide a context for the information displayed. The default VRF is used if no VRF argument is supplied.
 
     [bookmark: pgfId-1053973]For information about configuring VDCs, see the Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2.
 
     [bookmark: pgfId-1053977]For information about configuring VRFs, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
 
    
 
   
 
    
     [bookmark: pgfId-1053980][bookmark: 62531]Licensing Requirements for MSDP
 
    [bookmark: pgfId-1053981]The following table shows the [bookmark: marker-1060478]licensing requirements for this feature:
 
    [bookmark: pgfId-1054002]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1053984]Product 
         
  
        	 
          
          [bookmark: pgfId-1053986]License Requirement 
         
  
       
 
        
        	[bookmark: pgfId-1053996]Cisco NX-OS
  
        	[bookmark: pgfId-1053998]MSDP requires an Enterprise Services license. For a complete explanation of the Cisco NX-OS licensing scheme and how to obtain and apply licenses, see the Cisco NX-OS Licensing Guide.
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1054004][bookmark: 16098]Prerequisites for MSDP
 
    [bookmark: pgfId-1054005]MSDP has the following [bookmark: marker-1060479]prerequisites:
 
     
     	 [bookmark: pgfId-1054006]You are logged onto the device.
 
     	 [bookmark: pgfId-1054007]You are in the correct virtual device context (VDC). A VDC is a logical representation of a set of system resources. You can use the  switchto vdc command with a VDC number.
 
     	 [bookmark: pgfId-1054008]For global commands, you are in the correct virtual routing and forwarding (VRF) mode. The default configuration mode shown in the examples in this chapter applies to the default VRF.
 
     	 [bookmark: pgfId-1054009]You configured PIM for the networks where you want to configure MSDP.
 
    
 
   
 
    
     [bookmark: pgfId-1066148][bookmark: 68045]Default Settings
 
    [bookmark: pgfId-1066153]Table 1-1 lists the default [bookmark: marker-1066152]settings for MSDP parameters.
 
    [bookmark: pgfId-1066203]
 
     
      
       
       [bookmark: pgfId-1066160]Table 1-1 [bookmark: 85080]Default MSDP Parameters 
 
       
       
        
        	 
          
          [bookmark: pgfId-1066164]Parameters 
         
  
        	 
          
          [bookmark: pgfId-1066166]Default 
         
  
       
 
        
        	[bookmark: pgfId-1066168]Description
  
        	[bookmark: pgfId-1066170]Peer has no description
  
       
 
        
        	[bookmark: pgfId-1066172]Administrative shutdown
  
        	[bookmark: pgfId-1066174]Peer is enabled when it is defined
  
       
 
        
        	[bookmark: pgfId-1066176]MD5 password
  
        	[bookmark: pgfId-1066178]No MD5 password is enabled
  
       
 
        
        	[bookmark: pgfId-1066180]SA policy IN
  
        	[bookmark: pgfId-1066182]All SA messages are received
  
       
 
        
        	[bookmark: pgfId-1066184]SA policy OUT
  
        	[bookmark: pgfId-1066186]All registered sources are sent in SA messages
  
       
 
        
        	[bookmark: pgfId-1066188]SA limit
  
        	[bookmark: pgfId-1066190]No limit is defined
  
       
 
        
        	[bookmark: pgfId-1066192]Originator interface name
  
        	[bookmark: pgfId-1066194]RP address of the local system
  
       
 
        
        	[bookmark: pgfId-1066196]Group limit
  
        	[bookmark: pgfId-1066198]No group limit is defined
  
       
 
        
        	[bookmark: pgfId-1066200]SA interval
  
        	[bookmark: pgfId-1066202]60 seconds
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1054025][bookmark: 71793]Configuring MSDP
 
    [bookmark: pgfId-1054026]You can establish MSDP peering by configuring the MSDP peers within each PIM domain.
 
    [bookmark: pgfId-1054027]To configure [bookmark: marker-1060480]MSDP peering, follow these steps:
 
    
 
    [bookmark: pgfId-1054028]Step 1 Select the routers to act as MSDP peers.
 
    [bookmark: pgfId-1054032]Step 2 Enable the MSDP feature. See the “Enabling the MSDP Feature” section.
 
    [bookmark: pgfId-1054035]Step 3 Configure the MSDP peers for each router identified in Step 1. See the “Configuring MSDP Peers” section.
 
    [bookmark: pgfId-1054039]Step 4 Configure the optional MSDP peer parameters for each MSDP peer. See the “Configuring MSDP Peer Parameters” section.
 
    [bookmark: pgfId-1054043]Step 5 Configure the optional global parameters for each MSDP peer. See the “Configuring MSDP Global Parameters” section.
 
    [bookmark: pgfId-1054047]Step 6 Configure the optional mesh groups for each MSDP peer. See the “Configuring MSDP Mesh Groups” section.
 
    [bookmark: pgfId-1054049]
 
     
     
 
    
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1054050]Note The MSDP commands that you enter before you enable [bookmark: marker-1060481]MSDP are cached and then run when MSDP is enabled. Use the ip msdp peer or ip msdp originator-id command to enable MSDP.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1054051]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1054055]Enabling the MSDP Feature
 
     	 [bookmark: pgfId-1054059]Configuring MSDP Peers
 
     	 [bookmark: pgfId-1054063]Configuring MSDP Peer Parameters
 
     	 [bookmark: pgfId-1054067]Configuring MSDP Global Parameters
 
     	 [bookmark: pgfId-1054071]Configuring MSDP Mesh Groups
 
     	 [bookmark: pgfId-1054075]Restarting the MSDP Process
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1054076]Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS commands for this feature might differ from the Cisco IOS commands that you would use.
 
     
     
 
    
 
    
 
     
      [bookmark: pgfId-1054078][bookmark: 63891]Enabling the MSDP Feature
 
     [bookmark: pgfId-1054079]Before you can access the MSDP commands, you must [bookmark: marker-1060482]enable the MSDP feature.
 
    
 
     
      [bookmark: pgfId-1054080]SUMMARY STEPS
 
     [bookmark: pgfId-1054084] 1. config t
 
     [bookmark: pgfId-1054085] 2. feature msdp
 
     [bookmark: pgfId-1054086] 3. (Optional) show running-configuration | grep feature
 
     [bookmark: pgfId-1054087] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054088]DETAILED STEPS
 
     [bookmark: pgfId-1054140]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054098] 
          
  
         	 
           
           [bookmark: pgfId-1054100]Command 
          
  
         	 
           
           [bookmark: pgfId-1054102]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054104]Step 1
  
         	[bookmark: pgfId-1054106]config t
 [bookmark: pgfId-1054107]
 [bookmark: pgfId-1054108]Example:
 [bookmark: pgfId-1054109]switch# config t
 [bookmark: pgfId-1054110]switch(config)#
  
         	[bookmark: pgfId-1054112]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054114]Step 2
  
         	[bookmark: pgfId-1054116]feature msdp[bookmark: marker-1060483]
 [bookmark: pgfId-1054117]
 [bookmark: pgfId-1054118]Example:
 [bookmark: pgfId-1054119]switch# feature msdp
  
         	[bookmark: pgfId-1054121]Enables the MSDP feature so that you can enter MSDP commands. By default, the MSDP feature is disabled.
  
        
 
         
         	[bookmark: pgfId-1054123]Step 3
  
         	[bookmark: pgfId-1054125]show running-configuration | grep feature
 [bookmark: pgfId-1054126]
 [bookmark: pgfId-1054127]Example:
 [bookmark: pgfId-1054128]switch# show running-configuration | grep feature
  
         	[bookmark: pgfId-1054130](Optional) Shows feature commands that you specified.
  
        
 
         
         	[bookmark: pgfId-1054132]Step 4
  
         	[bookmark: pgfId-1054134]copy running-config startup-config
 [bookmark: pgfId-1054135]
 [bookmark: pgfId-1054136]Example:
 [bookmark: pgfId-1054137]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054139](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054142][bookmark: 79143]Configuring MSDP Peers
 
     [bookmark: pgfId-1054143]You can configure an MSDP [bookmark: marker-1060484]peer when you configure a peering relationship with each MSDP peer that resides either within the current PIM domain or in another PIM domain. MSDP is enabled on the router when you configure the first MSDP peering relationship.
 
    
 
     
      [bookmark: pgfId-1054144]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1054145]Ensure that you have installed the Enterprise Services license and enabled PIM and MSDP.
 
     [bookmark: pgfId-1063855]Ensure that you configured BGP and PIM in the domains of the routers that you will configure as MSDP peers.
 
    
 
     
      [bookmark: pgfId-1054146]SUMMARY STEPS
 
     [bookmark: pgfId-1058975] 1. config t
 
     [bookmark: pgfId-1058976] 2. ip msdp peer peer-ip-address connect-source interface [remote-as as-number]
 
     [bookmark: pgfId-1058977] 3. Repeat Step 2 for each MSDP peering relationship.
 
     [bookmark: pgfId-1058010] 4. (Optional) show ip msdp summary [vrf vrf-name | known-vrf-name | all]
 
     [bookmark: pgfId-1054153] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054154]DETAILED STEPS
 
     [bookmark: pgfId-1054213]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054164] 
          
  
         	 
           
           [bookmark: pgfId-1054166]Command 
          
  
         	 
           
           [bookmark: pgfId-1054168]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054170]Step 1
  
         	[bookmark: pgfId-1054172]config t
 [bookmark: pgfId-1054173]
 [bookmark: pgfId-1054174]Example:
 [bookmark: pgfId-1054175]switch# config t
 [bookmark: pgfId-1054176]switch(config)#
  
         	[bookmark: pgfId-1054178]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054180]Step 2
  
         	[bookmark: pgfId-1054182]ip msdp peer [bookmark: marker-1060485]peer-ip-address connect-source interface [remote-as as-number]
 [bookmark: pgfId-1054183]
 [bookmark: pgfId-1054184]Example:
 [bookmark: pgfId-1054185]switch(config)# ip msdp peer 192.168.1.10 connect-source ethernet 2/1 remote-as 8
  
         	[bookmark: pgfId-1054187]Configures an MSDP peer with the specified peer IP address. The software uses the source IP address of the interface for the TCP connection with the peer. The interface can take the form of type slot/port. If the AS number is the same as the local AS, then the peer is within the PIM domain; otherwise, this peer is external to the PIM domain. By default, MSDP peering is disabled.
 [bookmark: pgfId-1054188]Note MSDP peering is enabled when you use this command. 
  
        
 
         
         	[bookmark: pgfId-1054190]Step 3
  
         	[bookmark: pgfId-1054192]Repeat Step 2 for each MSDP peering relationship by changing the peer IP address, the interface, and the AS number as appropriate.
  
         	[bookmark: pgfId-1054194]—
  
        
 
         
         	[bookmark: pgfId-1054196]Step 4
  
         	[bookmark: pgfId-1054198]show ip msdp summary [vrf vrf-name | known-vrf-name | all]
 [bookmark: pgfId-1054199]
 [bookmark: pgfId-1054200]Example:
 [bookmark: pgfId-1054201]switch# show ip msdp summary
  
         	[bookmark: pgfId-1054203](Optional) Displays a summary of MDSP peers.
  
        
 
         
         	[bookmark: pgfId-1054205]Step 5
  
         	[bookmark: pgfId-1054207]copy running-config startup-config
 [bookmark: pgfId-1054208]
 [bookmark: pgfId-1054209]Example:
 [bookmark: pgfId-1054210]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054212](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054215][bookmark: 85351]Configuring MSDP Peer Parameters
 
     [bookmark: pgfId-1054219]You can configure the optional MSDP peer parameters described in Table 1-2. You configure these parameters in global configuration mode for each peer based on its IP address.
 
     [bookmark: pgfId-1054263]
 
      
       
        
        [bookmark: pgfId-1054226]Table 1-2 [bookmark: 39308]MSDP Peer Parameters 
 
        
        
         
         	 
           
           [bookmark: pgfId-1054230]Parameter 
          
  
         	 
           
           [bookmark: pgfId-1054232]Description 
          
  
        
 
         
         	[bookmark: pgfId-1054234][bookmark: marker-1060497]Description
  
         	[bookmark: pgfId-1054236]Description string for the peer. By default, the peer has no description.
  
        
 
         
         	[bookmark: pgfId-1054238][bookmark: marker-1060498]Administrative shutdown
  
         	[bookmark: pgfId-1054240]Method to shut down the MSDP peer. The configuration settings are not affected by this command. You can use this parameter to allow configuration of multiple parameters to occur before making the peer active. The TCP connection with other peers is terminated by the shutdown. By default, a peer is enabled when it is defined.
  
        
 
         
         	[bookmark: pgfId-1054242][bookmark: marker-1060499]MD5 password
  
         	[bookmark: pgfId-1054244]MD5-shared password key used for authenticating the peer. By default, no MD5 password is enabled.
  
        
 
         
         	[bookmark: pgfId-1054246][bookmark: marker-1060500]SA policy IN
  
         	[bookmark: pgfId-1054254]Route-map policy1 for incoming SA messages. By default, all SA messages are received.
  
        
 
         
         	[bookmark: pgfId-1054256][bookmark: marker-1060501]SA policy OUT
  
         	[bookmark: pgfId-1054258]Route-map policy1 for outgoing SA messages. By default, all registered sources are sent in SA messages.
  
        
 
         
         	[bookmark: pgfId-1054260][bookmark: marker-1060502]SA limit
  
         	[bookmark: pgfId-1054262]Number of (S, G) entries accepted from the peer and stored in the SA cache. By default, there is no limit.
  
        
 
        
      
 
     
 
      
       
        
        	 1.[bookmark: pgfId-1054253]To configure route-map policies, see the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x.
  
       
 
       
     
 
     [bookmark: pgfId-1063041]For information about configuring multicast route maps, see the “Configuring Route Maps to Control RP Information Distribution” section.
 
      
       
     
 
     
 
     [bookmark: pgfId-1054266]Note For information about configuring mesh groups, see the “Configuring MSDP Mesh Groups” section.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1063865]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1063866]Ensure that you have installed the Enterprise Services license and enabled PIM and MSDP.
 
    
 
     
      [bookmark: pgfId-1054268]SUMMARY STEPS
 
     [bookmark: pgfId-1054272] 1. config t
 
     [bookmark: pgfId-1054273] 2. ip msdp description peer-ip-address string
 
     [bookmark: pgfId-1054274]ip msdp shutdown peer-ip-address
 
     [bookmark: pgfId-1054275]ip msdp password peer-ip-address password
 
     [bookmark: pgfId-1054276]ip msdp sa-policy peer-ip-address policy-name in
 
     [bookmark: pgfId-1054277]ip msdp sa-policy peer-ip-address policy-name out
 
     [bookmark: pgfId-1054278]ip msdp sa-limit peer-ip-address limit
 
     [bookmark: pgfId-1054279] 3. (Optional) show ip msdp peer [peer-address] [vrf vrf-name | known-vrf-name | all]
 
     [bookmark: pgfId-1058117] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054280]DETAILED STEPS
 
     [bookmark: pgfId-1054377]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054290] 
          
  
         	 
           
           [bookmark: pgfId-1054292]Command 
          
  
         	 
           
           [bookmark: pgfId-1054294]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054296]Step 1
  
         	[bookmark: pgfId-1054298]config t
 [bookmark: pgfId-1054299]
 [bookmark: pgfId-1054300]Example:
 [bookmark: pgfId-1054301]switch# config t
 [bookmark: pgfId-1054302]switch(config)#
  
         	[bookmark: pgfId-1054304]Enters configuration mode.
  
        
 
         
         	 [bookmark: pgfId-1054306]Step 2
  
         	[bookmark: pgfId-1054308]ip msdp description [bookmark: marker-1060486]peer-ip-address string
 [bookmark: pgfId-1054309]
 [bookmark: pgfId-1054310]Example:
 [bookmark: pgfId-1054311]switch(config)# ip msdp description 192.168.1.10 peer in Engineering network
  
         	[bookmark: pgfId-1054313]Sets a description string for the peer. By default, the peer has no description.
  
        
 
         
         	[bookmark: pgfId-1054317]ip msdp shutdown [bookmark: marker-1060487]peer-ip-address
 [bookmark: pgfId-1054318]
 [bookmark: pgfId-1054319]Example:
 [bookmark: pgfId-1054320]switch(config)# ip msdp shutdown 192.168.1.10
  
         	[bookmark: pgfId-1054322]Shuts down the peer. By default, the peer is enabled when it is defined.
  
        
 
         
         	[bookmark: pgfId-1054326]ip msdp password [bookmark: marker-1060488]peer-ip-address password
 [bookmark: pgfId-1054327]
 [bookmark: pgfId-1054328]Example:
 [bookmark: pgfId-1054329]switch(config)# ip msdp password 192.168.1.10 my_md5_password
  
         	[bookmark: pgfId-1054331]Enables an MD5 password for the peer. By default, no MD5 password is enabled.
  
        
 
         
         	[bookmark: pgfId-1054335]ip msdp sa-policy [bookmark: marker-1060489]peer-ip-address policy-name in
 [bookmark: pgfId-1054336]
 [bookmark: pgfId-1054337]Example:
 [bookmark: pgfId-1054338]switch(config)# ip msdp sa-policy 192.168.1.10 my_incoming_sa_policy in
  
         	[bookmark: pgfId-1054340]Enables a route-map policy for incoming SA messages. By default, all SA messages are received.
  
        
 
         
         	[bookmark: pgfId-1054344]ip msdp sa-policy [bookmark: marker-1060490]peer-ip-address policy-name out
 [bookmark: pgfId-1054345]
 [bookmark: pgfId-1054346]Example:
 [bookmark: pgfId-1054347]switch(config)# ip msdp sa-policy 192.168.1.10 my_outgoing_sa_policy out
  
         	[bookmark: pgfId-1054349]Enables a route-map policy for outgoing SA messages. By default, all registered sources are sent in SA messages.
  
        
 
         
         	[bookmark: pgfId-1054353]ip msdp sa-limit [bookmark: marker-1060491]peer-ip-address limit
 [bookmark: pgfId-1054354]
 [bookmark: pgfId-1058883]Example:
 [bookmark: pgfId-1054356]switch(config)# ip msdp sa-limit 192.168.1.10 5000
  
         	[bookmark: pgfId-1054358]Sets a limit on the number of (S, G) entries accepted from the peer. By default, there is no limit.
  
        
 
         
         	[bookmark: pgfId-1054360]Step 3
  
         	[bookmark: pgfId-1054362]show ip msdp peer [peer-address] [vrf vrf-name | known-vrf-name | all]
 [bookmark: pgfId-1054363]
 [bookmark: pgfId-1054364]Example:
 [bookmark: pgfId-1054365]switch# show ip msdp peer 1.1.1.1
  
         	[bookmark: pgfId-1054367](Optional) Displays detailed MDSP peer information.
  
        
 
         
         	[bookmark: pgfId-1054369]Step 4
  
         	[bookmark: pgfId-1054371]copy running-config startup-config
 [bookmark: pgfId-1054372]
 [bookmark: pgfId-1054373]Example:
 [bookmark: pgfId-1054374]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054376](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054379][bookmark: 12542]Configuring MSDP Global Parameters
 
     [bookmark: pgfId-1054383]You can configure the optional MSDP global parameters described in Table 1-3.
 
     [bookmark: pgfId-1054410]
 
      
       
        
        [bookmark: pgfId-1054390]Table 1-3 [bookmark: 38075]MSDP Global Parameters 
 
        
        
         
         	 
           
           [bookmark: pgfId-1054394]Parameter 
          
  
         	 
           
           [bookmark: pgfId-1054396]Description 
          
  
        
 
         
         	[bookmark: pgfId-1054398][bookmark: marker-1060503]Originator interface name
  
         	[bookmark: pgfId-1054400]IP address used in the RP field of an SA message entry. When Anycast RPs are used, all RPs use the same IP address. You can use this parameter to define a unique IP address for the RP of each MSDP peer. By default, the software uses the RP address of the local system.
 [bookmark: pgfId-1054401]Note We recommend that you use a loopback interface for the RP address.
  
        
 
         
         	[bookmark: pgfId-1054403][bookmark: marker-1060504]Group limit
  
         	[bookmark: pgfId-1054405]Maximum number of (S, G) entries that the software creates for the specified prefix. The software ignores groups when the group limit is exceeded and logs a violation. By default, no group limit is defined.
  
        
 
         
         	[bookmark: pgfId-1054407][bookmark: marker-1060505]SA interval
  
         	[bookmark: pgfId-1054409]Interval at which the software transmits Source-Active (SA) messages. The range is from 60 to 65,535 seconds. The default is 60 seconds.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1063900]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1063901]Ensure that you have installed the Enterprise Services license and enabled PIM and MSDP.
 
    
 
     
      [bookmark: pgfId-1054411]SUMMARY STEPS
 
     [bookmark: pgfId-1054415] 1. config t
 
     [bookmark: pgfId-1054416] 2. ip msdp originator-id interface
 
     [bookmark: pgfId-1054417]ip msdp group-limit limit source source-prefix
 
     [bookmark: pgfId-1054418]ip msdp sa-interval seconds
 
     [bookmark: pgfId-1058152] 3. (Optional) show ip msdp summary [vrf vrf-name | known-vrf-name | all]
 
     [bookmark: pgfId-1054419] 4. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054420]DETAILED STEPS
 
     [bookmark: pgfId-1054491]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054430] 
          
  
         	 
           
           [bookmark: pgfId-1054432]Command 
          
  
         	 
           
           [bookmark: pgfId-1054434]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054436]Step 1
  
         	[bookmark: pgfId-1054438]config t
 [bookmark: pgfId-1054439]
 [bookmark: pgfId-1054440]Example:
 [bookmark: pgfId-1054441]switch# config t
 [bookmark: pgfId-1054442]switch(config)#
  
         	[bookmark: pgfId-1054444]Enters configuration mode.
  
        
 
         
         	 [bookmark: pgfId-1054446]Step 2
  
         	[bookmark: pgfId-1054448]ip msdp originator-id [bookmark: marker-1060492]interface
 [bookmark: pgfId-1054449]
 [bookmark: pgfId-1054450]Example:
 [bookmark: pgfId-1054451]switch(config)# ip msdp originator-id loopback0
  
         	[bookmark: pgfId-1054453]Sets the IP address used in the RP field of an SA message entry. The interface can take the form of type slot/port. By default, the software uses the RP address of the local system.
 [bookmark: pgfId-1054454]Note We recommend that you use a loopback interface for the RP address.
  
        
 
         
         	[bookmark: pgfId-1054458]ip msdp group-limit [bookmark: marker-1060493]limit source source-prefix
 [bookmark: pgfId-1054459]
 [bookmark: pgfId-1054460]Example:
 [bookmark: pgfId-1054461]switch(config)# ip msdp group-limit 1000 source 192.168.1.0/24
  
         	[bookmark: pgfId-1054463]Maximum number of (S, G) entries that the software creates for the specified prefix. The software ignores groups when the group limit is exceeded and logs a violation. By default, no group limit is defined.
  
        
 
         
         	[bookmark: pgfId-1054467]ip msdp sa-interval [bookmark: marker-1060494]seconds
 [bookmark: pgfId-1054468]
 [bookmark: pgfId-1054469]Example:
 [bookmark: pgfId-1054470]switch(config)# ip msdp sa-interval 80
  
         	[bookmark: pgfId-1054472]Interval at which the software transmits Source-Active (SA) messages. The range is from 60 to 65,535 seconds. The default is 60 seconds.
  
        
 
         
         	[bookmark: pgfId-1054474]Step 3
  
         	[bookmark: pgfId-1054476]show ip msdp summary [vrf vrf-name | known-vrf-name | all]
 [bookmark: pgfId-1054477]
 [bookmark: pgfId-1054478]Example:
 [bookmark: pgfId-1054479]switch# show ip msdp summary
  
         	[bookmark: pgfId-1054481](Optional) Displays a summary of the MDSP configuration.
  
        
 
         
         	[bookmark: pgfId-1054483]Step 4
  
         	[bookmark: pgfId-1054485]copy running-config startup-config
 [bookmark: pgfId-1054486]
 [bookmark: pgfId-1054487]Example:
 [bookmark: pgfId-1054488]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054490](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054493][bookmark: 80944]Configuring MSDP Mesh Groups
 
     [bookmark: pgfId-1054494]You can configure optional [bookmark: marker-1060506]MDSP mesh groups in global configuration mode by specifying each peer in the mesh. You can configure multiple mesh groups on the same router and multiple peers per mesh group.
 
    
 
     
      [bookmark: pgfId-1063935]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1063936]Ensure that you have installed the Enterprise Services license and enabled PIM and MSDP.
 
    
 
     
      [bookmark: pgfId-1054495]SUMMARY STEPS
 
     [bookmark: pgfId-1054499] 1. config t
 
     [bookmark: pgfId-1054500] 2. ip msdp mesh-group peer-ip-addr mesh-name
 
     [bookmark: pgfId-1058187] 3. Repeat Step 2 for each MSDP peer in the mesh.
 
     [bookmark: pgfId-1058188] 4. show ip msdp mesh-group [mesh-group] [vrf vrf-name | known-vrf-name | all]
 
     [bookmark: pgfId-1058189] 5. copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054503]DETAILED STEPS
 
     [bookmark: pgfId-1054561]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054513] 
          
  
         	 
           
           [bookmark: pgfId-1054515]Command 
          
  
         	 
           
           [bookmark: pgfId-1054517]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054519]Step 1
  
         	[bookmark: pgfId-1054521]config t
 [bookmark: pgfId-1054522]
 [bookmark: pgfId-1054523]Example:
 [bookmark: pgfId-1054524]switch# config t
 [bookmark: pgfId-1054525]switch(config)#
  
         	[bookmark: pgfId-1054527]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054529]Step 2
  
         	[bookmark: pgfId-1054531]ip msdp mesh-group [bookmark: marker-1060495]peer-ip-addr mesh-name
 [bookmark: pgfId-1054532]
 [bookmark: pgfId-1054533]Example:
 [bookmark: pgfId-1054534]switch(config)# ip msdp mesh-group 192.168.1.10 my_mesh_1
  
         	[bookmark: pgfId-1054536]Configures an MSDP mesh with the peer IP address specified. You can configure multiple meshes on the same router and multiple peers per mesh group. By default, no mesh groups are configured.
  
        
 
         
         	[bookmark: pgfId-1054538]Step 3
  
         	[bookmark: pgfId-1054540]Repeat Step 2 for each MSDP peer in the mesh by changing the peer IP address.
  
         	[bookmark: pgfId-1054542]—
  
        
 
         
         	[bookmark: pgfId-1054544]Step 4
  
         	[bookmark: pgfId-1054546]show ip msdp mesh-group [mesh-group] [vrf vrf-name | known-vrf-name | all]
 [bookmark: pgfId-1054547]
 [bookmark: pgfId-1054548]Example:
 [bookmark: pgfId-1054549]switch# show ip msdp summary
  
         	[bookmark: pgfId-1054551](Optional) Displays information about the MDSP mesh group configuration.
  
        
 
         
         	[bookmark: pgfId-1054553]Step 5
  
         	[bookmark: pgfId-1054555]copy running-config startup-config
 [bookmark: pgfId-1054556]
 [bookmark: pgfId-1054557]Example:
 [bookmark: pgfId-1054558]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054560](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054563][bookmark: 83532]Restarting the MSDP Process
 
     [bookmark: pgfId-1054564]You can restart the [bookmark: marker-1060507]MSDP [bookmark: marker-1060965]process and optionally flush all routes.
 
    
 
     
      [bookmark: pgfId-1063965]BEFORE YOU BEGIN
 
     [bookmark: pgfId-1063966]Ensure that you have installed the Enterprise Services license and enabled PIM and MSDP.
 
    
 
     
      [bookmark: pgfId-1054565]SUMMARY STEPS
 
     [bookmark: pgfId-1054569] 1. restart msdp
 
     [bookmark: pgfId-1054570] 2. config t
 
     [bookmark: pgfId-1054571] 3. ip msdp flush-routes
 
     [bookmark: pgfId-1054572] 4. (Optional) show running-configuration | include flush-routes
 
     [bookmark: pgfId-1054573] 5. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1054574]DETAILED STEPS
 
     [bookmark: pgfId-1054635]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1054584] 
          
  
         	 
           
           [bookmark: pgfId-1054586]Command 
          
  
         	 
           
           [bookmark: pgfId-1054588]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054590]Step 1
  
         	[bookmark: pgfId-1054592]restart msdp
 [bookmark: pgfId-1054593]
 [bookmark: pgfId-1054594]Example:
 [bookmark: pgfId-1054595]switch# restart msdp
  
         	[bookmark: pgfId-1054597]Restarts the MSDP process.
  
        
 
         
         	[bookmark: pgfId-1054599]Step 2
  
         	[bookmark: pgfId-1054601]config t
 [bookmark: pgfId-1054602]
 [bookmark: pgfId-1054603]Example:
 [bookmark: pgfId-1054604]switch# config t
 [bookmark: pgfId-1054605]switch(config)#
  
         	[bookmark: pgfId-1054607]Enters configuration mode.
  
        
 
         
         	[bookmark: pgfId-1054609]Step 3
  
         	[bookmark: pgfId-1054611]ip msdp flush-routes[bookmark: marker-1060496]
 [bookmark: pgfId-1054612]
 [bookmark: pgfId-1054613]Example:
 [bookmark: pgfId-1054614]switch(config)# ip msdp flush-routes
  
         	[bookmark: pgfId-1054616]Removes routes when the MSDP process is restarted. By default, routes are not flushed.
  
        
 
         
         	[bookmark: pgfId-1054618]Step 4
  
         	[bookmark: pgfId-1054620]show running-configuration | include flush-routes
 [bookmark: pgfId-1054621]
 [bookmark: pgfId-1054622]Example:
 [bookmark: pgfId-1054623]switch(config)# show running-configuration | include flush-routes
  
         	[bookmark: pgfId-1054625](Optional) Shows flush-routes configuration lines in the running configuration.
  
        
 
         
         	[bookmark: pgfId-1054627]Step 5
  
         	[bookmark: pgfId-1054629]copy running-config startup-config
 [bookmark: pgfId-1054630]
 [bookmark: pgfId-1054631]Example:
 [bookmark: pgfId-1054632]switch(config)# copy running-config startup-config
  
         	[bookmark: pgfId-1054634](Optional) Saves configuration changes.
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1054637][bookmark: 48831]Verifying the MSDP Configuration
 
    [bookmark: pgfId-1054638]To display the MSDP configuration information, perform one of the following tasks:
 
    [bookmark: pgfId-1054668]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1054641]Command 
         
  
        	 
          
          [bookmark: pgfId-1054643]Purpose 
         
  
       
 
        
        	[bookmark: pgfId-1054645]show ip msdp count [bookmark: marker-1060508][as-number] [vrf vrf-name | known-vrf-name | all]
  
        	[bookmark: pgfId-1054647]Displays MSDP (S, G) entry and group counts by the AS number.
  
       
 
        
        	[bookmark: pgfId-1054649]show ip msdp mesh-group [bookmark: marker-1060509][mesh-group] [vrf vrf-name | known-vrf-name | all]
  
        	[bookmark: pgfId-1054651]Displays the MSDP mesh group configuration.
  
       
 
        
        	[bookmark: pgfId-1054653]show ip msdp peer [bookmark: marker-1060510][peer-address] [vrf vrf-name | known-vrf-name | all]
  
        	[bookmark: pgfId-1054655]Displays MSDP information for the MSDP peer.
  
       
 
        
        	[bookmark: pgfId-1054657]show ip msdp rpf [bookmark: marker-1060511][rp-address] [vrf vrf-name | known-vrf-name | all]
  
        	[bookmark: pgfId-1054659]Displays next-hop AS on the BGP path to an RP address.
  
       
 
        
        	[bookmark: pgfId-1054661]show ip msdp sources [bookmark: marker-1060512][vrf vrf-name | known-vrf-name | all]
  
        	[bookmark: pgfId-1054663]Displays the MSDP-learned sources and violations of configured group limits.
  
       
 
        
        	[bookmark: pgfId-1054665]show ip msdp summary [bookmark: marker-1060513][vrf vrf-name | known-vrf-name | all]
  
        	[bookmark: pgfId-1054667]Displays a summary of the MSDP peer configuration.
  
       
 
       
     
 
    
 
    [bookmark: pgfId-1066328]For detailed information about the fields in the output from these commands, see the Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x.
 
   
 
    
     [bookmark: pgfId-1066331][bookmark: 58298]Monitoring MSDP
 
    [bookmark: pgfId-1066332]You can display and clear MSDP statistics by using the features in this section.
 
    [bookmark: pgfId-1054676]This section has the following topics:
 
     
     	 [bookmark: pgfId-1054680]Displaying Statistics
 
     	 [bookmark: pgfId-1054684]Clearing Statistics
 
    
 
     
      [bookmark: pgfId-1054686][bookmark: 48096]Displaying Statistics
 
     [bookmark: pgfId-1054687]You can display MSDP [bookmark: marker-1060731]statistics using the commands listed in Table 1-4.
 
     [bookmark: pgfId-1054714]
 
      
       
        
        [bookmark: pgfId-1054691]Table 1-4 [bookmark: 49011]MSDP Statistics Commands
 
        
        
         
         	 
           
           [bookmark: pgfId-1054695]Command 
          
  
         	 
           
           [bookmark: pgfId-1054697]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1054699]show ip msdp [bookmark: marker-1060514][as-number] internal event-history {errors | messages}
  
         	[bookmark: pgfId-1054701]Displays memory allocation statistics.
  
        
 
         
         	[bookmark: pgfId-1054707]show ip msdp policy statistics sa-policy[bookmark: marker-1060523] peer-address {in | out} [vrf vrf-name | known-vrf-name | all]
  
         	[bookmark: pgfId-1054709]Displays the MSDP policy statistics for the MSDP peer.
  
        
 
         
         	[bookmark: pgfId-1054711]show ip msdp [bookmark: marker-1060524]{sa-cache | route} [source-address] [group-address] [vrf vrf-name | known-vrf-name | all] [asn-number] [peer peer-address]
  
         	[bookmark: pgfId-1054713]Displays the MSDP SA route cache. If you specify the source address, all groups for that source are displayed. If you specify a group address, all sources for that group are displayed.
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1054716][bookmark: 73641]Clearing Statistics
 
     [bookmark: pgfId-1054720]You can [bookmark: marker-1060732]clear the MSDP statistics using the commands listed in Table 1-5.
 
     [bookmark: pgfId-1054747]
 
      
       
        
        [bookmark: pgfId-1054724]Table 1-5 [bookmark: 26062]MSDP Clear Statistics Commands
 
        
        
         
         	 
           
           [bookmark: pgfId-1054728]Command 
          
  
         	 
           
           [bookmark: pgfId-1054730]Description 
          
  
        
 
         
         	[bookmark: pgfId-1054732]clear ip msdp peer [bookmark: marker-1060525][peer-address] [vrf vrf-name | known-vrf-name]
  
         	[bookmark: pgfId-1054734]Clears the TCP connection to an MSDP peer.
  
        
 
         
         	[bookmark: pgfId-1054736]clear ip msdp policy statistics sa-policy[bookmark: marker-1060526] peer-address {in | out} [vrf vrf-name | known-vrf-name]
  
         	[bookmark: pgfId-1054738]Clears statistics counters for MSDP peer SA policies.
  
        
 
         
         	[bookmark: pgfId-1054740]clear ip msdp statistics [bookmark: marker-1060527][peer-address] [vrf vrf-name | known-vrf-name]
  
         	[bookmark: pgfId-1054742]Clears statistics for MSDP peers.
  
        
 
         
         	[bookmark: pgfId-1054744]clear ip msdp [bookmark: marker-1060528]{sa-cache | route} [group-address] [vrf vrf-name | known-vrf-name | all]
  
         	[bookmark: pgfId-1054746]Clears the group entries in the SA cache.
  
        
 
        
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1054749][bookmark: 43572]Configuration Examples for MSDP
 
    [bookmark: pgfId-1054761]To configure [bookmark: marker-1060529]MSDP peers, some of the optional parameters, and a mesh group, follow these steps for each MSDP peer:
 
    
 
    [bookmark: pgfId-1054762]Step 1 Configure the MSDP peering relationship with other routers.
 
     
     [bookmark: pgfId-1054763]switch# config t 
    
 
     
     [bookmark: pgfId-1054764]switch(config)# ip msdp peer 192.168.1.10 connect-source ethernet 1/0 remote-as 8 
    
 
     
     [bookmark: pgfId-1054765] 
    
 
    [bookmark: pgfId-1054766]Step 2 Configure the optional peer parameters.
 
     
     [bookmark: pgfId-1054767]switch# config t 
    
 
     
     [bookmark: pgfId-1054768]switch(config)# ip msdp password 192.168.1.10 my_peer_password_AB 
    
 
     
     [bookmark: pgfId-1054769] 
    
 
    [bookmark: pgfId-1054770]Step 3 Configure the optional global parameters.
 
     
     [bookmark: pgfId-1054771]switch# config t 
    
 
     
     [bookmark: pgfId-1054772]switch(config)# ip msdp sa-interval 80 
    
 
     
     [bookmark: pgfId-1054773] 
    
 
    [bookmark: pgfId-1054774]Step 4 Configure the peers in each mesh group.
 
     
     [bookmark: pgfId-1054775]switch# config t 
    
 
     
     [bookmark: pgfId-1054776]switch(config)# ip msdp mesh-group 192.168.1.10 mesh_group_1 
    
 
     
     [bookmark: pgfId-1054777] 
    
 
    [bookmark: pgfId-1054778]
 
     
     
 
    
 
    
 
    [bookmark: pgfId-1054782]The following example shows how to configure a subset of the MSDP peering that is shown in Figure 1-1.
 
     
     	 [bookmark: pgfId-1054783]RP 3: 192.168.3.10 (AS 7)
 
    
 
     
     [bookmark: pgfId-1054784]config t 
    
 
     
     [bookmark: pgfId-1054785] ip msdp peer 192.168.1.10 connect-source ethernet 1/1 
    
 
     
     [bookmark: pgfId-1054786] ip msdp peer 192.168.2.10 connect-source ethernet 1/2 
    
 
     
     [bookmark: pgfId-1054787] ip msdp peer 192.168.6.10 connect-source ethernet 1/3 remote-as 9 
    
 
     
     [bookmark: pgfId-1054788] ip msdp password 192.168.6.10 my_peer_password_36 
    
 
     
     [bookmark: pgfId-1054789] ip msdp sa-interval 80 
    
 
     
     [bookmark: pgfId-1054790] ip msdp mesh-group 192.168.1.10 mesh_group_123 
    
 
     
     [bookmark: pgfId-1054791] ip msdp mesh-group 192.168.2.10 mesh_group_123 
    
 
     
     [bookmark: pgfId-1054792] ip msdp mesh-group 192.168.3.10 mesh_group_123 
    
 
     
     [bookmark: pgfId-1054793] 
    
 
     
     	 [bookmark: pgfId-1054794]RP 5: 192.168.5.10 (AS 8)
 
    
 
     
     [bookmark: pgfId-1054795]config t 
    
 
     
     [bookmark: pgfId-1054796] ip msdp peer 192.168.4.10 connect-source ethernet 1/1 
    
 
     
     [bookmark: pgfId-1054797] ip msdp peer 192.168.6.10 connect-source ethernet 1/2 remote-as 9 
    
 
     
     [bookmark: pgfId-1054798] ip msdp password 192.168.6.10 my_peer_password_56 
    
 
     
     [bookmark: pgfId-1054799] ip msdp sa-interval 80 
    
 
     
     [bookmark: pgfId-1054800] 
    
 
     
     	 [bookmark: pgfId-1054801]RP 6: 192.168.6.10 (AS 9)
 
    
 
     
     [bookmark: pgfId-1054802]config t 
    
 
     
     [bookmark: pgfId-1054803] ip msdp peer 192.168.7.10 connect-source ethernet 1/1 
    
 
     
     [bookmark: pgfId-1054804] ip msdp peer 192.168.3.10 connect-source ethernet 1/2 remote-as 7 
    
 
     
     [bookmark: pgfId-1054805] ip msdp peer 192.168.5.10 connect-source ethernet 1/3 remote-as 8 
    
 
     
     [bookmark: pgfId-1054806] ip msdp password 192.168.3.10 my_peer_password_36 
    
 
     
     [bookmark: pgfId-1054807] ip msdp password 192.168.5.10 my_peer_password_56 
    
 
     
     [bookmark: pgfId-1054808] ip msdp sa-interval 80 
    
 
     
     [bookmark: pgfId-1054809] 
    
 
   
 
    
     [bookmark: pgfId-1054990][bookmark: 96108]Additional References
 
    [bookmark: pgfId-1054991]For additional information related to implementing MSDP, see the following sections:
 
     
     	 [bookmark: pgfId-1054995]Related Documents
 
     	 [bookmark: pgfId-1054999]Standards
 
     	 [bookmark: pgfId-1055007] Appendix 1, “IETF RFCs for IP Multicast” 
 
     	 [bookmark: pgfId-1061769]
 
    
 
     
      [bookmark: pgfId-1055039][bookmark: 12973]Related Documents
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055015]Related Topic 
          
  
         	 
           
           [bookmark: pgfId-1055017]Document Title 
          
  
        
 
         
         	[bookmark: pgfId-1055019]VDCs
  
         	[bookmark: pgfId-1055023]Cisco Nexus 7000 Series NX-OS Virtual Device Context Configuration Guide, Release 4.2
  
        
 
         
         	[bookmark: pgfId-1055026]CLI commands
  
         	[bookmark: pgfId-1055031]Cisco Nexus 7000 Series NX-OS Multicast Routing Command Reference, Release 5.x
  
        
 
         
         	[bookmark: pgfId-1055033]Configuring Policy Based Routing and MBGP
  
         	[bookmark: pgfId-1055038]Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1055050][bookmark: 35448]Standards
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1055043]Standards 
          
  
         	 
           
           [bookmark: pgfId-1055045]Title 
          
  
        
 
         
         	[bookmark: pgfId-1055047]RFC 4624
  
         	[bookmark: pgfId-1065237]Multicast Source Discovery Protocol (MSDP) MIB
  
        
 
        
      
 
     
 
     [bookmark: pgfId-1055076][bookmark: 36742][bookmark: 84887]
 
    
 
   
 
  
 
  
  
   
   
    
     [bookmark: pgfId-1043201][bookmark: 42965]Configuring Multicast Interoperation with N7K-F132-15 Modules 
      
      
 
     
 
 
    [bookmark: pgfId-1043202]This chapter describes how multicasting interoperates in a chassis that contains both M Series and N7K-F132-15 modules.
 
    [bookmark: pgfId-1057260]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1057264]Information About Multicast Interoperation
 
     	 [bookmark: pgfId-1057268]Licensing Requirements for Multicast Interoperation
 
     	 [bookmark: pgfId-1043236]Prerequisites for Multicast Interoperation
 
     	 [bookmark: pgfId-1046652]Guidelines and Limitations
 
     	 [bookmark: pgfId-1046685]Configuring Layer 3 Multicast Using a Mixed Chassis
 
     	 [bookmark: pgfId-1064736]Verifying the Multicast Configuration
 
     	 [bookmark: pgfId-1064759]Feature History for Multicast Interoperation
 
    
 
   
 
    
     [bookmark: pgfId-1064982][bookmark: 15525]Information About Multicast Interoperation
 
    [bookmark: pgfId-1064983]Beginning with Cisco NX-OS Release 5.[bookmark: marker-1065024]1, you can add an N7K-F132-15 module, which is a Layer 2-only module, into the Cisco Nexus 7000 Series chassis. You can add this module to a chassis that already contains M Series modules to provide multicasting in a chassis that contains both N7K-F132-15 and M Series modules.
 
    [bookmark: pgfId-1065038]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1065123]Multicast Interoperation with N7K-F132-15 and M Series Modules
 
     	 [bookmark: pgfId-1065255]Virtualization Support
 
     	 [bookmark: pgfId-1065482]High Availability
 
    
 
     
      [bookmark: pgfId-1065043][bookmark: 35528]Multicast Interoperation with N7K-F132-15 and M Series Modules
 
      
       
     
 
     
 
     [bookmark: pgfId-1065073]Note You must install an N7K-M series module in the Cisco Nexus 7000 Series chassis to run Layer 3 routing and multicasting with the N7K-F132-15 module because you must have interfaces from both the M Series and the N7K-F132-15 modules in the same virtual device context (VDC). See the Cisco Nexus 7000 Series Virtual Device Context Configuration Guide, Release 5.x, for more information on VDCs.
 
      
      
 
     
 
     
 
     [bookmark: pgfId-1065074]Layer 3 routing and multicasting come up automatically when you have an N7K-M series module installed in the chassis with the N7K-F132-15 module. You can position a chassis with both N7K-F132-15 and M Series modules at the boundary between the Layer 2 and Layer 3 networks.
 
     [bookmark: pgfId-1065075]You must configure a VLAN interface for each VLAN on the N7K-F132-15 module that you want to use the proxy-routing functionality in a chassis that contains both N7K-F132-15 and M series modules. See the Cisco Nexus 7000 Series Interfaces Configuration Guide,Release 5.x, for information on configuring VLAN interfaces.
 
     [bookmark: pgfId-1065076]By default, all of the physical interfaces on the N7K-M series modules in the VDC become proxy routing ports for the VLANs that are configured with VLAN interfaces on the Layer 2-only N7K-F132-15 module in the same VDC. The physical interfaces on the M Series module can be administratively down and they still pass traffic as proxy routers. 
 
     [bookmark: pgfId-1065077]Packets that enter an interface on the N7K-F132-15 module are automatically forwarded to one of the interfaces on the M Series modules in the same VDC to be routed. The interface on the M Series module also performs egress replication for Layer 3 multicast packets that enter an interface on the N7K-F132-15 module in the same VDC. See the Cisco Nexus 7000 Series NX-OS Unicast Routing Configuration Guide, Release 5.x, for additional information about the routing interoperation with the N7K-F132-15 module.
 
     [bookmark: pgfId-1065079]You can specify which interfaces on the M Series modules in the VDC where you want to perform the egress replication of VLAN interfaces for Layer 3 multicast packets. For multicast egress replication, the system automatically rebalances all the VLAN interfaces among all the available M Series proxy routing interfaces. You can specify automatic or manual rebalancing among the proxy multicast replicators. If you specify manual rebalancing, you trigger a rebalance by entering a command. This command is useful when you are inserting or removing modules.
 
      
       
     
 
     
 
     [bookmark: pgfId-1065081]Note When you configure manual egress multicast replication load balancing and enter the rebalancing command, that command is not part of the configuration. It is not included in the commands that are copied when you enter the copy running-config startup-config command.
 
      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-1065770][bookmark: 95917]Virtualization Support
 
     [bookmark: pgfId-1065771]You must have interfaces from both the M Series and the N7K-F132-15 modules in the same VDC. 
 
     [bookmark: pgfId-1065772]See the Cisco Nexus 7000 Series Virtual Device Context Configuration Guide, Release 5.x, for more information about VDCs.
 
    
 
     
      [bookmark: pgfId-1065432][bookmark: 87544]High Availability
 
     [bookmark: pgfId-1065436]For information about high availability, see the Cisco Nexus 7000 Series NX-OS High Availability and Redundancy Guide, Release 5.x.
 
    
 
   
 
    
     [bookmark: pgfId-1046838][bookmark: 29596]Licensing Requirements for Multicast Interoperation
 
    [bookmark: pgfId-1065309]The following table shows the [bookmark: marker-1065308]licensing requirements for this feature:
 
    [bookmark: pgfId-1065330]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1065312]Product 
         
  
        	 
          
          [bookmark: pgfId-1065314]License Requirement 
         
  
       
 
        
        	[bookmark: pgfId-1065324]Cisco NX-OS
  
        	[bookmark: pgfId-1065326]Multicast replication requires no license. 
 [bookmark: pgfId-1065403]However, PIM and PIM6 require an Enterprise Services license. For a complete explanation of the Cisco NX-OS licensing scheme and how to obtain and apply licenses, see the Cisco NX-OS Licensing Guide.
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1044860][bookmark: 16098]Prerequisites for Multicast Interoperation
 
    [bookmark: pgfId-1044861]For multicast interoperation, you must have at least one module of the following series in the Cisco Nexus 7000 Series chassis, as well as a valid license installed:
 
     
     	 [bookmark: pgfId-1044722]M Series
 
     	 [bookmark: pgfId-1044723]N7K-F132-15
 
    
 
   
 
    
     [bookmark: pgfId-1057302][bookmark: 58316]Guidelines and Limitations
 
    [bookmark: pgfId-1057303]Multicasting has the following configuration guidelines and limitations:
 
     
     	 [bookmark: pgfId-1065824]You must have interfaces from both the M Series and the N7K-F132-15 modules in the same VDC. 
 
    
 
   
 
    
     [bookmark: pgfId-1065962][bookmark: 24305]Configuring Layer 3 Multicast Using a Mixed Chassis
 
    [bookmark: pgfId-1065964]You can configure a Layer 3 gateway in a chassis with N7K-F132-15 and M series modules, [bookmark: marker-1065963]by using the proxy routing functionality. You enable routing on a specific VLAN by configuring a VLAN interface. See the Cisco Nexus 7000 Series NX-OS Interfaces Configuration Guide, Release 5.x, for more information about Layer 3 routing and VLAN interfaces. 
 
    [bookmark: pgfId-1065965]By default, Layer 3 routing and multicasting come up automatically when you have an N7K-M Series module installed in the chassis with the N7K-F132-15 module. Layer 3 routing, multicasting, and load balancing among the available N7K-M Series works by default using proxy routing on the N7K-M Series modules.
 
    [bookmark: pgfId-1065966]Optionally, you can specify which physical interfaces on the N7K-M Series modules that you want to use for egress multicast replication, as well as forcing rebalancing.
 
     
      [bookmark: pgfId-1065967]BEFORE YOU BEGIN 
 
     [bookmark: pgfId-1065968]You must configure a VLAN interface for each VLAN on the N7K-F132-15 module where you want to use the proxy-routing functionality in a mixed chassis.
 
     [bookmark: pgfId-1065969]You must have interfaces from both the M Series and the N7K-F132-15 modules in the same VDC. 
 
     [bookmark: pgfId-1067854]If you remove an interface from the VDC and then enter this command, the removed interface only display when you reload the VDC.
 
    
 
     
      [bookmark: pgfId-1065970]SUMMARY STEPS
 
     [bookmark: pgfId-1065971] 1. config t
 
     [bookmark: pgfId-1065972] 2. hardware proxy layer-3 replication {use | exclude} {module mod-number | interface slot/port} [module-type f1]
 
     [bookmark: pgfId-1065973] 3. hardware proxy layer-3 replication rebalance-mode {auto | manual} 
 
     [bookmark: pgfId-1065974] 4. hardware proxy layer-3 replication trigger rebalance
 
     [bookmark: pgfId-1065975] 5. exit
 
     [bookmark: pgfId-1065976] 6. (Optional) show hardware proxy layer-3 detail
 
     [bookmark: pgfId-1065977] 7. (Optional) copy running-config startup-config
 
    
 
     
      [bookmark: pgfId-1065978]DETAILED STEPS
 
     [bookmark: pgfId-1066053]
 
      
       
        
         
         	 
           
           [bookmark: pgfId-1065981] 
          
  
         	 
           
           [bookmark: pgfId-1065983]Command 
          
  
         	 
           
           [bookmark: pgfId-1065985]Purpose 
          
  
        
 
         
         	[bookmark: pgfId-1065987]Step 1
  
         	[bookmark: pgfId-1065989]config t
 [bookmark: pgfId-1065990]
 [bookmark: pgfId-1065991]Example:
 [bookmark: pgfId-1065992]switch# config t
 [bookmark: pgfId-1065993]switch(config)#
  
         	[bookmark: pgfId-1065995]Enters global configuration mode.
  
        
 
         
         	[bookmark: pgfId-1065997]Step 2
  
         	[bookmark: pgfId-1065999]hardware proxy layer-3 replication {use | exclude} {module mod-number | interface slot/port} [module-type f1]
 [bookmark: pgfId-1066000]
 [bookmark: pgfId-1066001]Example:
 [bookmark: pgfId-1066002]switch(config)# hardware proxy layer-3 replication exclude interface ethernet 2/1-16, ethernet 3/1, ethernet 4/1-2
  
         	[bookmark: pgfId-1066004]Configures specific modules and physical interfaces on the N7K-M Series module to provide egress proxy replication of Layer 3 multicast packets on the N7K-F132-15 module.
  
        
 
         
         	[bookmark: pgfId-1066006]Step 3
  
         	[bookmark: pgfId-1066008]hardware proxy layer-3 replication rebalance-mode {auto | manual}
 [bookmark: pgfId-1066009]
 [bookmark: pgfId-1066010]Example:
 [bookmark: pgfId-1066011]switch(config)# hardware proxy layer-3 replication rebalance-mode auto
  
         	[bookmark: pgfId-1066013]Configures the load balancing among the proxy routing replication interfaces. When you choose auto, the switch automatically rebalances the configured VLAN interface multicast replication traffic load among all the N7K-M Series replicators. The default value is manual.
 mode, the switch automatically balances all traffic among the available proxy routing interfaces on the M Series modules in the chassis when you first start up the switch.
  
        
 
         
         	[bookmark: pgfId-1066016]Step 4
  
         	[bookmark: pgfId-1066018]hardware proxy layer-3 replication trigger rebalance
 [bookmark: pgfId-1066019]
 [bookmark: pgfId-1066020]Example:
 [bookmark: pgfId-1066021]switch(config)# hardware proxy layer-3 replication trigger rebalance
  
         	[bookmark: pgfId-1066023]When you configure manual again in Step 3, use this command to trigger one-time load balancing among all the proxy routing multicast replication interfaces. This command is not effective if you have configured auto in Step 3.
 [bookmark: pgfId-1066024]Note This command is not saved in the configuration; it is a one-time event.
  
        
 
         
         	[bookmark: pgfId-1066026]Step 5
  
         	[bookmark: pgfId-1066028]exit
 [bookmark: pgfId-1066029]
 [bookmark: pgfId-1066030]Example:
 [bookmark: pgfId-1066031]switch(config)# exit
 [bookmark: pgfId-1066032]switch#
  
         	[bookmark: pgfId-1066034]Exits configuration mode.
  
        
 
         
         	[bookmark: pgfId-1066036]Step 6
  
         	[bookmark: pgfId-1066038]show hardware proxy layer-3 detail
 [bookmark: pgfId-1066039]
 [bookmark: pgfId-1066040]Example:
 [bookmark: pgfId-1066041]switch# show hardware proxy layer-3 detail
  
         	[bookmark: pgfId-1066043](Optional) Displays the information on the proxy Layer-3 functionality.
  
        
 
         
         	[bookmark: pgfId-1066045]Step 7
  
         	[bookmark: pgfId-1066047]copy running-config startup-config
 [bookmark: pgfId-1066048]
 [bookmark: pgfId-1066049]Example:
 [bookmark: pgfId-1066050]switch# copy running-config startup-config
  
         	[bookmark: pgfId-1066052](Optional) Copies the running configuration to the startup configuration. 
  
        
 
        
      
 
     
 
    
 
     
      [bookmark: pgfId-1067123]EXAMPLES
 
     [bookmark: pgfId-1067096]This example shows how to specify certain physical interfaces on the N7K-M Series modules to perform egress multicast replication for VLANs on the N7K-F132-15 module in a mixed chassis and to trigger a rebalance:
 
      
      [bookmark: pgfId-1066055]switch# config t  
     
 
      
      [bookmark: pgfId-1066056]switch(config)# hardware proxy layer-3 replication exclude interface ethernet 2/1-16, 3/1, 4/1-2 
     
 
      
      [bookmark: pgfId-1066057]switch(config)# hardware proxy layer-3 replication rebalance mode manual 
     
 
      
      [bookmark: pgfId-1066058]switch(config)# hardware proxy layer-3 replication trigger rebalance 
     
 
      
      [bookmark: pgfId-1066059]switch(config)# 
     
 
    
 
   
 
    
     [bookmark: pgfId-1066392][bookmark: 48831]Verifying the Multicast Configuration
 
    [bookmark: pgfId-1066393]To display multicast configuration information, perform one of the following tasks:
 
    [bookmark: pgfId-1066407]
 
     
      
       
        
        	 
          
          [bookmark: pgfId-1066396]Command 
         
  
        	 
          
          [bookmark: pgfId-1066398]Purpose 
         
  
       
 
        
        	[bookmark: pgfId-1066400]show hardware proxy layer-3 detail
  
        	[bookmark: pgfId-1066402]Displays information about the Layer 3 proxy routing functionality in a mixed chassis with both M series and N7K-F132-15 modules.
  
       
 
        
        	[bookmark: pgfId-1066404]show hardware proxy layer-3 counters {brief | detail}
  
        	[bookmark: pgfId-1066406]Displays information about the number of packets that are sent by the N7K-F132-15 modules to each of the M Series modules for proxy forwarding.
 command to reset the counters to 0.
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-1066509][bookmark: 84887][bookmark: 92503]Feature History for Multicast Interoperation
 
    [bookmark: pgfId-1066513]Table 1-1 lists the release history for this feature.
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       [bookmark: pgfId-1066518]Table 1-1 [bookmark: 50557]Feature History for Multicast Interoperation
 
       
       
        
        	 
          
          [bookmark: pgfId-1066524]Feature Name 
         
  
        	 
          
          [bookmark: pgfId-1066526]Releases 
         
  
        	 
          
          [bookmark: pgfId-1066528]Feature Information 
         
  
       
 
        
        	[bookmark: pgfId-1066530]Multicast interoperation between F Series and M Series modules in the Cisco Nexus 7000 Series chassis
  
        	[bookmark: pgfId-1066532]5.1(1)
  
        	[bookmark: pgfId-1066543]This feature, along with the N7K-F132-15 modules, was introduced in this release.
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     [bookmark: pgfId-1007671][bookmark: 55122]IETF RFCs for IP Multicast 
      
      
 
     
 
 
    [bookmark: pgfId-1013775]This appendix contains Internet Engineering Task Force (IETF) RFCs related to IP multicast. For information about IETF RFCs, see http://www.ietf.org/rfc.html.
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          [bookmark: pgfId-1013780]Title 
         
  
       
 
        
        	[bookmark: pgfId-1013783]RFC 2236
  
        	[bookmark: pgfId-1013785]Internet Group Management Protocol, Version 2
  
       
 
        
        	[bookmark: pgfId-1013788]RFC 2365
  
        	[bookmark: pgfId-1013790]Administratively Scoped IP Multicast
  
       
 
        
        	[bookmark: pgfId-1013793]RFC 2858
  
        	[bookmark: pgfId-1013795]Multiprotocol Extensions for BGP-4
  
       
 
        
        	[bookmark: pgfId-1013798]RFC 3376
  
        	[bookmark: pgfId-1013800]Internet Group Management Protocol, Version 3
  
       
 
        
        	[bookmark: pgfId-1013803]RFC 3446
  
        	[bookmark: pgfId-1013805]Anycast Rendezvous Point (RP) mechanism using Protocol Independent Multicast (PIM) and Multicast Source Discovery Protocol (MSDP)
  
       
 
        
        	[bookmark: pgfId-1013808]RFC 3569
  
        	[bookmark: pgfId-1013810]An Overview of Source-Specific Multicast (SSM)
  
       
 
        
        	[bookmark: pgfId-1013813]RFC 3618
  
        	[bookmark: pgfId-1013815]Multicast Source Discovery Protocol (MSDP)
  
       
 
        
        	[bookmark: pgfId-1013818]RFC 4291
  
        	[bookmark: pgfId-1013820]IP Version 6 Addressing Architecture
  
       
 
        
        	[bookmark: pgfId-1013823]RFC 4541
  
        	[bookmark: pgfId-1013825]Considerations for Internet Group Management Protocol (IGMP) and Multicast Listener Discovery (MLD) Snooping Switches
  
       
 
        
        	[bookmark: pgfId-1013828]RFC 4601
  
        	[bookmark: pgfId-1013830]Protocol Independent Multicast - Sparse Mode (PIM-SM): Protocol Specification (Revised)
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        	[bookmark: pgfId-1013835]Anycast-RP Using Protocol Independent Multicast (PIM)
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        	[bookmark: pgfId-1013903]Bootstrap Router (BSR) Mechanism for Protocol Independent Multicast (PIM)
  
       
 
        
        	[bookmark: pgfId-1013838]RFC 5132
  
        	[bookmark: pgfId-1013840]IP Multicast MIB
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     [bookmark: pgfId-1014867][bookmark: 14091]Configuration Limits for Cisco NX-OS Multicast 
      
      
 
     
 
 
    [bookmark: pgfId-1017144]The features supported by Cisco NX-OS have maximum configuration limits. Some of the features have configurations that support limits less than the maximum limits. 
 
    [bookmark: pgfId-1017665]The configuration limits are documented in the Cisco Nexus 7000 Series NX-OS Verified Scalability Guide.
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