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About the Cisco Validated Design Program

The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and
documented to facilitate faster, more reliable, and more predictable customer deployments. For more

information, go to: http://www.cisco.com/go/designzone.
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Executive Summary

Application modernization is the foundation for digital transformation, enabling organizations to integrate
advanced technologies. The key technologies include Al, l1oT, cloud computing, and data analytics. Once
integrated, these technologies enable businesses to take advantage of digital innovations and identify growth
opportunities. These applications are diverse, distributed across geographies and deployed across data centers
,edge and remote sites. For instance, new Al workloads, demand modern infrastructure to make inferences in
branch offices, retail locations, or the network edge. The key challenge for IT Administrators is how to quickly
deploy and manage infrastructure at scale, whether with many servers at a core data center or with many
dispersed locations.

Hyperconverged Infrastructure (HCI) solves many of today’s challenges because it offers built-in data
redundancy and a smooth path to scaling up computing and storage resources as your needs grow.

The Cisco Compute Hyperconverged (CCHC) with Nutanix solution helps you overcome the challenge of
deploying on a global scale with an integrated workflow. The solution uses Cisco Intersight® to deploy and
manage physical infrastructure, and Nutanix Prism Central to manage your hyperconverged environment. Cisco
and Nutanix engineers have tightly integrated our tools through APIs, establishing a joint cloud-operating model.

Whether it is at the core, edge or remote site, Cisco HCI with Nutanix provides you with a best in-class solution,
enabling zero-touch accelerated deployment through automated workflows, simplified operations with an
enhanced solution-support model combined with proactive, automated resiliency, secure cloud-based
management and deployment through Cisco Intersight and enhanced flexibility with choice of compute and
network infrastructure

This Cisco Validated Design and Deployment Guide provides prescriptive guidance for the design, setup, and
configuration to deploy Cisco Compute Hyperconverged with Nutanix in Intersight Standalone mode allowing
nodes to be connected to a pair of Top-of-Rack (ToR) switches and servers are centrally managed using Cisco
Intersight®.

For more information on Cisco Compute for Hyperconverged with Nutanix, go to: https://www.cisco.com/go/hci
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Solution Overview

This chapter contains the following:
o Audience

o Purpose of this Document
¢ Solution Summary

Audience

The intended audience for this document includes sales engineers, field consultants, professional services, IT
managers, partner engineering staff, and customers deploying Cisco Compute Hyperconverged Solution with
Nutanix. External references are provided wherever applicable, but readers are expected to be familiar with
Cisco Compute, Nutanix, plus infrastructure concepts, network switching and connectivity, and the security
policies of the customer installation.

Purpose of this Document

This document describes the design, configuration, and deployment steps for Citrix Virtual Apps and Desktops
Virtual Desktop Infrastructure (VDI) on Cisco Compute Hyperconverged with Nutanix in Intersight Standalone
Mode (ISM).

Solution Summary

The Cisco Compute Hyperconverged with Nutanix family of appliances delivers pre-configured UCS servers
ready to be deployed as nodes to form Nutanix clusters in various configurations. Each server appliance
contains three software layers: Cisco UCS server firmware, hypervisor (Nutanix AHV), and hyperconverged
storage software (Nutanix AOS).

Physically, nodes are deployed into a cluster, with a cluster consisting of four Cisco Compute Hyperconverged
All-Flash Servers capable of supporting 600 users. Nutanix clusters can be scaled out to the maximum cluster
server limit documented by Nutanix. The environment can be scaled into multiple clusters. The minimum

depends on the management mode. These servers can be interconnected and managed in two different ways:

UCS Managed mode: The nodes are connected to a pair of Cisco UCS® 6400 Series or Cisco UCS 6500 Series
fabric interconnects and managed as a single system using UCS Manager. The minimum number of nodes in
such a cluster is three. These clusters can support both general-purpose deployments and mission-critical
high-performance environments.

Intersight Standalone mode: The nodes are connected to a pair of Top-of-Rack (ToR) switches, and servers
are centrally managed using Cisco Intersight®, while Nutanix Prism Central manages the hyperconverged
environment..

The present solution elaborates on the design and deployment details for deploying Cisco C-Series nodes in
DC-no-FI environments for Nutanix configured in Intersight Standalone Mode (ISM).
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Technology Overview
This chapter contains the following:

o Cisco Unified Computing System
o Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers

The components deployed in this solution are configured using best practices from both Cisco and Nutanix to
deliver an enterprise-class VDI solution deployed on Cisco Compute Hyperconverged Rack Servers. The
following sections summarize the key features and capabilities available in these components.

Cisco Unified Computing System

Cisco Unified Computing System (Cisco UCS) is a next-generation data center platform that integrates
computing, networking, storage access, and virtualization resources into a cohesive system designed to reduce
total cost of ownership and increase business agility. The system integrates a low-latency, lossless 10-100
Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. The system is an
integrated, scalable, multi-chassis platform with a unified management domain for managing all resources.

Cisco Unified Computing System consists of the following subsystems:

« Compute—The compute piece of the system incorporates servers based on the Second-Generation Intel®
Xeon® Scalable processors. Servers are available in blade and rack form factor, managed by Cisco UCS
Manager.

o Network—The integrated network fabric in the system provides a low-latency, lossless, 10/25/40/100
Gbps Ether-net fabric. Networks for LAN, SAN and management access are consolidated within the fabric.
The unified fabric uses the innovative Single Connect technology to lowers costs by reducing the number of
network adapters, switches, and cables. This in turn lowers the power and cooling needs of the system.

« Virtualization—The system unleashes virtualization's full potential by enhancing its scalability, performance,
and operational control. Cisco security, policy enforcement, and diagnostic features are now extended into
virtual environments to support evolving business needs.

Cisco UCS Differentiators

Cisco Unified Computing System is revolutionizing how servers are managed in the datacenter. The following
are the unique differentiators of Cisco Unified Computing System and Cisco UCS Manager:

« Embedded Management—In Cisco UCS, the servers are managed by the embedded firmware in the Fabric
Inter-connects, eliminating the need for external physical or virtual devices to manage the servers.

« Unified Fabric—In Cisco UCS, from blade server chassis or rack servers to Fl, a single Ethernet cable is
used for LAN, SAN, and management traffic. This converged I/O results in reduced cables, SFPs, and
adapters, reducing the overall solution's capital and operational expenses.

« Auto Discovery—By simply inserting the blade server in the chassis or connecting the rack server to the
fabric interconnect, discovery and inventory of compute resources occurs automatically without any
management intervention. Combining unified fabric and auto-discovery enables the wire-once architecture
of Cisco UCS, where the compute capability of Cisco UCS can be extended easily while keeping the
existing external connectivity to LAN, SAN, and management networks.

Cisco UCS Manager

Cisco UCS Manager (UCSM) provides unified, integrated management for all software and hardware
components in Cisco UCS. Using Cisco Single Connect technology, it manages, controls, and administers
multiple chassis for thousands of virtual machines. Administrators use the software to manage the entire Cisco
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Unified Computing System as a single logical entity through an intuitive graphical user interface (GUI), a
command-line interface (CLI), or a through a robust application programming interface (API).

Cisco Intersight

Cisco Intersight is a lifecycle management platform for your infrastructure, regardless of location. In your
enterprise data center, at the edge, in remote and branch offices, at retail and industrial sites—all these locations
present unique management challenges and typically require separate tools. Cisco Intersight Software as a
Service (SaaS) unifies and simplifies your experience of the Cisco Unified Computing System and Cisco
HyperFlex systems. See Figure 1.

Figure 1. Cisco Intersight
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Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers

The Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers extends the capabilities of
Cisco’s Compute Hyperconverged portfolio in a 2U form factor with the addition of the 4th Gen Intel® Xeon®
Scalable Processors (codenamed Sapphire Rapids), 16 DIMM slots per CPU for DDR5-4800 DIMMs with DIMM
capacity points up to 256GB.

The All-NVMe/all-Flash Server supports 2x 4th Gen Intel® Xeon® Scalable Processors (codenamed Sapphire
Rapids) with up to 60 cores per processor. It has memory up to 8TB with 32 x 256GB DDR5-4800 DIMMs in a
2-socket configuration. There are two servers to choose from:

o HCIAF240C-M7SN with up to 24 front facing SFF NVMe SSDs (drives are direct-attach to PCle Gen4 x2)
o« HCIAF240C-M7SX with up to 24 front facing SFF SAS/SATA SSDs
For more details, go to: HCIAF240C M7 All-NVMe/All-Flash Server specification sheet.
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Figure 2. Front View: HCIAF240C M7 All-NVMe/All-Flash Servers
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Solution Design
This chapter contains the following:

e Requirements
« Considerations

Requirements

Physical Components

Table 1 lists the required physical components and hardware.

Table 1. Cisco Compute Hyperconverged (CCHC) with Nutanix in Intersight standalone mode (ISM) Components

Component Hardware
Network Switches Two (2) Cisco UCS 6454 Nexus switches
Servers Four (4) Cisco C240 M7 All NVMe servers

Software Components

Table 2 lists the software components and the versions required for a single cluster of the Citrix Virtual Apps
and Desktops (CVAD) Virtual Desktop Infrastructure (VDI) on Cisco Compute Hyperconverged with Nutanix in
Intersight Standalone Mode (ISM), as tested, and validated in this document.

Table 2. Software Components and Hardware

Foundation Central 1.6

Prism Central deployed on ESXi pc.2024.1.0.1

cluster

AOS and AHV bundled nutanix_installer_package-release-fraser-6.8.0.1
Nutanix VirtlO 1.2.3

Cisco UCS Firmware Cisco UCS C-Series bundles, revision 4.3(3.240043)
Nutanix AHV Citrix Plug-in 2.7.7

Citrix Virtual Apps and Desktops 2203 LTSR

Citrix Provisioning Services 2203 LTSR

Physical Topology

Cisco Compute Hyperconverged (CCHC) with Nutanix cluster built using Cisco HCIAF240C M7 Series rack-
mount servers. The two Cisco Nexus switches connect to every Cisco Compute Hyperconverged server.
Upstream network connections, referred to as “northbound” network connections are made from the Nexus
switches to the customer datacenter network at the time of installation.

The Day0 deployment is managed through Cisco Intersight and Nutanix Foundation Central and is enabled
through Prism Central.
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Figure 3. Cisco Compute Hyperconverged (CCHC) with Nutanix in Intersight standalone mode (ISM) Physical
Topology
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Logical Topology

Figure 4 illustrates the logical architecture of the validated solution, which is designed to run desktop and RDS
server VMs supporting up to 600 users on a single Cisco Compute Hyperconverged (CCHC) 4-node cluster with
Nutanix, with physical redundancy for the rack servers and a separate cluster to host core services and
management components.

Note: Separating management components and desktops is a best practice for the large environments.
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Figure 4.  Logical Architecture Overview
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Design Considerations for Desktop Virtualization

There are many reasons to consider a virtual desktop solution, such as an ever-growing and diverse base of
user devices, complexity in managing of traditional desktops, security, and even Bring Your Own Device (BYOD)
to work programs. The first step in designing a virtual desktop solution is understanding the user community and
the tasks required to execute their role successfully. The Citrix VDI Handbook offers detailed information on user
classification and the types of virtual desktops.
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The following user classifications by the workload impact overall density and the VDI model:

« Knowledge Workers - 2-10 office productivity apps with light multimedia use.

o Task Workers - 1-2 office productivity apps or kiosks.

« Power Users - Advanced applications, data processing, or application development.

« Graphic-Intensive Users - High-end graphics capabilities, 3D rendering, CAD, and other GPU-intensive

tasks.

After the user classifications have been identified and the business requirements for each user classification
have been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on user
requirements. Below is the Citrix set of VDI models for each user:

« Hosted Apps: Delivers application interfaces to users, simplifying the management of key applications.

« Shared Desktop: Hosts multiple users on a single server-based OS, offering a cost-effective solution, but

users have limited system control.

« Pooled Desktop: Provides temporary desktop OS instances to users, reducing the need for multi-user

compatible applications.

o Persistent Desktop: Offers a customizable, dedicated desktop OS for each user, ideal for those needing

persistent settings.
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o GPU Desktop: Provides dedicated GPU resources for enhanced graphical performance.
« VGPU: Allows multiple VMs to share a single physical GPU for better graphics processing.
« Remote PC Access: Secure remote access to a user’s physical office PC.

« Web and SaaS Application Access: Offers secure, flexible access to web/SaaS apps with enhanced
security and governance.

Note: Windows 11 Pooled and Persistent Desktops (Single-session OS) and Windows Server 2022
Shared Desktops (Multi-session OS) VDAs were validated using Knowledge Worker workload for the
purposes of the validation represented in this document.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group
application and data requirements. This can be one of the most time-consuming processes in the VDI planning
exercise, but it is essential for the VDI project’s success. Performance will be negatively affected if the
applications and data are not identified and co-located.

The inclusion of cloud applications, such as SalesForce.com, will likely complicate the process of analyzing an
organization's variety of applications and data pairs. This application and data analysis is beyond the scope of
this Cisco Validated Design but should not be omitted from the planning process. Various third-party tools are
available to assist organizations with this crucial exercise.

Sizing
The following key project and solution sizing questions should be considered:

« Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications, and
data?

« |s there infrastructure and budget in place to run the pilot program?
¢ Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
« Do we have end-user experience performance metrics identified for each desktop sub-group?
e How will we measure success or failure?
« What is the future implication of success or failure?
Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:
« What is the Single-session OS version?
o How many virtual desktops will be deployed in the pilot? In production?
¢« How much memory per target desktop group desktop?
¢ Are there any rich media, Flash, or graphics-intensive workloads?

« Are there any applications installed? What application delivery methods will be used, Installed, Streamed,
Layered, Hosted, or Local?

o What is the Multi-session OS version?

¢ What is the virtual desktop deployment method?

« What is the hypervisor for the solution?

« What is the storage configuration in the existing environment?

« Are there sufficient IOPS available for the write-intensive VDI workload?
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« Will there be storage dedicated and tuned for VDI service?

¢ Is there a voice component to the desktop?

« |s there a 3rd party graphics component?

¢ |s anti-virus a part of the image?

« Is user profile management (for example, non-roaming profile-based) part of the solution?
« What are the fault tolerance, failover, and disaster recovery plans?

o Are there additional desktop sub-group-specific questions?
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Install and Configure Nutanix cluster on Cisco Compute Hyperconverged Servers in
Standalone Mode

This chapter contains the following:

o Prerequisites
« Install Nutanix on Cisco Compute Hyperconverged Servers in Intersight Standalone Mode
o Configure Cisco Nexus Switches

This chapter provides an introduction to the solution deployment for Nutanix on Cisco Compute Hyperconverged
Servers in Intersight Standalone Mode (ISM). The Intersight Standalone Mode requires the Cisco Compute
Hyperconverged Servers to be directly connected to an ethernet switches and the servers are claimed through
Cisco Intersight.

For the complete step-by-step procedures for implementing and managing the deployment of the Nutanix
cluster in the ISM mode, refer to the Cisco Deployment guide: Cisco Compute Hyperconverged with Nutanix in
Intersight Standalone Mode Design and Deployment Guide.

Prerequisites

Before beginning the installation of Nutanix Cluster on Cisco Compute Hyperconverged servers in Intersight
Standalone Mode, you should ensure they have deployed Nutanix Prism Central and enabled Nutanix
Foundation Central through the Nutanix marketplace available through Prism Central. Foundation Central can
create clusters from factory-imaged nodes and reimage existing nodes registered with Foundation Central from
Prism Central. This provides benefits such as creating and deploying several clusters on remote sites, such as
ROBO, without requiring onsite visits

At a high level, to continue with the deployment of Nutanix on Cisco Compute Hyperconverged servers in
Intersight standalone mode (ISM), ensure the following:

e Prism Central is deployed on a Nutanix Cluster
o Foundation Central 1.6 or later is enabled on Prism Central
o A local webserver is available hosting Nutanix AOS image
Note: Prism Central 2022.9 or later to support Windows 11 on AHV.
Note: In this solution, using the Cisco Intersight Advantage License Tier enables the following:

Configuration of Server Profiles for Nutanix on Cisco Compute Hyperconverged Rack Servers
Integration of Cisco Intersight with Foundation Central for Day 0 to Day N operations.

Install Nutanix on Cisco Compute Hyperconverged Servers in Intersight Standalone
Mode

Figure 5 shows the high-level configuration of Cisco Compute Hyperconverged Servers in Intersight Standalone
Mode (ISM) for Nutanix.
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Figure 5. High-level configuration of Cisco Compute Hyperconverged servers in Intersight Standalone Mode for
Nutanix
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Solution Cabling

The following sections detail the physical connectivity configuration of the Nutanix cluster on Cisco Compute
Hyperconverged servers in standalone mode.

Note: This document is intended to allow the reader to configure the Citrix Virtual Apps and Desktops
customer environment as a stand-alone solution

This section provides information on cabling the physical equipment in this Cisco Validated Design environment.

Note: This document assumes that out-of-band management ports are plugged into an existing
management infrastructure at the deployment site. These interfaces will be used in various configuration
steps.

Note: Follow the cabling directions in this section. Failure to do so will cause problems with your
deployment.

Figure 6 details the cable connections used in the validation lab for Cisco Compute Hyperconverged with
Nutanix ISM topology based on the Cisco Nexus 9000 Series data center switches. 100Gb links connect the
Cisco Compute Hyperconverged servers to the Cisco Nexus Switches. Additional 1Gb management
connections will be needed for an out-of-band network switch that sits apart from the CCHC infrastructure.
Each Cisco Nexus switch is connected to the out-of-band network switch. Layer 3 network connectivity is
required between the Out-of-Band (OOB) and In-Band (IB) Management Subnets.
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Figure 6. CCHC ISM Cabling Diagram
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Configure Cisco Nexus Switches

Before beginning the installation, configure the following ports, settings, and policies in the Cisco Nexus
93180YC-FX interfaces.

The solution described in this document provides details for configuring a fully redundant configuration.
Configuration guidelines refer to which redundant component is configured with each step, whether A or B. For
example, Cisco Nexus A and Cisco Nexus B identify the pair of configured Cisco Nexus switches.

The VLAN configuration recommended for the environment includes six VLANs as listed in Table 3. The ports
were configured in the trunk mode to support multiple VLANs presented to the servers,

Note: MTU 9216 is not required but recommended in case jumbo frames are ever used in the future
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Table 3. VvLANs

VLAN Name VLAN ID VLAN Purpose VLAN ID

Default Native VLAN

InBand-Mgmt_70 70 In-Band management
interfaces

Infra-Mgmt_71 71 Infrastructure Virtual
Machines

VDI_72 72 RDSH, VDI Persistent

and Non-Persistent '

OOB 132 Out-Of-Band
connectivity

VDA workloads were deployed and tested individually, one at a time.

Tech tip

It is recommended to use VLAN segmentation to accommodate various VDA workloads in a hybrid deployment.

Default

VLAN-70 70
VLAN-71 71
VLAN-72 72
VLAN-132

Procedure 1. Configure Cisco Nexus A

Step 1. Log in as “admin” user into the Cisco Nexus Switch A.

Step 2. Use the device CLI to configure the hostname to make it easy to identify the device, enable services

used in your environment and disable unused services.
Step 3. Configure the local login and password:

interface Ethernetl/51
description C240M7 Nutanix A
switchport mode trunk
switchport trunk allowed vlan 1-132
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/52
description C240M7 Nutanix A
switchport mode trunk
switchport trunk allowed vlan 1-132
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/53
description C240M7 Nutanix A
switchport mode trunk
switchport trunk allowed vlan 1-132

spanning-tree port type edge trunk
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mtu 9216

no shutdown

interface Ethernetl/54
description C240M7 Nutanix A
switchport mode trunk
switchport trunk allowed vlan 1-132
spanning-tree port type edge trunk
mtu 9216
no shutdown

copy running-config startup-config

Procedure 2. Configure Cisco Nexus B

Step 1. Log in as “admin” user into the Cisco Nexus Switch B.

Step 2. Use the device CLI to configure the hostname to make it easy to identify the device, enable services
used in your environment and disable unused services.

Step 3. Configure the local login and password:

interface Ethernetl/51
description C240M7 Nutanix B
switchport mode trunk
switchport trunk allowed vlan 1-132
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/52
description C240M7 Nutanix B
switchport mode trunk
switchport trunk allowed vlan 1-132
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/53
description C240M7 Nutanix B
switchport mode trunk
switchport trunk allowed vlan 1-132
spanning-tree port type edge trunk
mtu 9216

no shutdown
interface Ethernetl/54
description C240M7 Nutanix B

switchport mode trunk
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switchport trunk allowed vlan 1-132
spanning-tree port type edge trunk
mtu 9216

no shutdown

copy running-config startup-config

Post Cluster Creation Task

This procedure describes the post-cluster creation steps.

Procedure 1. Create a VM network subnet

Step 1. Log into the Cluster VIP with admin - Nutanix/4u and change the password.

PRISM.

ord for the cluster admin,

Step 2. Go to Cluster details, enter the iSCSI data services IP, and enable Retain Deleted VMs for 1 day. Click
Save.

Configure Subnets

To create additional subnets used by virtual desktops follow the steps below. The subnets from the Table 4
were created for this validated design.

Procedure 1. Create a VM network subnet

Step 1. Go to the VM tab and click Network Config link.

>{ VDI-MNODE-AHV

Overview Table + Create VM Network Config

Step 2. Click +Create Subnet.
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Network Configuration ? x

Subnets Internal Interfaces Virtual Switch

+ Create Subnet

Step 3. Enter Subnet Name and VLAN ID for your subnet. Click Save. Repeat for any additional VLANs you are
introducing to virtual desktops.

Create Subnet ? b4

Subnet Name

VLAN-72

Virtual Switch

vs0 v

VLANID (@)

72

() Enable IP address management

This gives AHV control of IP address assignments within the network.

o

Cancel Save

Configure Storage Container

To create a Storage Container to host virtual desktops, follow the steps below. A single container was created
for single-session and multi-session desktops.

Procedure 1. Create Storage container for virtual desktops

Step 1. Go to the Storage tab and click + Storage Container.

>C  VOIL4NODEAHV

Toble

Storage Container e P 3 Storage Containers o Q

Step 2. Enter container name, select Compression, and then click Save.
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Create Storage Container ? x
Name
Storage Pool
default-storage-pool-61470195232803 -

Max Capacity {Physical)

75.59 TiB Based on storage pool free unreserved capacity

Advanced Settings

Replication Factor 7)

Reserved Capacity (Logical)
1] GiB

B Rescrved Capacity (Physical) - 0 GIB

Advertised Capacity (Logical)

& Advanced Settings Cancel

Create Storage Container ? x

[] comeression

Perform post-process compression of all persistent data. For
inline compression, set the delay 10 0.

Delay (in minutes)

(]

Deduplication
() Capacity

Perform post-process deduplication of persistent data.

Erasure Coding @
() Enable

Erasure coding enables capacity savings across solid-state drives
and hard disk drives.

Filesystem Allowlists

ryTr— v

Tech tip

Nutanix recommends enabling compression for Virtual Apps or Virtual Desktops as a general best practice; only enable the

Elastic Deduplication Engine for full clones. Erasure coding isn't a suitable data reduction technology for desktop

virtualization.

Note: Full clones in the table above are persistent machines including MCS full clone persistent machines. Citrix MCS are

nonpersistent machines.
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Install and Configure Citrix Virtual Apps and Desktops
This chapter contains the following:

o Prerequisites

 Build the Virtual Machines and Environment for Workload Testing

« Install Citrix Virtual Apps and Desktops Delivery Controller, Citrix Licensing, and StoreFront
« Install and Configure Citrix Provisioning Server

Prerequisites

Citrix recommends using Secure HTTP (HTTPS) and a digital certificate to protect communications. Citrix
recommends using a digital certificate issued by a certificate authority (CA) according to your organization's
security policy. In our testing, the implementation of CA was not carried out.

Build the Virtual Machines and Environment for Workload Testing

Prerequisites

Create the necessary DHCP scopes for the environment and set the Scope Options.

Figure 7. Example of the DHCP Scopes used in this CVD
T DHCP

File Action View Help
e« R XE G HE®

& DHCP Contents of Scope
v F fsad-1fsl151klocal 15} Address Pool
v i IPv4 [ Address Leases

(.3 Server Options
» ] Scope[10.10.71.0] VLANTI
o | Scope [10.54.0.0] VLANS4
» [ Scope [10.72.0.0] VLANT2
[ Policies
» |#| Filters

> B IPVE

Reservations
[":5cope Options
[4] Policies

Software Infrastructure Configuration

This section explains how to configure this solution's software infrastructure components.

Install and configure the infrastructure virtual machines by following the process listed in Table 4.

Table 4. Test Infrastructure Virtual Machine Configuration

Configuration Microsoft Active Directory DCs | Citrix Virtual Apps and Desktops
Virtual Machine Controllers

Virtual Machines

Operating system Microsoft Windows Server 2019 Microsoft Windows Server 2022

Virtual CPU amount 4 6
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Configuration

Memory amount
Network
Disk-1 (OS) size

Disk-2 size

Configuration

Microsoft Active Directory DCs
Virtual Machine

8 GB
Infra-Mgmt_71

40 GB

Microsoft SQL Server Virtual

Machine

Citrix Virtual Apps and Desktops
Controllers

Virtual Machines

24 GB
Infra-Mgmt-71

96 GB

Citrix Provisioning Servers

Virtual Machines

Operating system
Virtual CPU amount
Memory amount
Network

Disk-1 (OS) size

Disk-2 size

Configuration

Operating system
Virtual CPU amount
Memory amount
Network

Disk-1 (OS) size

Disk-2 size

Create the Golden Images

Microsoft Windows Server 2019
6

24GB

Infra-Mgmt_71

40 GB

100 GB
SQL Databases\Logs

Citrix StoreFront Controller
Virtual Machine

Microsoft Windows Server 2022
4

8 GB

Infra-Mgmt-71

96 GB

This section guides creating the golden images for the environment.

Microsoft Windows Server 2022
6

96 GB

VLAN_72

40 GB

200 GB
Disk Store

Major steps involved in preparing the golden images: installing and optimizing the operating system, installing
the application software, and installing the Virtual Delivery Agents (VDAS).

Note: For this CVD, the images contain the basics needed to run the Login VSI workload.
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The single-session OS and multi-session OS master target virtual machines were configured as detailed in
Table 5.

Table 5. Single-session OS and Multi-session OS Virtual Machines Configurations

Configuration Single-session OS Virtual Mutli-session OS Virtual
Machine Machine
Operating system Microsoft Windows 11 64-bit 21H2 Microsoft Windows Server 2022 21H2
(19044.2006) (20348.2227)
Virtual CPU amount 2 4
Memory amount 4GB 24 GB
Network VDI_72 VDI_72
vDisk size 64 GB 96 GB
Additional software used for testing Microsoft Office 2021 Microsoft Office 2021
Office Update applied Office Update applied
Additional Configuration Configure DHCP Configure DHCP
Add to domain Add to domain
Activate Office Activate Office
CVAD Agent CVAD Agent
Install FSLogix 2210 hotfix 1 Install FSLogix 2210 hotfix 1

Procedure 1. Install Windows 11 Operating System

Using the following procedure, you can create a virtual machine with the vTPM configuration enabled.

Note: To create a virtual machine with vTPM enabled using Prism Central, the version PC.2022.9 or later
is required. The Prism Central PC.2024.1.0.1 was deployed on the cluster. For additional details, refer to
the Nutanix Tech note: Windows 11 on Nutanix AHV.

Step 1. Log in to Prism Central as an administrator.
Step 2. Select Infrastructure in the Application Switcher.
Step 3. Go to Compute & Storage > VMs and click Create VM.

Step 4. The Create VM wizard appears. Continue with wizard making appropriate selections for vCPU(s),
Memory, Disks, Networks.

Note: Create two CD-ROMs to support VirtlO installation alongside Windows 11 OS.

Step 5. At the Shield VM Security Settings, click the Attach vTPM checkbox.
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https://portal.nutanix.com/page/documents/solutions/details?targetId=TN-2164-Windows-11-on-AHV:TN-2164-Windows-11-on-AHV

Boot Configuration

O UEFI BI0S Mode

O Legacy BIOS Mode

Shield VM Security Settings @

Secure Boot
7]
E AtachvTPM B
Back Cancel m

Step 6. Click Next at the subsequent VM setting tabs and then click Save
Step 7. Mount ISOs with VirtlO drivers and Windows 11 to CDROMs.
Step 8. Power on VM and follow the installation wizard.

Step 9. Provide VirtlO drivers from CDROM.

@ ﬁ Windows Setup

Select the driver to install

-

Browse for Folder

Browse to the driver, and then dick OK.

v == CD Drive (E:) Nutanix VirtlO 1.2.3
> Windows 10
v Windows 11
x64
> .. Windows 7 {Legacy)
> Windows 8 (Legacy)
> Windows 8.1 (Legacy)
?
>

Windows Server 2008 R2 (Legacy)
Windows Server 2012

Windows Server 2012R2
Windows Server 2016

@ Hide drivers that

Browse

Step 10. Select drivers to be installed and click Next.
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@ o5 Windows Setup

Select the driver to install

Nutanix VirtlO Balloon Driver (E:\Windows 11\x64\balloon.inf)
Nutanix VirtlO Ethernet Adapter (E:\Windows 11\:x64\netkvm.inf)

Nutanix VirtlO SCSI pass-through controller (E:\Windows 11\x64\vioscsi.inf)
QEMU FWCfg Device (null driver) (E:\Windows 11\x64\gemufwcfg.inf)

(8 Hide drivers that aren't compatible with this computer's hardware

[ Browse | L Rescan | _ Ned

Step 11. Continue with OS installation until completed

Step 12. Remove the second CD-ROM after installation.

Procedure 2. |Install Windows Server 2022 Operating System

Step 1. Log in to Prism Central as an administrator.
Step 2. Select Infrastructure in the Application Switcher.
Step 3. Go to Compute & Storage > VMs and click Create VM.

Step 4. The Create VM wizard appears. Continue with wizard making appropriate selections for vCPU(s),
Memory, Disks, Networks.

Note: Create two CD-ROMs to support VirtlO installation alongside Windows Server 2022 OS.

Step 5. Click Next at the subsequent VM setting tabs and then click Save
Step 6. Mount ISOs with VirtlO drivers and Windows Server 2022 to CDROMs.
Step 7. Power on VM and follow the installation wizard.

Step 8. Provide VirtlO drivers from CDROM.
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@ #§j Microsoft Server Operating System Setup

Select the driver to install

Browse to the driver, and then dick OK.

Windows 7 (Legacy) ~
Windows 8 (Legacy)
Windows 8.1 (Legacy)

> Windows Server 2008 R2 (Legacy)

> Windows Server 2012
Windows Server 2012R2
Windows Server 2016

> Windows Server 2019

v Windows Server 2022

| " -
> & CDDrive (E:) v

o ] cone

Browse T Testan ] Next

[ Hide drivers that

Step 9. Select drivers to be installed and click Next.

ﬁ

@ #§ Microsoft Server Operating System Setup

Select the driver to install

Nutanix VirtlO Balloon Driver (D:\W
Nutanix VirtlO Ethernet Adapter (D:\Windows Serv netkvm.inf)

Nutanix VirtlO SCSI pass-through controller (D:\Windo rver 2022\x64\vioscsi.inf)

QEMU FWCfg Device (null driver) (D:\Windows Server x64\qemufwcfg.inf)

[ Hide drivers that aren't c ible with this computer's hardware.

P

[omme ] [ geon

Step 10. Continue with OS installation until completed

Step 11. Remove the second CD-ROM after installation.
After OS installation is completed, install Microsoft Office and apply security updates.

The final step is to optimize the Windows OS. The Citrix Optimizer Tool includes customizable templates to
enable or disable Windows system services and features using Citrix recommendations and best practices
across multiple systems. Since most Windows system services are enabled by default, the optimization tool can
easily disable unnecessary services and features to improve performance.

Note: In this CVD, the Citrix Optimizer Tool - v3.1.0.3 was used. Base images were optimized with the
Default template for Windows 11 version 21H2, 22H2 (2009), or Windows Server 2022 version 21H2
(2009) from Citrix. Additionally, Windows Defender was disabled on the Windows 11 PVS golden image.

Install Virtual Delivery Agents (VDAs)
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Virtual Delivery Agents (VDASs) are installed on the server and workstation operating systems, enabling
connections for desktops and apps. This procedure was used to install VDAs for both Single-session and Multi-
session OS.

Procedure 1. |Install Citrix Virtual Apps and Desktops Virtual Desktop Agents

Virtual Delivery Agents (VDAs) are installed on the server and workstation operating systems, enabling
connections for desktops and apps. This procedure was used to install VDAs for both Single-session and Multi-
session OS.

When you install the Virtual Delivery Agent, Citrix User Profile Management is silently installed on master images
by default.

Note: Using profile management as a profile solution is optional but Microsoft FSLogix was used for this
CVD and is described later.

Step 1. Launch the Citrix Virtual Apps and Desktops installer from the
Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.

Step 2. Click Start in the Welcome Screen.

Deliver applications and desktops to any user, anywhere, on any device.

+» Hybrid doud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Virtual Apps Deliver applications

Virtual Apps and Desktops peiier appiications and desktops

cifrix

Step 3. To install the VDA for the Hosted Virtual Desktops (VDI), select Virtual Delivery Agent for Windows
Single-session OS.
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Citrix Virtual Apps and Desktops 7

Get Started Prepare Machines and Images

Virtual Delivery Agent for Windows Single-session OS

Install this agent to deliver applications and desktops from Windows
single-session OS virtual machines or physical machines.

Extend Deployment

Citrix Studio i Session Recording

Note: Select Virtual Delivery Agent for Windows Multi-session OS when building an image for Microsoft

Windows Server 2022.

Prepare Machines and Images

Virtual Delivery Agent for Windows Multi-session 05

Install this agent to deliver applications and desktops from Windows
multi-session OS virtual machines or physical machines.

Step 4. Select Create a master MCS Image.
Step 5. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Environment

Environment

Configuration
Core Components
Additional Companents | want to:
Delivery Controller (®) Create a master MCS image

Select this optien if you plan te use Citrix Machine Creation Services (MCS) to provision

Features virtual servers from this master image.
Hirewall ) Create a master image using Citrix Provisioning or third-party provisioning tools
Summary Select this optien if you plan te use Citrix Provisioning or a third-party provisioning

tool (such as Microsoft SCCM) to provision virtual servers from this master image.
Install

" Enable Brokered Connections to a Server
Select this option to install the VDA on a physical or virtual server that will NOT be used
Finish by any provisioning tools.

Diagnostics

Note: Select Create a master image using Citrix Provisioning or third-party provisioning tools when
building an image to be delivered with Citrix Provisioning tools.

(8) Create a master image using Citrix Provisioning or third-party provisioning tools
Select this option if you plan to use Citrix Provisioning or a third-party provisioning
tool (such as Microsoft SCCM) to provision virtual machines from this master image.

Step 6. Optional: do not select Citrix Workspace App.
Step 7. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Core Components

+ Environment

Core Components Location: C:\Program Files\Citrix | Chang
Additional Compaonents

Virtual Delivery Agent (Required)

Delivery Controller = . B . .
The software agent that is installed on the virtual or physical machine that provides the

Features virtual desktop or application to the user,
Firewall

Citrix Workspace App
Summary ™ Client software that enables users to access their documents, applications, and
Install desktops from any device, including smartphones, tablets, and PCs,
Diagnostics
Finish

Step 8. Select the additional components required for your image. In this design, only default components

were installed on the image.
Step 9. Click Next.

Citrix Virtual Apps and Desktops 7 2203 LTSR CM4

Additional Components for Master MCS Image

¥ Envi t =
e O Component (Select all)

« Core Components

| v

J Workspace Environment Management
This component will significantly improve server scalability and application
Delivery Controller = responsiveness while reducing logon times with:
s » Resource Management

Additional Components

s = Configuration Management
Firewall = User Profile Management ]
Summary

Rendezvous Proxy Configuration

Install If you plan to use the Rendezvous protocol with the Gateway Service in your

(] environment, and have a non-transparent proxy in your network for outbound
connections, specify the proxy here. Only HTTP proxies are supported.

Finish Learn more

Diagnostics

— Citrix Persenalization for App-V - VDA
Enables this machine to launch App-V packages. Learn more

]l Citrix Supportability Tools
o Installs the Citrix Health Assistant and VDA Cleanup Utility. Learn more

Citrix Profile Managemeant
| Manages user personalization settings in user profiles. Omitting this component
= affects menitoring and troubleshooting YDAs with Citrix Director,

Learn more
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Step 10. Configure Delivery Controllers at this time by letting MCS do it automatically.
Step 11. Click Next.

Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Delivery Controller

¥ Environment )
Configuration
+ Core Components
How do you want to enter the locations of your Delivery Controllers?

+ Additional Components i
(' Do it later (Advanced)

Delivery Controller Do it manually

Features | () Choose locations from Active Directory

. @ Let Machine Creation Services do it automatically
Firewall
S . . : ] :
ummary [ N you are using Machine Creation Services, you do not need to enter a Delivery
Install Controller location hare, MCS will do it automatically when you register your
. . machines.
Diagnostics
Finish

Note: Manually configure Delivery Controllers at this time when building an image to be delivered with
Citrix Provisioning tools.

Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Delivery Controller

v Em

nment
Configuration
¥ Core Components

How do you want to enter the locations of your Delivery Controllers?
Do it later (Advanced)

Delivery Controller ® Do it manually
Features Choose locations from Active Directory
Firewall
v G5-DDC-1FSL151KLOCAL Edit Delete
Summary
v G5-DDC-2/FSL151K.LOCAL Edit Delete
Install
Diagnostics Controller address: (Enter the FQDN. IP addresses are not supported.)
Finish )

e conee |

Step 12. Optional: select additional features.
Step 13. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Features

¥ Envi t
o (] | Feature (Select all)

¥ Core Components

- — Use Windows Remote Assistance
\Sdditional Camponents U Enable Windows Remote Assistance. Learn more
+" Delivery Controller

' Use Real-Time Audio Transport for audio

Featu
res U Jeesupp ports 16300 - 16509, Lear more
Firewall
Summary O Use Screen Sharing
. Use TCP ports 52525 - 52625, Learn more
Install
Diagnostics 0 Is this VDA installed on a VM in the Cloud (i.e. Azure, AWS, Google)?
e o Communicates to Citrix that the VDA is installed in a cloud VM. Learn more
Inis

Step 14. Select the firewall rules to be configured Automatically.
Step 15. Click Next.

Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Firewall

¥ Environment The default perts are listed below.

¥ Core Components

+ Additional Components Controller Communications

+" Delivery Controller 80 TCP

+ Features 1494 TCP
- 2508 TCP
] 8008 TCP

ummary 1494 UDP

Install 2598 UDP
Diagnostics
Finish

Configure firewall rules:

(®) Automatically
Select this option to automatically create the rules in the Windows Firewall. The rules will be
created even if the Windows Firewall is turned off,

) Manually
Select this optien if you are not using Windows Firewall or if you want to create the rules
yourself.
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Step 16. Verify the Summary and click Install.

Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

summary

+ Environment Review the prerequisites and confirm the components you want to install. @ Restart required

+ Core Components A
Installation directo .
v Additional Components nstaliation directory
CAP Files\Citri

+ Delivery Controller \Program Files\Citrix

Prerequisites

+ Features
) Microsoft Remote Desktop Session Host
 Firewall 1 Windows Remote Assistance Feature
y
Summary 1 Core Components
Install Virtual Delivery Agent ]
Diagnostics Additional Components: (4)
Finish Citrix Supportability Tools

Citrix Profile Management
Citrix Profile Management WMI plug-in
Machine Creation Services (MCS) storage optimization

Mot specified

Firewall

Enable restore on failure

o) I (o)

Step 17. Optional: configure Citrix Call Home participation.
Step 18. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Diagnostics
¥ Environment [_] Collect diagnostic information
¥ Core Components Citrix Call Home periodically collects information about system and product configuration,

performance, errors, and more. The information is transmitted to Citrix so our support and
product teams can resolve issues proactively.

Learn more about Call Home.

v Additional Components
¢ Delivery Controller
v Features

NOTE: The feature can be disabled later.
v Firewall

v Summary *Requires Citrix Cloud login
v Install
Diagnostics

Finish

Step 19. Select Restart Machine.

Step 20. Click Finish and the machine will reboot automatically.

Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Finish Installation

¥ Environment The installation c leted successfully v Success
¥ Core Components
Prerequisites
¥ edsone Componusts v Microsoft Visual x64 C++Runtime Installed
¢ Delivery Controller v Microsoft Visual x86 C++ Runtime Installed
< Featisres v Microsoft Remote Desktop Session Host Installed
v Microsoft Remote Desktop Connection Installed
¥ Firewall v Windows Remote Assistance Feature Installed
v Summary Core Com
v Install v Virtual Delivery Agent Installed
¢ Diagnostics Post Install
Finish v Component Initialization Initialized

To optimize desktop settings, downioad Citrix Optimizer and run it after the restart
completes.

Learn more about Citrix Optimizer in CTX224676
Restart machine
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Procedure 2. |Install the Citrix Provisioning Server Target Device Software

The Master Target Device refers to the target device from which a hard disk image is built and stored on a
vDisk. Provisioning Services then streams the contents of the vDisk created to other target devices. This
procedure installs the PVS Target Device software used to build the VDI golden images.

Step 1. Launch the PVS installer from the Citrix_Provisioning_2203_CU4 ISO.
Step 2. Click Target Device Installation.

Citrix Provisioning

& Target Device Installation

@ Install Upgrade Wizard

Install the Target Device.

The installation wizard will check to resolve dependencies and then begin the PVS target device installation
process.

Step 3. Click Next.
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"8 Citrix 2203 LTSR CU4 - Provisioning Target Device x64

Welcome to the Installation Wizard for Citrix

Cil'r"X 2203 LTSR CU4 - Provisioning Target Device
x64

X

The InstaliShield(R) Wizard will install the Citrix 2203 LTSR CU4

- Provisioning Target Device x64 on your computer, To
continue, dick Next,

WARNING: This program is protected by copyright law and
international treaties.

< Back Next > Cancel

Step 4.
terms of the license agreement.

Step 5. Click Next.

"8 Citrix 2203 LTSR CU4 - Provisioning Target Device x64
License Agreement . -
You must view the entire license agreement in order to continue. Clrr|x
4

3

Last Revised: November 1, 2018
CITRIX LICENSE AGREEMENT

This is a legal agreement ("AGREEMENT") between the end-user customer ("you"),
and the providing Citrix entity (the applicable providing entity is hereinafter referred
to as "CITRIX"). This AGREEMENT includes the Data Processing Agreement, the
Citrix Services Secunty Exhibit and any other documents incorporated herein by
reference. Your location of receipt of the Citrix product (hereinafter "PRODUCT") and
maintenance (hereinafter "MAINTENANCE") determines the providing entity as
identified at https:/www.citrix. com/buy/licensing citrix-providing-entities html. BY
TATET AT I AT AATVUVAD TTOMNTA TTIT INANIAT UATT AADNTT TANT DNATAT DYV

© 1 accept the terms in the license agreement ~ Print
(01 do not accept the terms in the license agreement

Instalishield
< Back Next > Cancel

Step 6. Optionally: provide the Customer information.
Step 7. Click Next.
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"8 Citrix 2203 LTSR CU4 - Provisioning Target Device x64 X
Customer Information

e cifrix

User Name:
jiab

Organization:
ICiscoI

InstaliShield

< Back Next > Cancel

Step 8. Accept the default installation path.
Step 9. Click Next.

¥ Citrix 2203 LTSR CU4 - Provisioning Target Device x64 X
Destination Folder

Click Next to install to this folder, or dick Change to install to a different folder. C|rrlx

(., Install Citrix 2203 LTSR CU4 - Provisioning Target Device x64 to:
U C:\Program Files\Citrix\Provisioning Services)| Change...

InstaliShield

< Back Next > Cancel

Step 10. Click Install.
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"8 Citrix 2203 LTSR CU4 - Provisioning Target Device x64 X J
Ready to Install the Program . =
The wizard is ready to begin installation. Clrr'x

Click Install to begin the installation.

If you want to review or change any of your installation settings, dlick Back. Click Cancel to
exit the wizard.

InstaliShield -

Step 11. Deselect the checkbox to launch the Imaging Wizard and click Finish.

# Citrix Provisioning Target Device x64 2109.0.0 X

CilmX

Installation Wizard Completed

The Installation Wizard has successfully installed Citrix
Provisioning Target Device x64 2109.0.0 . Click Finish to exit
the wizard.

[J Launch Imaging Wizard

Shed ([ | [ Gene

Step 12. Click Yes to reboot the machine.

Procedure 3. Create Citrix Provisioning Server vDisks

The Citrix Provisioning Server must be installed and configured before a base vDisk can be created. The PVS
Imaging Wizard automatically creates the base vDisk image from the master target device.

Step 1. Log in to PVS target virtual machine and start PVS Imaging Wizard.
Step 2. PVS Imaging Wizard's Welcome page appears. Click Next.
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&2 Citrix Provisioning Imaging Wizard X

citrix Welcome to the Imaging Wizard

The Imaging Wizard automates the process of imaging the boot and additional
partitions into a virtual disk.

The Imaging Wizard can image from a vDisk to the boot hard disk for upgrades and
back to the vDisk.

The Imaging Wizard supports imaging a single hard disk volume to a vDisk volume.

<ok [ next> | [ concel

Step 3. The Connect to Farm page appears. Enter the name or IP address of a Provisioning Server within the
farm to connect to and the port to use to make that connection.

Step 4. Use the Windows credentials (default) or enter different credentials.
Step 5. Click Next.

& Provisiening Services Imaging Wizard >

Connect to Provisioning Services Site

Enter the Provisioning Services site server name or IP, port, and credentials,
Only stores supparted by this server will be available for vDisk assignment.

Enter Server Details

Server name or IP: | 10.72.0.12

Port; 54321 (5]

Provide Logon Credentials for the Server

(®) Use my Windows credentials
() Use these credentials

User name:
Diornain:

Password:

<Back |[ nNext> | | cancel

Step 6. Select Create a vDisk.
Step 7. Click Next.
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&3 Provisioning Services Imaging Wizard X

Imaging Options
What task do you want to perform?
(@ Create a vDisk
Make a Provisioning Services vDisk from this device's boot hard disk.

Recreate an existing vDisk
Not available because there are no vDisks assigned to the server.

(O Create an image file
Make an image file from this device's booted disk, for importing into Provisioning Services.

Copy a hard disk volume to a vDisk volume
Not available because there are no vDisks assigned to the server.

| <Bak |[ mext> | | cancel

The Add Target Device page appears.

Step 8. Select the Target Device Name, the MAC address associated with one of the NICs that was selected

when the target device software was installed on the master target device, and the Collection to which you are
adding the device.

Step 9. Click Next.

&3 Citrix Provisioning Imaging Wizard X

Add Target Device

This device is not a member of the site and needs to be added.

Target device name:  w11-pvs-base|

Must be different from the current machine name.

Network connection:  Ethernet0, 10.72.1.216, 00-50-56-87-98-65 V.

Select the connection that will be used to boot this machine to the server,

Collection name: G5-FlashStackCollection N
Select the site collection that this device will be added to.

coce

Step 10. The New vDisk dialog displays. Enter the name of the vDisk.

Step 11. Select the Store where the vDisk will reside. Select the vDisk type, either Fixed or Dynamic, from the
drop-down list.

Note: This CVD used Dynamic rather than Fixed vDisks.

Step 12. Click Next.
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&3 Citrix Provisioning Imaging Wizard X

New vDisk

The new vDisk will be created in the store you select.

vDisk name: w11-pvs-dsk|

Store name: Store - 99.89 GB Free ¥
Supported by Server: G5-PVS-1

vDisk type: Dynamic ,(te?'"'",e"‘?e‘?), B v

© vHDX
O vHD

< Back Cancel

Step 13. In the Microsoft Volume Licensing page, select the volume license option to use for target devices. For
this CVD, volume licensing is not used, so the None button is selected.

Step 14. Click Next.

&3 Provisioning Services Imaging Wizard X

Microsoft Volume Licensing

Choose whether the vDisk is to be configured for Microsoft KMS or MAK volume license management.
(® None
(O Key Management Service (KMS)

(O Multiple Activation Key (MAK)

| <Back |[ nmext> || cancel |

Step 15. Select Image entire boot disk on the Configure Image Volumes page.
Step 16. Click Next.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 42 of 204



&3 Citrix Provisioning Imaging Wizard X

What to Image

Choose what to image.

© Image entire boot disk
() Choose partitions to image

coc

Step 17. Select Optimize for hard disk again for Provisioning Services before imaging on the Optimize Hard
Disk for Provisioning Services.

Step 18. Click Next.

&3 Provisioning Services Imaging Wizard X

Optimize Hard Disk for Provisioning Services

The hard disk has already been optimized for Provisioning Services.
Do you want to optimize the disk again?

(O Do not optimize the hard disk again

(®) Optimize the hard disk again for Provisioning Services before imaging

| Edit Optimization Settings... |

Note: Citrix recommends that partitions be defragmented before imaging.

| <Back || Next> | | cancel

Step 19. Click Create on the Summary page.
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&3 Citrix Provisioning Imaging Wizard X

Summary

Confirm that all settings are correct.

,‘:onnect to Site: Server: 10.72.0.15, Port: 54321 a
Task: Create a vDisk

Target device name : w1l-pvs-base

Network connection : Ethernet0, 10.72.1.216, 00-50-56-87-98-65

Collection: G5-FlashStackCollection

vDisk name: w1l-pvs-dsk

Store: Store

Format: VHDX, type: Dynamic (recommended), sector size: 512 B, block size: 32 MB

Image entire boot disk

Optimize hard disk for Citrix Provisioning prior to imaging

4 »

Status: Ready to Start

Progress:

< Back Cancel

Step 20. Review the configuration and click Continue.

&4 Citrix Provisioning Imaging Wizard X
g Imaging

Restart Needed

During device restart, configure the machine settings for network boot.
After device restart, the Imaging Wizard will continue.

Connect to Site: Server: 10.72.0.15, Port: 54321 a
Task: Create a vDisk

Target device name : wi1l-pvs-base

Network connection : Ethernet0, 10.72.1.216, 00-50-56-87-98-65

Collection: G5-FlashStackCollection

vDisk name: w11-pvs-dsk

Store: Store

Format: VHDX, type: Dynamic (recommended), sector size: 512 B, block size: 32 MB

Image entire boot disk

Optimize hard disk for Citrix Provisioning prior to imaging

4 »

Status: Successful!

o

Step 21. When prompted, click No to shut down the machine.

Reboot or Shut Down, and Set Network Boot 23

Do you want the device to reboot, if not, the device will be shut down.
Before reboot or after shut down, configure the machine settings for
network boot.

vs || No || cancel |

Step 22. To enable a VM to boot over the network using Acropolis CLI (aCLI). Log in as nutanix user to any
CVM in the cluster using SSH.

Step 23. Obtain the MAC address of the virtual interface of PVS master virtual machine:
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nutanix@cvm$ acli vm.nic list pvs-master-vm

Step 24. Update the boot device setting so that the VM boots over the network:

nutanix@cvm$ acli vm.update boot device pvs-master-vm mac_addr=mac_addr

Step 25. After restarting the virtual machine, log in to the master target. The PVS imaging process begins,
copying the contents of the C: drive to the PVS vDisk located on the server.

Step 26. If prompted to format the disk, disregard the message, and allow the Provisioning Imaging Wizard to
finish.

u Citrix Provisioning Imaging Wizard

Processing

Imaging is likely to take a long time.

ficrosoft Windows
Connect to Site: & EZ] Microsoft Windows

Ta_sk; Image creat
Existing vDisk: St9 yo need to format the disk in drive E: before

you can use it.

Do you want to format it?

Format disk  Cancel 7‘
Status: | Discovering Volumes...
Los
Step 27. A message is displayed when the conversion is complete, click Done.
&4 Citrix Provisioning Imaging Wizard I *
Finishad

Thie log of the processing done can be viewed by dicking the Log button.

Connect to Site: Server: 10.72.0.10, Port: 54321
Task: Image created vDisk
Existing vDisk: Store\ESX-PVS-DSK

Status: | Successful! |

Step 28. Shutdown the virtual machine used as the master target.
Step 29. Connect to the PVS server and validate that the vDisk image is available in the Store.
Step 30. Right-click the newly created vDisk and select Properties.

Step 31. On the vDisk Properties dialog, Microsoft Volume Licensing tab select the appropriate mode for your
deployment.
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vDisk Properties X
General Identfication  Microsoft Volume Licensing  Auto Lipdate

Uise the following selections to specify f the vDisk is to be configured for Microsoft
KMS or MAK volume icense management.

) Mone

() Key Managemert Service (KMS)
[ Accelerated Office Activation

(2 Multiple Activation Key (MAK)

[ox ][ coms [ hew

Step 32. On the vDisk Properties dialog, change Access mode to Standard Image (multi-device, read-only
access).
Step 33. Set the Cache Type to Cache in device RAM with overflow on hard disk.

Step 34. Set Maximum RAM size (MBs): 256.
Step 35. Click OK.

vDisk Properties *
General  |dentfication Microsoft Volume Licensing  Auto Update
Site: (55-Flash Stack Site
Stare: Stare
Filename:  NTMX-Dsk
Size: 65,536 MB Block size: 32,768 KB
Access mode
Access mode:l Standard Image (multi-device, read-only access) e |
Cache type: |Cachein device RAM with overflow on hard disk ~ |
Maximum RAM size (MBs): [ Asynchronous 10
BIOS boot menu text (optional):
[+] Enable Active Directory machine account password management
Enable printer management
[ Enable streaming of this vDisk
[[] Cached secrets cleanup disabled
OK | Cancel || Hep

Tech tip
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Citrix recommends at least 256 MB of RAM for a Desktop OS and 1 GB for Server OS if RAM cache is being used.

Nutanix prefers not to use the RAM cache. Set this value to 0, and only the local hard disk will be used to cache.
Install and Configure FSLogix
In this CVD, FSLogix, a Microsoft tool, was used to manage user profiles.

A Windows user profile is a collection of folders, files, registry settings, and configuration settings that define
the environment for a user who logs on with a particular user account. Depending on the administrative
configuration, the user may customize these settings. Profile management in VDI environments is an integral
part of the user experience.

FSLogix allows you to:
« Roam user data between remote computing session hosts
¢ Minimize sign-in times for virtual desktop environments
o Optimize file IO between host/client and remote profile store
» Provide a local profile experience, eliminating the need for roaming profiles
« Simplify the management of applications and 'Gold Images'

Additional documentation about the tool can be found here.

Procedure 1. FSLogix Apps Installation

Step 1. Download the FSLogix file here.

Step 2. Run FSLogixAppSetup.exe on the VDI master image (32-bit or 64-bit depending on your
environment).

Step 3. Click OK to proceed with the default installation folder.

1& Microsoft FSLogix Apps Setup — X ‘

Setup Options

Install location:

| C:\Program Files\FSLogid\Apps Browse

oK . Cancel

Step 4. Review and accept the license agreement.

Step 5. Click Install.
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https://docs.microsoft.com/en-us/fslogix/
https://aka.ms/fslogix/download

?&F Microsoft FSLogix Apps Setup — X

To continue with Microsoft FSLogix Apps (English) installation, you must accept the
terms of the End-User License Agreement. To accept the agreement, click the check box
below.

MICROSOFT SOFTWARE LICENSE TERMS
FSLogix Profile Container

FSLogix Office Container
FSLogix Java Version Control

Ll

[]1 agree to the license terms and conditions

Options Install Close

Step 6. Reboot.

Procedure 2. Configure Profile Container Group Policy

Step 1. Copy fslogix.admx to C:\Windows\PolicyDefinitions, and fslogix.adml to
C:\Windows\PolicyDefinitions\en-US on Active Directory Domain Controllers.

Step 2. Create FSLogix GPO and apply to the desktops OU:
¢ Go to Computer Configuration > Administrative Templates > FSLogix > Profile Containers.
« Configure the following settings:

o Enabled - Enabled
o VHD location - Enabled, with the path set to \\<FileServer>\<Profiles Directory>

Note: Consider enabling and configuring FSLogix logging, limiting the size of the profiles, and excluding
additional directories.

Install Citrix Virtual Apps and Desktops Delivery Controller, Citrix Licensing, and
StoreFront

The process of installing the Citrix Virtual Apps and Desktops Delivery Controller also installs other key Citrix
Virtual Apps and Desktops software components, including Studio, which creates and manages infrastructure
components, and Director, which monitors performance and troubleshoots problems.

Note: Dedicated StoreFront and License servers should be implemented for large-scale deployments.

Procedure 1. Install Citrix License Server

Step 1. To begin the installation, connect to the first Citrix License server and launch the installer from the
Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.

Step 2. Click Start.
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Deliver applications and desktops to any user, anywhere, on any device.

+» Hybrid doud, cloud and enterprise provisioning
» Centralized and flexible management

Manage your delivery according to your needs:

Viftua' AppS Deliver applications

Virtual Apps and Desktops peiiver appiications and desktops

citrix

Step 3. Click Extend Deployment - Citrix License Server.
Citrix Virtual Apps and Desktops 7

Get Started Prepare Machines and Images

Delivery Controller Virtual Delivery Agent for Windows Multi-session OS

Start here. Select and install the Delivery Controller and other Install this agent to deliver applications and desktops from Windows
essential services like License Server. multi-session OS virtual machines or physical machines,

Extend Deployment

Citrix Director i Citrix Studio Session Recording

Citrix License Server i Universal Print Server

Citrix StoreFront i Federated Authentication Service

Step 4. Read the Citrix License Agreement. If acceptable, indicate your acceptance of the license by
selecting I have read, understand, and accept the terms of the license agreement.
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Step 5. Click Next.

Citrix Virtual Apps and Desktops 7

Software License Agreement

Licensing Agreement Printable version

Core Components

Last Revised: August 19, 2020 -
Firewall - =]
CITRIX LICENSE AGREEMENT
5
b This is a legal agreement ("AGREEEMENT") between the end-user customer ("you"), and
Install the providing Citrix entity (the applicable providing entity is hereinafter referred to as
S "CITRIX"). This AGREEMENT includes the Data Processing Agreement. the Citrix
inis

Services Security Exhibit and any other documents incorporated herein by reference. Your
location of receipt of the Citrix produect (hereinafter "PRODUCT") and maintenance
(hereinafter "MAINTENANCE") determines the providing entity as identified at https:/
www.citrix com/buy/licensing ‘eitrix-providing-entities html BY INSTALLING AND/OR
USING THE PRODUCT, YOU AGREE TO BE EOUND BY THE TEEMS OF THIS
AGREEMENT. IF YOU DO NOT AGEEE TO THE TEREMS OF THIS AGREEMENT,
DO NOT INSTALL AND/OF. USE THE PRODUCT. Nothing contained in any purchase
order or any other document submitted by you shall in any way modify or add to the
terms and conditions contained in this AGREEMENT. Thizs AGREEMENT does not apply
to third party products sold by Citrix, which shall be subject to the terms of the third party
provider.

1. PRODUCT LICEMNSES.

a. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to vse the software in a software PRODUCT and the software installed in =

@ | have read, understand, and accept the terms of the license agreement

| do not accept the terms of the license agreement

. -

Step 6. Click Next.
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Citrix Virtual Apps and Desktops 7

Core Components

¥ Licensing Agreement

Core Components Location: C:\Program Files\Citrix
Firewall :
Summary License Server (Required)
Manages product licenses.
Install
Finish

Step 7. Select the default ports and automatically configured firewall rules.
Step 8. Click Next.
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Citrix Virtual Apps and Desktops 7

Firewall

¥ Licensing Agreement

The default ports are listed below. Printable version

+ Core Components

Firewall License Server
kil 7279 TCP
Install 27000 TCP
Finish 8083 TCP

Configure firewall rules:

® Automatically

Select this option to automatically create the rules in the Windows Firewall. The rules will be
created even if the Windows Firewall is turned off.

Manually
Select this option if you are not using Windows Firewall or if you want to create the rules
yourself.
Step 9. Click Install.
Citrix Virtual Apps and Desktops 7
Summary

¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.

Core Components

: Installation directory
« Firewall i
C:\Program Files\Citrix
Summary
Core Components
Install
y License Server
Finish

Firewall

TCP Ports: 7279, 27000, 8083
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Step 10. Click Finish to complete the installation.

Citrix Virtual Apps and Desktops 7

Finish Installation

The installation completed successfully. v Success

Core Components
+ License Server Installed

Post Install
v/ Component Initialization Initialized

You must be logged in as a domain user before configuring the product.

Procedure 2. Install Citrix Licenses

Step 1. Copy the license files to the default location (C:\Program Files (x86)\Citrix\Licensing\ MyFiles) on the
license server.

[ [ [ = | MyFiles

- O el
Home Share View 9
<« L » ThisPC » Local Disk (C:) » Program Files (x86) » Citrix » Licensing » MyFiles v & Search MyFiles P
@ Mame - Date modified Type Size
v 3t Quickaccess . )
I Desktop % C.IT.R\X‘upt OPT .F\Ir: T_KE
| citrix_startup LIC File TKB
‘_ Downloads | FID_3a7feT2c 3612 4b10_983c fcB8d9898699 LIC File 4B
5] Documents j FID_73b65ddd_863a_45a2_beb5_ad9264118af5 LIC File 4KB
= Pictures j FID_b7c160f8_7d75_4efd_acal_171e2a04b92d LIC File 4KB
WhyFiles j FID_c03a7294_36d9_47ae_9e31_32235f4ebfec LIC File 4KB
j FID_c7ad4ddb_96a0_4f04 975 0d4979d204ff LICFile 4KB
> [JISE j FID_ec1a3985 5769 4243 9edc_3ebb05e2a0f4 1728 e LICFile 4KB
s New Volume (B) w j FID_fcObbdc2 0964 4e32_a432 52443300026 1/28/2022 4:51 PM LICFile 4KB
Siterns 7 items selected 25.0KB =

Step 2. Restart the server or Citrix licensing services so that the licenses are activated.

Step 3. Run the application Citrix License Administration Console.

Citrix Licensing Manager
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Step 4. Confirm that the license files have been read and enabled correctly.

iy . . Licen: ian IS
Citrix Licensing Manager e TR Hello, FSL151K

Dashboard Historical Use Install Licenses Update Licenses

License Usage

IN
PRODUCT-EDITION MODEL USE/INSTALLED AVAILABLE

Citrix Start-up License Server 10000 >

o0/10000  1100%)

Citrix License Server Diagnostics License Server 10000 >
0/10000  1100%)

Citrix Virtual Apps and Desktops Premium Concurrent 6000 >
/6000 (100%)

o o 6000

Citrix Provisioning for Desktops Concurrent >
o/6oop  1100%)

Citnix Virtual Apps and Desktops Premium User/Device 6000 >
o/6ooo  100%)

Procedure 3. Install the Citrix Virtual Apps and Desktops

Step 1. To begin the installation, connect to the first Delivery Controller server and launch the installer from
the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.

Step 2. Click Start.
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Deliver applications and desktops to any user, anywhere, on any device.

+» Hybrid doud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Vi rtual Apps Deliver applications

Virtual Apps and Desktops peiiver appiications and desktops

cifrix

Step 3. The installation wizard presents a menu with three subsections. Click Get Started - Delivery
Controller.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Get Started Prepare Machines and Images

Delivery Controller Virtual Delivery Agent for Windows Multi-session OS

Start here. Select and install the Delivery Controller and other Install this agent to deliver applications and desktops from Windows
essential services like License Server. multi-session OS virtual machines or physical machines.

Extend Deployment

Citrix Director i Citrix Studio i Session Recording

Citrix License Server i Universal Print Server

Citrix StoreFront i Federated Authentication Service

Cancel

Step 4. Read the Citrix License Agreement. If acceptable, indicate your acceptance of the license by
selecting | have read, understand, and accept the terms of the license agreement.

Step 5. Click Next.
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Licensing Agreement
Core Components
Features

Firewall

Summary

Install

Diagnostics

License Server Data

Finish

Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Software License Agreement

Printable version

Last Revised: August 19, 2020
CITRIX LICENSE AGREEMENT

This iz a legal agreement ("AGREEEMENT") between the end-user customer ("you"), and
the providing Citrix entity (the applicable providing entity is hereinafter referred to as
"CITRIX"). This AGREEMENT includes the Data Processing Agreement, the Citrix
Services Security Exhibit and any other documents incorporated herein by reference. Your
location of receipt of the Citrix product (hereinafter "PRODUCT") and maintenance
(hereinafter "MAINTENANCE") determines the providing entity as identified at https://
www.citrix com/buy/licensing‘eitrix-providing-entities html. BY INSTALLING AND/OR
USING THE PRODUCT, YOU AGREE TO BE BOUND BY THE TERMS OF THIS
AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF THIS AGREEMENT,
DO NOT INSTALL AND/OR. USE THE PRODUCT. Nothing contained in any purchase
order or any other document submitted by vou shall in any way modify or add to the
terms and conditions contained in this AGREEMENT. Thizs AGEEEMENT does not apply
to third party products sold by Citrix, which shall be subject to the terms of the third party
provider.

1. PRODUCT LICENSES.

a. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide

license to use the software in a software PRODUCT and the software installed in |+

@ | have read, understand, and accept the terms of the license agreement

" | do not accept the terms of the license agreement

. -

Step 6. Select the components to be installed on the first Delivery Controller Server:

o Delivery Controller
o Studio
o Director

Step 7. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Core Components

¥ Licensing Agreement

Core Components Location: C:\Program Files\Citrix

Features

OJ Component (Select all)

Firewall

S - Delivery Controller

i v Distributes applications and desktops, manages user access, and optimizes

Install connections.

Diagnostics .
)] Studio

Finish = Create, configure, and manage infrastructure components, applications, and desktops,
v Director

Monitor performance and troubleshoot problems.

License Server
A This component must be installed at least once.

Step 8. Since a dedicated SQL Server will be used to Store the Database, leave “Install Microsoft SQL Server
2014 SP2 Express” unchecked.

Step 9. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Features

¥ Licensing Agreement D Feature (Select all)
¥ Core Components -

| Install Microsoft SQL Server 2019 Express CU22
[ O This is an optional component. If you have an existing SQL Server for storing desktop
Eirewall and application configurations and settings, do not select this option.
S
e O Install Windows Remote Assistance
Install Select this only if you need the shadowing feature of Director Server.
Diagnostics
Firish

Step 10. Select the default ports and automatically configured firewall rules.
Step 11. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Firewall
R nEeent The default ports are listed below. Printable version
+ Core Components
v Features Delivery Controller Director
Firewall 80 TCP 80 TCP
Summary 89 TCP 443 TCP
Install 443 TCP

Diagnostics

Finish

Configure firewall rules:

. Automatically
Select this option to automatically create the rules in the Windows Firewall. The rules will be
created even if the Windows Firewall is turned off,

Manually
Select this option if you are not using Windows Firewall or if you want to create the rules
yourself,

Step 12. Click Install to begin the installation.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Summary
¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.

+ Core Components
Installation directory

+ Features
 Firewall ‘ C\Program Files\Citrix
Prerequisites
Summary
Microsoft Visual x64 C++Runtime
Mistall Local Host Cache Storage (LocalDE)
Diagnostics | Microsoft Visual x86 C++ Runtime
. Microsoft Internet Information Services
Finish

Core Components

Delivery Controller
Studic
Director

Firewall

TCP Ports: 80, 89, 443

Enable restore on failure

oo | (e

Note: Multiple reboots may be required to finish installation.

Step 13. Optional: Check Collect diagnostic information/Call Home participation.
Step 14. Click Next.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4

Diagnostics

¥ Licensing Agreement [] Collect diagnostic infarmation

+ Core Companents Citrix Call Home periodically collects information about system and product configuration,

+ Features performance, errors, and more, The information is transmitted to Citrix so our support and
product teams can resochee issues proactively.

pi=al Learn more about Call Home.
" Summary .
NOTE: The feature can be disabled later.
v Install
Diagnostics *Requires Citrix Cloud login
Finish |

Step 15. Click Finish to complete the installation.
Step 16. Optional: Check Launch Studio to launch the Citrix Studio Console.
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Citrix Virtual Apps and Desktops 7 2203 LTSR CU4
Finish Installation
¥ Licensing Agreement The installation completed successfully. « Success

« Core Companents
Prerequisites

i v Microsoft Visual x84 C++Runtime Installed
«" Firewall + Local Host Cache Storage (LocalDE) Installed
+ Summary v Microsoft Visual x86 C++ Runtime Installed

+ Microsoft Internet Information Services Installed
+ Install

! ) Core Components
+ Diagnostics

v Delivery Controller Installed
Finish ¥ Studio Installed

+" Director Installed

Post Install

v Component Initialization Initialized

D Launch Studio

Procedure 4. Nutanix AHV Plug-in for Citrix Virtual Apps and Desktops

Nutanix AHV Plug-in for Citrix is designed to create and manage VDI VMs in a Nutanix Acropolis infrastructure
environment. The plug-in is developed based on the Citrix defined plug-in framework and must be installed on
a Delivery Controller or hosted Provisioning Server. Additional details on AHV Plug-in for Citrix can be found
here.

Step 1. Download the latest version of the Nutanix AHV Plug-in for Citrix installer MSI (.msi) file
NutanixAHV_Citrix_Plugin.msi from the Nutanix Support Portal.

Step 2. Double-click the NutanixAHV_Citrix_Plugin.msi installer file to start the installation wizard. In the
welcome window, click Next.
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https://portal.nutanix.com/page/documents/details?targetId=NTNX-AHV-Plugin-Citrix:NTNX-AHV-Plugin-Citrix
https://portal.nutanix.com/page/downloads?product=ahv&bit=Citrix

ﬂ Nutanix AHV plugin for Citrix XenDesktop Setup Wizard X

Nutanix AHV plugin for Citrix
XenDesktop Setup Wizard

The Wizard allows you to install Nutanix AHV MCS/PVS plugin
for Citrix XenDesktop on your computer. Click Next to
continue or Cancel to exit the Wizard.

) N

NUTANI><.

Version: 2.7.7.0 <Back | Next> | | cancel |

Step 3. The End-User License Agreement details the software license agreement. To proceed with the
installation, read the entire agreement, select | accept the terms in the license agreement and click Next.

ﬁ Nutanix AHV plugin for Citrix XenDesktop Setup Wizard X
Please read the following license agreement carefully. «a
NUTANI <.
Nutanix License and Services Agreement )

This Nutanix License and Services Agreement ("Agreement”) governs Your
receipt and use of any Products (as defined below) and becomes effective
when you (a) issue a purchase order for the Products; (b) click the *ACCEPT"
button when downloading or installing the Software; and/or (c) access or

use the Software or Cloud Services. This Agreement is entered into between
Nutanix Inc., located at 1740 Technology Dr. Ste. 150, San Jose, CA 95110,
United States, if You are contracting in the Americas, or Nutanix Netherlands
B.V., located at Mercuriusplein 1, 2132 HA Hoofddorp, The Netherlands, if

You are contracting anywhere else in the world, or both if you are contracting v

(D1 do not accept the terms in the License Agreement

| <Back [ Net> | | cancel |

Step 4. Select the XD MCS AHV Plugin in the Setup Type dialog box and click Next.
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ﬂ Nutanix AHV plugin for Citrix XenDesktop Setup Wizard X

Setup Type )’
Choose the setup type that best suits your needs «a
NUTANIC

@ XD MCS AHV Plugini

ﬁmwﬁrcmmwibemm

(O CWA MCS AHV Plugin
@ MCS Plugin for Citrix Cloud Connector will be installed

(O PVS AHV Plugin
ﬁ PVS Plugin for Citrix Provisioning Console will be installed

| <Bak || Next> | | Concel |

Step 5. Click Next to confirm installation folder location.

ﬂ Nutanix AHV MCS plugin for Citrix XenDesktop 7.15 or later Setup Wizard X
“
NUTANIC.

The installer will install Nutanix AHV MCS plugin for Citrix XenDesktop 7. 15 or later in the
following folder.

Location: C:\Program Files\Common
Files\Citrix\HCLPlugins \CitrixMachineCreation v 1.0.0.0\NutanixAHV\

[ <Back | nNext> | | cancel |

Step 6. Select Yes, | agree at the Data Collection dialog box of the installation wizard to allow collection and
transmission. Click Install to start the plug-in installation.
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ﬁ Nutanix AHV MCS plugin for Citrix XenDesktop 7.15 or later Setup X
V 4
Ready to install Nutanix AHV MCS plugin for Citrix XenDesktop 7.15 or... -~
NUTANI S

This plugin can collect and send data described below to Nutanix. By
selecting ‘Yes, I agree’, you are permitting such data to be collected and
sent. Please note that the data will be sent only when Pulse is enabled on
Nutanix Prism.

DATA COLLECTION DETAILS A

Provisioning Type
i. Reading from the Registry of the System where Plugin is installed.
Path:- HKEY_LOCAL_MACHINE\SOFTWARE\Nutanix Inc.\Citrix MCS
Plugin
Key:- “Installer Type”.
ii. This Registry Key will be added at the time of installation of Plugin.
1. For MCS:sending “MCS” v

@ Yes, Tagre
(ONo, 1don't agree

ST

Step 7. Click Finish to complete Installation.

ﬁ Nutanix AHV MCS plugin for Citrix XenDesktop 7.15 or later Setup Wizard X

Nutanix AHV MCS plugin for
Citrix XenDesktop 7.15 or
later Setup Wizard

’ Click the Finish button to exit the Wizard.

NUTANI L.

< Back Cancel

Procedure 5. Create Site

Citrix Studio is a management console that allows you to create and manage infrastructure and resources to
deliver desktops and applications. It provides wizards to set up your environment, create workloads to host
applications and desktops and assign applications and desktops to users.

Citrix Studio launches automatically after the Delivery Controller installation, or it can be launched manually if
necessary. Studio is used to create a Site, which is the core of the Citrix Virtual Apps and Desktops environment
consisting of the Delivery Controller and the Database.

Step 1. From Citrix Studio, click Deliver applications and desktops to your users.
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& Citrix Studio
File Action View Help

& 9| 5|
&4 Citrix Studio

Welcome to Citrix Studio

To begin, select one of the three options below.

Site setup

Deliver applications and desktops to your users

Remote PC Access

Enable your users to remotely access their physical machines

Scale your deployment

Connect this Delivery Controller to an existing Site

Step 2. Select the An empty, unconfigured Site radio button. Enter a site name and click Next.
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Site Setup

Studio Introduction

I You have two options when creating a new Site. The simplest option is to automatically
Introduction create a fully configured, production-ready Site. The second, more advanced option is
otk ‘ to create an empty Site, which you must configure yourself.

Licensing What kind of Site do you want to create?
Summary () A fully configured, production-ready Site (recommended for new users)

@An empty, unconfigured Site

Site name:

{ ccHi |

Step 3. Provide the Database Server Locations for each data type. Click Next.

Note: For an SQL AlwaysOn Availability Group, use the group’s listener DNS name.

Note: Additional controllers can be added later.
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Site Setup
Studio Databases
Databases store information about Site setup, configuration logging and monitoring.
Choose how you want to set up the databases. Learn more
v ;
i ] Create and set up databases from Studio () Generate scripts to manually set up
Databases < (You can provide details of existing empty datab on the database server
i ' databases)
Licensing
Summary | Provide database details
Data type Database name Location (formats)
Site: | CitrixCCHISite | [Fssa |
Monitoring: | CitrixCCHIMonitoring | [Fs-sa |
Logging: | CitrixCCHILogging | [rssa] |

1 selected

o For an AlwaysOn Availability Group, specify the group’s listener in the location.

Specify additional Delivery Controllers for this Site Learn more

Step 4. Provide the FQDN of the license server.

Step 5. Click Connect to validate and retrieve any licenses from the server.

Note: If no licenses are available at this time, you can use the 30-day free trial or activate a license file.

Step 6. Select the appropriate product edition using the license radio button.

Step 7. Click Next.
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el
7 Site Setup

Studio Licensing
License server address: | ANY I a [ Connect ]
Connected to trusted server
¥ Introduction View certificate
¥ Databases | want to:
Licensing () Use the free 30-day trial
S You can add a license later.
ummary

se an existing license
The product list below is generated by the license server.

| Product Model
O Citrix Virtual Apps and Desktops Premium Concurrent

() Citrix Virtual Apps and Desktops Premium User/Device

Allocate and download... ] [ Browse for license file... ]

Step 8. Verify information on the Summary page. Click Finish.

Site Setup
Studio Sy
Site name: CCHI
¥ Introduction Site database: CitrixCCHISite

T FS-SQL-1 (no high availability)

¢ Licensing l Monitoring database: CitrixCCHIMonitoring
FS-SQL-1 (no high availability)
Summary
l Logging database: CitrixCCHILogging
FS-SQL-1 (no high availability)
Delivery Controllers: NTX-DDC-1.FSL151K.LOCAL
License server: ANY

Coc

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 70 of 204



Procedure 6. Configure the Citrix Virtual Apps and Desktops Site Hosting Connection

Step 1. Go to Configuration > Hosting in Studio, click Add Connection and Resources.
& Citrix Studio — X
File Action View Help

ol AN e [ ?

4 Citrix Studio (FlashStack) Actions
2 Search - -
Machine Catalogs Hosting
£, Delivery Groups Name + | Type Address State Eﬂ. Add Connection and R...
IJ Applications Yiew »
g Policies
Logging |6l Refresh

w x4 Configuration ﬂ Help

£ Administrators

Controllers

#¢ Licensing

3 StoreFront

[y App-V Publishing

0 Zones

Step 2. On the Connection page:
o Select the Connection type of Nutanix AHV.
o Nutanix cluster virtual IP address (VIP).
o Enter the username.
¢ Provide the password for the admin account.

+ Provide a connection name.

o Select the tool to create virtual machines: Machine Creation Services or Citrix Provisioning.

Step 3. Click Next.
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Add Connection and Resources

Studio Connection

Connection type: [Nutanix ARV X ]
Connection Connection address: l 10.10.70.90 ’
Network

User name: [admin [
Summary

Password: [o-oooooooo ’

Connection name: ICCHN-ISM| I

Create virtual machines using:
Citn'x provisioning tools (Machine Creation Services or Citrix Provisioning)
() Other tools

Step 4. Select the Network to be used by this connection and click Next.

Add Connection and Resources

Studio Network
Name for these resources:
[voi] |
¥ Connection
The name helps identify the storage and network combination associated with the
Network connection.
Summary Select one or more networks for the virtual machines to use:
(= | Name 3
(] wviLAN-132

VLAN-70
VLAN-71

O
O
VLAN-T2
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Step 5. Review the Add Connection and Recourses Summary and click Finish.

Add Connection and Resources

Studio SSEWY
Connection type: Nutanix AHV
& Connartion Connection address: 10.10.70.90
P hictwork Connection name: CCHN-ISM
Create virtual machines with: Citrix provisioning tools (Machine Creation Services or
Summary Citrix Provisioning)
Connection zone: Primary
Networks: VLAN-72
Scopes: All

(o]

Procedure 7. Configure the Citrix Virtual Apps and Desktops Site Administrators

Step 1. Connect to the Citrix Virtual Apps and Desktops server and open the Citrix Studio Management
console.

Step 2. From the Configuration menu, right-click Administrator and select Create Administrator from the
drop-down list.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 73 of 204



& Citrix Studio
File Action View Help

X

ol ARl el 7

&4 Citrix Studio (FlashStack)
£ Search
g Machine Catalogs
g Delivery Groups
ﬂ Applications
[= Policies
Logging
v (54 Configuration
S Administrators
% Controllers
g Hosting
s Licensing
m StoreFront
[y App-V Publishing

0 Zones

Delegated Administration

Delegated Administration is useful in large companies where Administrators have
defined areas of responsibility; for example, Administrators responsible for image
management can create and modify Machine Catalogs but cannot allocate users to
Delivery Groups.

Scopes

A scope represents a collection of objects the user is allowed to administer, for
example Connections, Machine Catalogs and Delivery Groups. You can group objects
into scopes that are relevant to your erganizational structure, for example Delivery
Groups in the Head Office.

Administrators
An administrator represents an individual person or group of people identified by an
Active Directory account.

Roles

A role is a set of permissions granted to an administrator; for example, the built-in
Help Desk Administrator role cannot create and modify objects in Studio but can see
Delivery Groups.

|| Don't show this again

Actions

i FS
|@ Create Administrator |

Wiew

ﬂ Help

ﬂ Help

»

& Edit Administrator
ED Copy Administrator
9 Delete Administrator

[E] Create Report

Step 3. Select or Create the appropriate scope and click Next.
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Create Administrator

Studio

Administrator and Scope
Role

Summary

Administrator and Scope

Select an administrator:

| FsL151K\Domain Admins || Browse..

Select a Scope:

Scopes are objects that represent something meaningful in an organization and that an
administrator is allowed to manage (for example, a set of Delivery Groups used by the Finance
team). Click a scope to see the objects in it.

| Scope name

o Al

All objects

Step 4. Select an appropriate Role.

Create Administrator

Studio

¥ Administrator and Scope
Role

Summary

|

|

Role

Select a role. Click a role name to view its permissions.

| Name 4| Type

© Deli 7y6r:x;p.’;‘ 5 -
Can deliver applications, desktops, and machines; can also manage the...
O ' Full Administrator

Built In

Can perform all tasks and operations. bustly
Help Desk Administrator .
5 : y : Built in

Can view Delivery Groups, and manage the sessions and machines ass...

() Host Administrator Built In
Can manage host connections and their associated resource settings.
Machine Catalog Administrator Built In
Can create and manage Machine Catalogs and provision machines.
Read Only Administrator Built In

Can see all objects in specified scopes as well as global information, b...

| - |

Step 5. Review the Summary, check Enable administrator and click Finish.
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Create Administrator

Studio Summary
Administrator: FSL151K\Domain Admins
+ Administrator and Scope Scope: All
¥ Role Role: Full Administrator
Summary

] Enable administrator
Clear check box to disable the administrator, No settings will be lost.

Save full permissions report

Back Cancel [

Procedure 8. Install the Citrix Virtual Apps and Desktops on the additional controller

Note: After the first controller is completely configured and the Site is operational, you can add additional
controllers. In this CVD, we created two Delivery Controllers.

Step 1. To begin installing the second Delivery Controller, connect to the second server virtual machine and
launch the installer from the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.

Step 2. Click Start.

Step 3. Click Delivery Controller.

Step 4. Repeat the same steps used to install the first Delivery Controller; Install the Citrix Virtual Apps and
Desktops, including the AHV Plugin for Citrix.

Step 5. Review the Summary configuration and click Finish.
Step 6. Open Citrix Studio.

Step 7. From Citrix Studio, click Connect this Delivery Controller to an existing Site. Follow the prompts to
complete this procedure.

Procedure 9. Install and Configure StoreFront

Citrix StoreFront stores aggregate desktops and applications from Citrix Virtual Apps and Desktops sites,
making resources readily available to users. In this CVD, we created two StoreFront servers on dedicated virtual
machines.

Step 1. To begin the installation of the StoreFront, connect to the first StoreFront server and launch the
installer from the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.

Step 2. Click Start.
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Deliver applications and desktops to any user, anywhere, on any device.

+» Hybrid doud, cloud and enterprise provisioning
» Centralized and flexible management

Manage your delivery according to your needs:

Viftua' AppS Deliver applications

Virtual Apps and Desktops peiiver appiications and desktops

citrix

Step 3. Click Extend Deployment Citrix StoreFront.
Citrix Virtual Apps and Desktops 7

Get Started Prepare Machines and Images

Delivery Controller Virtual Delivery Agent for Windows Multi-session OS

Start here. Select and install the Delivery Controller and other Install this agent to deliver applications and desktops from Windows
essential services like License Server. multi-session OS wirtual machines or physical machines.

Extend Deployment

Citrix Director i Citrix Studio i Session Recording

Citrix License Server i Universal Print Server

Citrix StoreFront Federated Authentication Service

Step 4. Indicate your acceptance of the license by selecting | have read, understand, and accept the terms
of the license agreement.
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Step 5. Click Next.

&1 Citrix StoreFront — O *

StoreFront

License agreement

You must accept the terms of the license agreement to continue.

CITRIX LICENSE AGREEMENT
Use of this component 15 subject to the Citrix license or terms of service covenng the Citrix produoct
(=) and/or service(s) with which you will be using this compenent. This component is licensed for

wse only with such Citrix product(s) and/or service(s).

CTX code EP R_A10352779

| accept the terms of this license agreement

< Back . Mext = || Cancel

Step 6. On the Prerequisites page click Next.
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&l Citrix StoreFront — Oa *

StoreFront

Review prerequisites

StoreFront requires the following software before it can operate correctly. Fefrash

0 Internet Information Services (II5)
The required roles will be deployed automatically. @

< Back ” Mext = || Cancel

Step 7. Click Install.
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& Citrix StoreFront — O *

StoreFront

Ready to install

Setup is ready to install. Please review the notes and summary information below.

Install now: Prerequisites
Internet Information Services (11S)

Install now: Reles and subcompaonents
StoreFront
Citrix StoreFront 2203.0.4000.13

< Back || Install || Cancel

Step 8. Click Finish.
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n Citrix StoreFront

StoreFront

Successfully installed StoreFront

StoreFront has been successfully installed.

@ Internet Information Services (IIS) installed successfully,
@ StoreFront installed successfully.

& Citrix StoreFront 2203.0.4000.13 installed successfully.

start automatically after you click Finish.

Note: StoreFront must be configured before it can be used. The administration consocle will

Finish

Step 9. Click Yes to reboot the server.

Reboot

Areboot is required to complete the installation. Click on Yes
to reboot now. Click on Mo to reboot at a later point of time.

Yes | Ma I

Step 10. Open the StoreFront Management Console.

Step 11. Click Create a new deployment.
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&& Citrix StoreFront
File Action View Help

@ BE

&4 Citrix StoreFront

Welcome to StoreFront

Select an option below to create a new store or extend your existing
deployment

|@ Refresh
Help

Create a new deployment

Set up a deployment to deliver self-service applications, data, and desktops to your users.

Join existing server group
Add a server to an existing load-balanced group.

Step 12. Specify a name for your Base URL.

Step 13. Click Next.
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88 Citrix StoreFront - O
File Action View Help

@ = | [ | Create New Deployment

& Citrix s
StoreFront RPN TRamp LinL E 3
sfresh
Confirm the base URL for services hosted on this deployment. For multiple server deployments, elp
‘ specify the load-balanced URL for the server group.
Base URL
Getting Started Base URL: | hittpu/ntu-sf-1/ | a
Store Name
Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL
Summary

Step 14. For a multiple server deployment, use the load balancing environment in the Base URL box.
Step 15. Click Next.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 83 of 204



File Action

&2 Citrix StoreFront

View Help

¢ = |

8 Citrix StoreR

m Stores

Server G

Create Store

StoreFront

+ Base URL
Getting Started
Store Name
Delivery Controllers
Remote Access

Authentication Methods

Getting Started

StoreFront stores provide your users with access to their Windows desktops and applications,

mobile applications, external software-as-a-service (5aas) applications, and internal web
applications through a single portal from all their devices.

Store URL @
1Ty e —— —_—

Citrix

Receiver

. ReceiverforWebSite __ _ &

XenApp Services URL f
— '

Summary Store Browser : End User
: :
H [
(] L]
] [ ]
heo...JenfppSenicsURL @-_.:

PNAgent
4 3 I

Step 16. Specify a name for your store.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 84 of 204




¥ Getting Started
Store Name
Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL
Summary

8 Citrix StoreFront O
File Action View Help
L i 4 | o | Create Store
& Citrix s
B Stores T
B8 Server
StoreFront Store name and access i 4
tfresh
Enter a name that helps users identify the store. The store name appears in Citrix Receiver/ elp
Workspace app as part of the user's account.
+ Base URL

© Store name and access type cannot be changed, once the store is created.

Store Name: ICCH‘ I ]

[_] Aliow only unauthenticated (anonymous) users to access this store
Unauthenticated users can access the store without presenting credentials.

Receiver for Web Site Settings

|| Set this Receiver for Web site as IIS default

When this is checked, the Receiver for Web site created with the store will be set as the
default IS website. This setting will override any previous defaults configured for the IIS
sites.

Step 17. Click Add to specify Delivery controllers for your new Store.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 85 of 204



+ Getting Started

+ Store Name
Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL

Summary

&2 Citrix StoreFront O ot
File Action View Help
* * | | Create Store
8 Citrix StoreR
m Stores
re
Server G |
StoreFront Delivery Controllers ’
Specify the Citrix Virtual Apps and Desktops delivery controllers or XenApp servers for this store.
Citrix recommends grouping delivery controllers based on deployments,
v Base URL

MName Type Servers

Edit... Remave

Back H _'-\'—“':,__] ’ Cancel ]

Step 18. Add the required Delivery Controllers to the store.
Step 19. Click OK.
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88 Citrx toreFront
File Action View Help

« ‘ | @' ({.';ft-:rr:

O

Advanced

Configure delivery controller communication timeouts and other
advanced settings using the 'Settings’ dialog.

& Citrix
u Stores | Add Delivery Controller
= SCNUG‘
StoreFront Display name: | Controller |
‘ Type: (®) Citrix Virtual Apps and Desktops
) XenApp 6.5
¥ Base URL
v Getting Started (S'::':';alamed): :
v Store Name
Delivery Controlle|
Remote Access
Authentication Met| [ Add. || Edit. || Remove
XenApp Services Uf W' Servers are load balanced
s | oo a

vers for this store.

oK
!

ﬁ
ew »
sfresh

elp

Step 20. Click Next.
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88 Citrix StoreFront
File Action View Help

’l @| Create Store

¥ Citrix
B Stores
B8 Server
StoreFront
¥ Base URL

¥ Getting Started

¥ Store Name
Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL
Summary

Delivery Controllers

Specify the Citrix Virtual Apps and Desktops delivery ¢ llers or XenApp servers for this store.
Citrix recommends grouping delivery controllers based on deployments.

Name | Type | Servers

Controller Citrix Virtual Apps and Desktops G5-DDC-1, G5-DD.

Step 21. Specify how connecting users can access the resources, in this environment only local users on the
internal network are able to access the store.

Step 22. Click Next.
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8 Citrix StoreFront

File Action View Help

&= | 5|
&4 Citrix Storef

3 Stores

Server G

Create Store

StoreFront

# Base URL

¥ Getting Started

¥ Store Name

« Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL

Summary

Remote Access

Enabling remote access will allow users outside the firewall to access resources securely. You need
to add a Citrix Gateway once remote access is enabled.

[:] Enable Remote Access
Select the permitted level of access to intemnal resources

®) Allow users to access only resources delivered through StoreFront (No VPN tunnel) 0

s to access all resou

Citrix Gateway appliances 0

Add.

Default appliance: v

I

Step 23. From the Authentication Methods page, select the methods your users will use to authenticate to the
store. The following methods were configured in this deployment:

« Username and password: Users enter their credentials and are authenticated when they access their

stores.

o Domain passthrough: Users authenticate to their domain-joined Windows computers and their credentials
are used to log them on automatically when they access their stores.

Step 24. Click Next.
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File Action

&2 Citrix StoreFront

View Help

¢ = |

8 Citrix StoreR

m Stores

Server G

Create Store

StoreFront

v Base URL

+ Getting Started

+ Store Name

+ Delivery Controllers

+ Remote Access
Authentication Methods
XenApp Services URL

Summary

Configure Authentication Methods

Select the methods which users will use to authenticate and access resources,

Method
User name and password
[ SAML Authentication
Domain pass-through

Can be enabled / disabled separately on Receiver for Web sites

[| Smartcard
Can be enabled / disabled separately on Receiver for Web sites

[] HTTP Basic

1 Pazc-thronnh from Citriv (Gatewss

Step 25. Configure the XenApp Service URL for users who use PNAgent to access the applications and

desktops.

Step 26. Click Create.
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&2 Citrix StoreFront — O ot
File Action View Help
* * | | Create Store

8 Citrix StoreR

I Stores .
Server G |
StoreFront Configure XenApp Services URL ’
URL for users who use PNAgent to access applications and desktops.
+ Base URL Enable XenApp Services URL
+ Getting Started URL: https//g5-sf-1/Citrix/FlashStack-G5/PNAgent/configaaml

+ Store Name

+ Delivery Controllers [##] Make this the default Store for PNAgent

+ Remote Access PMNAgent will use this store to deliver resources.
+ Authentication Methods ‘
XenApp Services URL

Summary ‘

Step 27. After creating the store click Finish.
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o e
File Action View Help
&= |5 Create Store

& Citrix Storef
u Stores
Server G| '
Store created successful fad
StoreFront (v y B
Store Name: CCHI kip
Remote Access: Disabled
v Base URL Authentication Methods: User name and password, Domain pass-through

v Getting Started

v Store Name Store URL o
e Export Provisioning File

.
: Citrix
: Receiver
v Authentication Methods
I = Receiver for Web Site &
v XenfppServicesURL 1 I | sessssssssnsmasnmn- @ Test Site
e
Summary Store Browser
.
.
.
.
.
.
A XenApp Services URL @
PNAgent

Finish

Procedure 10. Configure Additional StoreFront Servers

After the first StoreFront server is completely configured and the Store is operational, you can add additional
servers.

Step 1. Install the second StoreFront using the same installation steps in Procedure 9 Install and Configure
Storefront.

Step 2. Connect to the first StoreFront server.

Step 3. To add the second server and generate the authorization information that allows the additional
StoreFront server to join the server group, select Add Server the Actions pane in the Server Group.

Actions

Server Group -
Add Server
Change Base URL
View 4

@ Refresh

d Hep

Step 4. Copy the authorization code.
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“ it
File Action View Help
e 2@ Bm

8 Citrix StoreFront

B Stores
Server Group

Server Group

zZ2

Add Server

Authorize New Server

Enter authorization information for the server you want to add.

Authorizing server:  ntx-sf-1
Authorization code: 61190495

% Please wait...

This will start the server side invite process for a server which wishes to join the server group.

Step 5. From the StoreFront Console on the second server select Join existing server group.
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&% Citrix StoreFront
File Action View Help
Lol di ol

& Citrix StoreFront

Welcome to StoreFront

Select an option below to create a new store or extend your existing
deployment

Create a new deployment

Set up a deployment to deliver self-service applications, data, and desktops to your users.

Join existing server group
Add a server to an existing load-balanced group.

Step 6. In the Join Server Group dialog, enter the name of the first Storefront server and paste the
Authorization code into the Join Server Group dialog.

Step 7. Click Join.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 94 of 204



a Cit toreFront O
File Action View Help
&= | 3

& Citrix StoreFront

G Refresh

Welcome to StoreFront B Hep

Select an option below to create a new store or extend your existing deployment

Join Server Group

To authorize this server, first connect to a server in the group and choose "Add
Server”. Enter the provided authorization information here.

Authorizing server: [ ntx-sf-1 ]

Authorization code: ||| 61190495

A message appears when the second server has joined successfully.
Step 8. Click OK.

Join Server Group

Authorizing server: ‘ ntx-sf-1 |

Authorization code: ‘ 61190495 l

Joined Successfully

"NTX-SF-2" is now part of a multiple server deployment.

The second StoreFront is now in the Server Group.
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Add Server

... -
. Please wait...

Details

Servers Status

Authorizing server:  ntx-sf-1

Authorization code: 40343805

NTX-SF-2  Completed

o "NTX-SF-2" added to Server Group

Install and Configure Citrix Provisioning Server

In most implementations, there is a single vDisk providing the standard image for multiple target devices.
Thousands of target devices can use a single vDisk shared across multiple Provisioning Services (PVS) servers

in the same farm, simplifying virtual desktop management. This section describes the installation and
configuration tasks required to create a PVS implementation.

The PVS server can have many stored vDisks, and each vDisk can be several gigabytes in size. Your streaming
performance and manageability can be improved using high-performance storage solutions. PVS software and
hardware requirements are available in the Provisioning Services 2203 LTSR document.

Procedure 1. Configure Prerequisites

Step 1. Set the following Scope Options on the DHCP server hosting the PVS target machines:

% DHcp
v F fs-ad-1fs1151klocal
v 3 IPvd
(.3 Server Options
> [ Scope [10.54.0.0] VLANS4
~ [ Scope[10.72.0.0] VLANT2
|5} Address Pool
[ Address Leases
|| Reservations
.. Scope Options
| Policies
> ] Scope[10.10.71.0] VLANTI
| Policies
» [#] Filters

> B IPvE

Option Name Vendor Yalue Policy Mame
=] 003 Router Standard 10.72.0.1 Mone

|:=] 006 DMS Servers Standard 10.10.71.11 Mone
IE 011 Resource Location Servers Standard 10.72.0.10, 10.72.0.11, 10.72.0.12 Mone I
E 013 DNS Domain Name Standard FSL15TK.LOCAL Mone

i-| 066 Boot Server Host Name Standard pvs-lb Mone

E, 067 Bootfile Name Standard pvsnbpxbd. efi Mone

Step 2. Create a DNS host records with multiple PVS Servers IP for TFTP Load Balancing:
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https://docs.citrix.com/en-us/provisioning/2203-ltsr

File Action Wiew Help

e pmXEBcz HEl § 86

3

% D3 Marme Type Data Tirnestamp

v FE—AD—‘I [E]w2019-MC5-Base Host (A) 10.72.9.2 12/21/2021 12:00:00 PM
ol Cached Lookups W19-MCSIMG-0105 Host (A) 10.72.9.18 1/6/2024 9:00:00 AM

i B Foawest dLDDF:uLf;':("LES [Elpvs-te Host (A) 10.72.0.10 static
E_'J '_:;Tj SC'ISK LOCALl E pvs-lb Host [A) 10.,72.012 static
| EJeverse Lnnlkup Zones pvs-lb Host (A) 10.72.0.11 static
| Trust Points Epureﬁle Host (4) 10.10.71.50 static
“| Conditional Forwarders Q MCS-W2019-128 Host (&) 10.72.9.75 1/10/2022 10:00:00 AM

Note: Only one MS SQL database is associated with a farm. You can choose to install the Provisioning
Services database software on an existing SQL database server, if that machine can communicate with all
Provisioning Servers within the farm or create new.

Note: Microsoft SQL 2019 was installed separately for this CVD.

Procedure 2. Install and Configure Citrix Provisioning Service

Step 1. Connect to Citrix Provisioning server and launch Citrix Provisioning Services 2203 LTSR ISO and let
AutoRun launch the installer.

Step 2. Click Console Installation.

Citrix Provisioning

Console Installation

Server Installation

Target Device Installation

Help and Support

Install the Console and its dependencies. 32-bit Consoles are no longer
supported.

Step 3. Click Install to start the console installation.
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Citrix 2203 LTSR CU4 - Provisioning Console x84 - InstallShield Wizard

T Citrixx 2203 LTSR CU4 - Provisioning Console x64 requires the following items to be
installed on your computer. Click Install to begin instaling these requirements.

Status  Requirement

Pending CDF x4
Pending Remote PS SDK

Step 4. Click Next.

ﬂ Citrize 2203 LTSR CU4 - Provisioning Conscle x84 - InstallShield Wizard
Welcome to the InstallShield Wizard for Citrix

- L]
C I |'r| x 2203 LTSR CU4 - Provisioning Console x64

The InstallShigld(R) Wizard will install Citrix 2203 LTSR CU4 -
Provisioning Console x64 on your computer. To continue, didc
Mext,

WARMING: This program is protected by copyright law and
international treaties,

*

Step 5. Read the Citrix License Agreement. If acceptable, select | accept the terms in the license

agreement.

Step 6. Click Next.
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ﬂ Citrize 2203 LTSR CU4 - Provisioning Conscle x84 - InstallShield Wizard d
License Agreement - -
You must view the entire license agreement in order to continue. CI I.rl X
Last Revised: November I, 2018 ~
CITRIX LICENSE AGREEMENT

This is a legal agreement (" AGEEEMENT") between the end-user customer ("you').
and the providing Citrix entity (the applicable providing entity is hereinafter referred
to as "CITRIX"). This AGREEMENT includes the Data Processing Agreement. the
Citrix Services Security Exhibit and any other documents incorporated herein by
reference. Your location of receipt of the Citrix product (hereinafter "PRODUCT") and
maintenance (hereinafter "WMAINTENANCE") determines the providing entity as
identified at https://www citrix com/buy/Hcensing/citrix-providing-entities html. BY

TATOT AT T TATA A AT TTETAT, TTTE NIMEANIT T WATT A ATITT T T DT TRIT T

=

(®) I accept the terms in the license agreement | Print

()1 do not accept the terms in the license agreement

Step 7. Optional: provide User Name and Organization.
Step 8. Click Next.

InstallShield

ﬂ Citrize 2203 LTSR CU4 - Provisioning Console x84 - InstallShield Wizard d

Customer Information

Please enter your information, CI I.rl X

User Name:
lab

Organization:
ICisco|

Install this application for:
(®) Anyone who uses this computer (all users)

(") Only for me (Windows User)

Installshield

Step 9. Accept the default path.
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ﬂ Citrize 2203 LTSR CU4 - Provisioning Conscle x84 - InstallShield Wizard d
Destination Folder - -
Click Mext to install to this folder, or didk Change to install to a different folder. CI I.rl X

Install Citrix 2203 LTSR. ClU4 - Provisioning Console x64 to:
C:VProgram Files\Citrix\Provisioning Services Console) l Change. .. ‘

InstallShield

!_ < Back l Next = I [__C_ancel |

Step 10. Click Install.

ﬂ Citrize 2203 LTSR CU4 - Provisioning Conscle x84 - InstallShield Wizard d
Ready to Install the Program

The wizard is ready to begin installation. CI I.rl X

Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.

Installshield

! < Back l Install I | Cancel |

Step 11. Click Finish after successful installation.
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ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Conscle x84 - InstallShield Wizard d

- Cilrix

InstallShield Wizard Completed

The InstallShield Wizard has successfully installed Citrix 2203
LTSR CU4 - Provisioning Console x64. Click Finish to exit the
wizard,

Step 12. From the main installation screen, select Server Installation.
Citrix Provisioning

Console Installation

Server Installation

Target Device Installation

Help and Support

Install the Server and its dependencies.

Step 13. Click Install on the prerequisites dialog.
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Citrix 2203 LTSR CU4 - Provisioning Server x64 - InstallShield Wizard

Citrixx 2203 LTSR. CU4 - Provisioning Server x64 requires the following items to be
installed on your computer. Click Install to begin instaling these requirements.

Status

Requirement

Pending Microsoft OLE DB Driver for SQL Server
Pending Telemetry Service k64

Step 14. When the installation wizard starts, click Next.

ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Server x64

Welcome to the Installation Wizard for Citrix

L L
‘ : I |-r| x 2203 LTSR CU4 - Provisioning Server x64

The Instalshield(R) Wizard will install the Citrix 2203 LTSR
- Provisioning Server x64 on your computer, To continue,
Mext,

Ccu4
dlick

WARMING: This program is protected by copyright law and

international treaties,

< Back I Next = I I Cancel |

Step 15. Review the license agreement terms. If acceptable, select | accept the terms in the license
agreement.

Step 16. Click Next.
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ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Server x64 d
License Agreement - -
You must view the entire license agreement in order to continue, CI I.r! X
Last Revised: November I, 2018 ~
CITRIX LICENSE AGREEMENT

This is a legal agreement {" AGEEEMENT") between the end-user customer ("vou'),
and the providing Citrix entity (the applicable providing entity is hereinafter referred
to as "CITRIX"). This AGEEEMENT includes the Data Processing Agreement, the
Citrix Services Security Exhibit and any other documents incorporated herein by
reference. Your location of receipt of the Citrix product (hereinafter "PRODUCT") and
maintenance (hereinafter "MAINTENANCE") determines the providing entity as
identified at https://www.citriv.com/buy/licensing/citrix-providing-entities html. BY

TATCHT AT T TATA A AT AT TIOTATS TTIE INATIT AT IWATT A ATITT TA TT TU/AT T T

W

(®) I accept the terms in the license agreement L Print

()1 do not accept the terms in the license agreement

Step 17. Select Automatically open Citrix PVS Firewall Ports.

InstallShield

ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Server x84 - InstallShield Wizard d

Default Firewall Ports . .
Default firewall ports used by Citrix Provisioning Server, target device, and CI I.r! X
console,

Source Destination Type Port s

CPV Server CPV Server UDP  63950-6909

CPV Server M5 SQL Server TCP 1433

CPV Server Domain Controller TCP 389

CPV Target Device DHCP Server Upp 67/ 4011+ y

@ Automatically apen all Citrix Provisioning ports. Refer to support artice

101810 for mare information. =l

()1 will open the Citrix Provisioning ports manually.

Step 18. Provide User Name and Organization information. Select who will see the application.
Step 19. Click Next.

Installshield
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ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Server x64 d

Customer Information

Please enter your information, CI ITI X

User Name:
Jlzb

Organization:
ICis::o|

Install this application for:

{®) Anyone who uses this computer {all users)

(_Jonly for me {Windows User)

InstallShield

Step 20. Accept the default installation location.
Step 21. Click Next.

ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Server x64 d
Destination Folder

Click Mext to install to this folder, or didk Change to install to a different folder. CI ITIX

Install Citrix 2203 LTSR. ClU4 - Provisioning Server x64 to:
C:\Program Files\Citrix\Provisioning Services), Change... 1

Installshield

| <Bak [ Next> || Cancel

Step 22. Click Install to begin the installation.
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ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Server x64

Ready to Install the Program - =
The wizard is ready to begin installation. CI I-rl X

Click Install to begin the installation.

*

If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.

InstallShield

< Back . Install .. Cancel

Step 23. Click Finish when the install is complete.

ﬂ Citrizz 2203 LTSR. CU4 - Provisioning Server x64

Ci |_r_I x Installation Wizard Completed

The Installation Wizard has successfully installed Citrix 2203

LTSR. CU4 - Provisioning Server x84, Click Finish to exit the
wizard.

Procedure 3. Configure Citrix Provisioning

Note: If Citrix Provisioning services configuration wizard doesn’t start automatically, follow these steps:

Step 1. Start the PVS Configuration Wizard.
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Citrix Provisioning Boot Device Ma...
Mew

Citrix Provisioning BOOTPTAR Editor
Mew

Citrix Provisioning Configuration...
Mew

Citnix Provisioning Console

Step 2. Click Next.

&+ Citrix Provisioning Configuration Wizard *

Cil‘rl>‘< Welcome to the Configuration Wizard

The Configuration Wizard provides an easy way to
setup a basic Server configuration.

For advanced configurations, see the Installation and
Configuration Guide.

You can always run the Configuration Wizard again
later from the Start Menu.

< Back Cancel

Step 3. Since the PVS server is not the DHCP server for the environment, select The service that runs on
another computer.

Step 4. Click Next.
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&3 Citrix Provisioning Configuration Wizard

DHCP Services

Specify the service that will provide IP address assignments to Citrix Provisioning
target devices.

(") The service that runs on this computer

Microsoft DHCP
Citrix Provisioning BOOTP service
Other BOOTP or DHCP service

e service that runs on another computer

| <Back | mMext> || cancel |

Step 5. Since DHCP boot options are used for TFTP services, select The service that runs on another
computer.
Step 6. Click Next.

&3 Citrix Provisioning Configuration Wizard

PXE Services

Specify which service will deliver this information to target devices.

During the PXE boot process the bootstrap file name and FQDN/IP address of the
TFTP server hosting the bootstrap are delivered via a PXE service or DHCP options

66/67.

Microsaft DHCF on this computer
O Citrix Provisioning PXE service on this computer

(®) The service that runs on another computer

| <Back | mMext> || cancel |

Step 7. Since this is the first server in the farm, select Create farm.

Step 8. Click Next.
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&3 Citrix Provisioning Configuration Wizard *

Farm Configuration

Create a new Farm or join an existing Farm. Can be skipped if already configured.

reate farm

(") Join existing farm

| <Back | Mext> | | cancel

Step 9. Enter the FQDN of the SQL server.
Step 10. Click Next.

&3 Citrix Provisioning Configuration Wizard *

Database Server

Enter the server and instance names, and the database credentials for the Stream
and SOAP Services to use,

Server name: I F5-5QL-1 I

| Browse...

Authentication: |Active Directory Integrated e |

Instance name: |

Connect using your current Windows
identity.

Connection Options ... I

| <Back | MNext> || Cancel

Step 11. Provide the Database, Farm, Site, and Collection name.
Step 12. Click Next.
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&3 Citrix Provisioning Configuration Wizard X

New Farm

Enter the new Database and Farm names.

Database name: || NTXPvs v]
S |
Site name: | NTXSite |
Collection name: | | NTXCollection |

(®) Use Active Directory groups for security
Use Windows groups for security

Farm Administrator group:
FSL151K.LOCAL /Users/Domain Admins V]

T e

Step 13. Provide the vDisk Store details.
Step 14. Click Next.

£ Citrix Provisioning Configuration Wizard x

New Store

Enter a new Store and default path.

Store name: | Store |

Default path: |E:‘|5tore | | |Browse... |

| <Back || MNext> || cancel |

Note: For large-scale PVS environment, it is recommended to create the share using support for
CIFS/SMB3 on an enterprise-ready File Server, such as Nutanix Files SMB shares.

Step 15. Provide the FQDN of the license server.
Step 16. Optional: provide a port number if changed on the license server.
Step 17. Click Next.
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License Server

&3 Citrix Provisioning Configuration Wizard

Enter the license server hostname and port.

License server name:
[| anav]

License server port: 27000

Select Citrix Provisioning license type:

@ On-premises

() Cloud

Validate license server communication

|Use Datacenter licenses for desktops if no Desktop licenses are available

| <Back || MNext>

I | Cancel

Step 18. If an Active Directory service account is not already setup for the PVS servers, create that account

before clicking Next on this dialog.

Step 19. Select Specified user account.

Step 20. Complete the User name, Domain, Password, and Confirm password fields, using the PVS account

information created earlier.
Step 21. Click Next.

User account

user account you will use,

username.

O MNetwork service account

(®) Spedified user account

&3 Citrix Provisioning Configuration Wizard

The Stream and SOAP Services will run under an user account. Please select what

MNote: The database will be configured for access from this account, If a Group
Managed Service Account (gMSA) is used, use the ‘Userfames format for the

User name: pWS_Srvc
Domain: FSL151K.LOCAL]
Password: sesesene
Confirm password: LTI Y

| <Back || MNext>

I | Cancel

Step 22. Set the Days between password updates to 7.

Note: This will vary per environment. “7 days” for the configuration was appropriate for testing purposes.

Step 23. Click Next.
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&3 Citrix Provisioning Configuration Wizard *
Active Directory Computer Account Password
Automate computer account password updates?
Automate computer account password updates
Days between password updates: w
| <Back |[ mext> || cancel |
Tech tip

This setting requires the Group Policy Object (GPO) where the target device is located for the policy Disable machine
account password changes to be enabled. Refer to the Citrix documentation for more details.

Step 24. Keep the defaults for the network cards.
Step 25. Click Next.

£ Citrix Provisioning Configuration Wizard x

HNetwork Communications

Spedify network settings.

10.72.0.15

Streaming network cards:

( 10.72.0.15
Management network card:

Enter the base port that will be used for netwark communications. A total of 20 ports
are reguired. You must also select a port for console communications,

Mote: All servers must have the same port configurations.

First communications port: 5390

Console port:

| <Back || MNext> | | cancel |

Step 26. Select Use the Provisioning Services TFTP service.
Step 27. Click Next.
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£ Citrix Provisioning Configuration Wizard *

TFTP Option and Bootstrap Location

Typically only one TFTP server is deployed as part of Citrix Provisioning.

Use the Citrix Pravisioning TFTP service

| C:'ProgramData\Citrix\Provisioning Services\Tfipboot\ARDBP32.BIN | |Browse...

| <Back || MNext> || cancel |

Step 28. If Soap Server is used, provide the details.
Step 29. Click Next.

&3 Citrix Provisioning Configuration Wizard *

Soap 55L Configuration

For Linux target imaging using the PVS Soap Server, the Linux target requires a S5L connection
using an X.509 certificate. You must add a certificate to the local machine certificate store on the
PVS server and then select it from the list below.

‘fou should also extract the public certificate from the local certificate store using the Certificates
snap-in and install it on the Linux Imaging Machine,

Specify 551 Settings
551 port: 54323

SSL certificate: Subject Issuer Expiration Date

| <Back | Mext> | | cancel |

Step 30. If desired, fill in Problem Report Configuration.
Step 31. Click Next.
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Problem Report Configuration

Optionally enter your My Citrix credentials in order to submit problem reports.

These credentials can also be configured from the console or when you submit a problem repart.

My Citrix Username: | | |

Password: | |

Confirm password: | |

Mote: The password will not be saved as a token will be acguired.

The Wizard enables the collection of Always on Tracing (AOT) logs. They are stored in the ACT
folder at ProgramData\Citrix\Provisioning Services\Log. For more information, refer to the
Troubleshooting section in the Citrix Provisioning documentation.

&4 Citrix Provisioning Configuration Wizard d

| <Back | Next> | Cancel

Step 32. Click Finish to start the installation.

Finish
Confirm configuration settings.

PXE - Not used
atabase Server = FS-5QL-1\

ite and Collection = NTXSite, NTXCollection
D Group = FSL151K.LOCAL Users/Domain Admins
Store and Default Path = Store, E:\Store
icense Server:Port = any:27000
User Account = Network Service Account
omputer account password changes every 7 days
ommunications - First Port = 6890, Last Port = 6909
onsole - Soap Port = 54321
NIC - Selected IP = 10.72.0.1
Management NIC - Selected IP = 10.72.0.1

[M Automatically Start Services

T e

&3 Citrix Provisioning Configuration Wizard X

Step 33. When the installation is completed, click Done.
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&4 Citrix Provisioning Configuration Wizard *

Finish

Confirm configuration settings.

Stopping Netwaork Services
Stopping Software Stream Service
Configuring Services

Starting Software Stream Services
Starting Network Services

< Back Cancel
Procedure 4. Install Additional PVS Servers

Complete the installation steps on the additional PVS servers up to the configuration step, where it asks to
Create or Join a farm. In this CVD, we repeated the procedure to add a total of two PVS servers.

Step 1. On the Farm Configuration dialog, select Join existing farm.
Step 2. Click Next.

&4 Citrix Provisioning Configuration Wizard .

Farm Configuration

Create @ new Farm or join an existing Farm. Can be skipped if already configured.

(") Create farm

(®) Join existing farm

< Back | Cancel

Step 3. Provide the FQDN of the SQL Server and select appropriate authentication method
Step 4. Click Next.
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&3 Citrix Provisioning Configuration Wizard

Database Server

Enter the server and instance names, and the database credentials for the Stream
and SOAP Services to use.

Server name: | FS-EQL—:I]

| Browse...

Authentication: || Active Directory Integrated w |[

Instance name: |

Connect using your current Windows
identity.

Connection Options ... |

| <Back [ Next> || cancel

Step 5. Accept the Farm Name.
Step 6. Click Next.

&3 Citrix Provisioning Configuration Wizard

Existing Farm
Select the Farm.

Farm name: NTX-PVS:NTXFarm v

<Back | MNext> | | Cancel

Step 7. Accept the Existing Site.
Step 8. Click Next.
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&3 Citrix Provisioning Configuration Wizard X

Site

Select a Site or enter a new Site and Collection.

(®) Existing site

Site name: NTXSite v
(O New site

Site name: Site

Collection name: Collection

<Back [ Next> | | cancel |

Step 9. Accept the existing vDisk store.
Step 10. Click Next.

&3 Citrix Provisioning Configuration Wizard X

Store

Select a Store or enter a new Store and default path.

(®) Existing store
Store name: Store v

ONewstDre

Store name:

Default path:

| <Back | Next> || Cancel

Step 11. Provide the FQDN of the license server.
Step 12. Optional: provide a port number if changed on the license server.
Step 13. Click Next.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 116 of 204



&3 Citrix Provisioning Configuration Wizard

License Server

Enter the license server hostname and part.

License server name:
|

License server port: 27000

Validate license server communication
Select Citrix Provisioning license type:

@ On-premises
lUse Datacenter licenses for desktops if no Desktop licenses are available

() Cloud

| =Back | Cancel |

Step 14. Provide the PVS service account information.
Step 15. Click Next.

&3 Citrix Provisioning Configuration Wizard

User account

The Stream and SOAP Services will run under an user account. Please select what
user account you will use,

Mote: The database will be configured for access from this account. Ifa Group
Managed Service Account (gMSA) is used, use the UserMames' format for the
username.

D Metwork service account

(®) Spedified user account

User name: | pVS_Srve |
Domain: | fel151k.local |
Password: | [(TIITTIITIT] |
Confirm password: | EEABEEREEE |

Step 16. Set the Days between password updates to 7.
Step 17. Click Next.
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&4 Citrix Provisioning Configuration Wizard >

Active Directory Computer Account Password

Automate computer account password updates?

Automate computer account password updates

Days between password updates: 7 o

Step 18. Accept the network card settings.
Step 19. Click Next.

&L Citrix Provisioning Configuration Wizard >

Network Communications

Specify network settings.

Streaming network cards:

@EE 10.72.0.16
Management network card:

Enter the base part that will be used for network communications. A total of 20 ports
are required, You must also select a port for console communications,

Mote: All servers must have the same port configurations.

First communications port: 5890

Console port:

Step 20. Check the box for Use the Provisioning Services TFTP service.
Step 21. Click Next.
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&3 Citrix Provisioning Configuration Wizard >

TFTP Option and Bootstrap Location

Typically only one TFTF server is deployed as part of Citrix Provisioning.

Use the Citrix Provisioning TFTP service

| C:\ProgramData\Citrix\Provisioning Services \Tfipboot\ARDEP32.BIM | |Browse...

<Back [ Next> | | cancel

Step 22. Click Next.

&1 Citrix Provisioning Configuration Wizard .

Stream Servers Boot List

Specify at least 1 and at most 4 boot servers.

The bootstrap file specifies what servers target devices may contact to complete the

boot process.
Server IP Address Server Port  Device Subnet Mask  Device Gateway
10.72.0.15 6910

| Add | | Edit | | Remove

| <Back || Next> | | Cancel

Step 23. If Soap Server is used, provide details.
Step 24. Click Next.
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&4 Citrix Provisioning Configuration Wizard

Soap S5L Configuration

For Linux target imaging using the PVS Soap Server, the Linux target requires a 551 connection
using an X.509 certificate. You must add a certificate to the local machine certificate store on the
PV3 server and then select it from the list below,

‘fou should also extract the public certificate from the local certificate store using the Certificates
snap-n and install it on the Linux Imaging Machine.

Spedfy 551 Settings
S5L port:
S5L certificate:

Issuer Expiration Date

Step 25. If desired, fill in Problem Report Configuration.
Step 26. Click Next.

&4 Citrix Provisioning Configuration Wizard >

Problem Report Configuration

Optionally enter your My Citrix credentials in order to submit problem reports.

These credentials can also be configured from the console or when you submit @ problem report.

My Citrix Username: ‘ | |

Password: ‘ |

Confirm password: ‘ |

Mote: The password will not be saved as a token will be acquired.

The Wizard enables the collection of Always on Tracing (AOT) logs. They are stored in the ACQT
folder at ProgramData‘Citrix\Provisioning Services'Loa. For more information, refer to
the Troubleshooting section in the Citrix Provisioning documentation.

Step 27. Click Finish to start the installation process.
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&3 Citrix Provisioning Configuration Wizard >

Finish

Confirm configuration settings.

¥E - Mot used
atabase Server = F5-50QL-1Y
atabase Authentication = Active Directory Integrated
arm = G5-FlashStackDb:G5FlashStaddarm
Gite = G5-FlashStadksSite

icense Server:Port = ANY: 27000
Lser Account = fsl151k. localpyvs_srvc
Computer account password changes every 7 day:
Communications - First Port = 6890, Last Port = 6909
Console - Soap Port = 54321
MIC - Selected IP = 10.72.0.16
Management NIC - Selected IP = 10.72.0. 16
[TFTP - Install Service

L1

Automatically Start Services

| <Back [ Finsh | | cancel |

Step 28. Click Done when the installation finishes.

&4 Citrix Provisioning Configuration Wizard >

Finish

Confirm configuration settings.

Stopping Metwork Services
Stopping Software Stream Service
Configuring Services

Starting Software Stream Services
Starting Metwork Services

BEEEE

Note: Optionally, you can install the Provisioning Services console on the second PVS server following the
procedure in the section Installing Provisioning Services.

Step 29. After installing the one additional PVS server, launch the Provisioning Services Console to verify that
the PVS Servers and Stores are configured and that DHCP boot options are defined.

Step 30. Launch the Provisioning Services Console and select Connect to Farm.
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& File Action View Window Help

L IEEY

|a Provisioning Services Consolge Y iption
Connect to Farm...

ms to show in this view.
Create a Boot Device...

View

MNew Window from Here

Refresh
Expaort List...

Help

Connect to a Provisioning Services farm.,

Step 31. Enter localhost for the PVS1 server.
Step 32. Click Connect.

Server Information

Name: | Localhost W |

(Mame or |P address of a server on the famm.)

(Port configured for server access.)

Credentials

® Use my Windows credentials to login
() Use these credentials to login

Usemame: | |

Domain: | |

Passwaord: | |

[] save password

[w] Autodogin on application start or reconnect

Step 33. Select Store Properties from the drop-down list.
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& Citrix Provisioning Console
&4 File Action View Window Help

LK ARl 7 No:

- |||

$% Citrix Provisioning Console

Name Site
v B8 NTXFarm (localhost) N -
v @ Sites

> [ NTXSite
> D Views
v [} Stores

& ste
Create vDisk...
Add or Import Existing vDisk...
Add vDisk Versions...
Audit Trail...
View >
New Window from Here

Delete
Refresh

Help

Connections  Size

0

65,536 MB

Mode
Cache in Device RAM.

Add new Disk Versions.

Step 34. In the Store Properties dialog, add the Default store path to the list of Default write cache paths. Click

OK.
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8 Citrix Provisioning Console - O
& File Action View Window Help - 8 %
@ 25|
&3 Citrix Provisioning Console Name Ste Connections | Size Mode
v i NIXfeem (locahost) [ NTNX-Dsk NTXStte 0 65536 MB  Cache in Device RAM.
v @ Sites
> [B] NTXSite
> D Views Store Properties X
v [} Stores General Servers Paths
Store
Default store path:
E:\Store I J

Step 35. Synchronize vDisk between the Local Stores of the Provisioning Service Servers using robocopy:

robocopy <sourcepath> <destinationpath> /xo vdiskname.*

Note: Using a central storage solution for vDisks in a Citrix PVS environments can offer several compelling
advantages in ease of management, scalability, and performance compared to the Local PVS store. Using
Nutanix Files for PVS vDisk storage can significantly enhance the efficiency and reliability of your
provisioning services.

Step 36. Select Load Balancing from the vDisk drop-down list
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& Citrix Provisioning Console - m} X
& File Action View Window Help - [ & |
| x5 Em
& Citrix Provisioning Console Name Site Connections  Size Mode
v NTXFarm (localhost) fc €25 hor A
v é Sites .W Properties 65,536 MB Cache in Device RAM
2 ] NTXSite Versions...
> B \Sllews Load Balancing...
t
v W Soves Replication Status... N
&) store
Mount vDisk t
Show Usage... n
Manage Locks... I
Unassign from Selected Device(s)... '
Copy vDisk Properties...
Export vDisk...
Audit Trail... i
k
Co
Py \
Delete .
Refresh
n
Help
|
]
J
< >
Manage the locks for this vDisk.

Step 37. Verify the vDisk is load balanced.

vDisk Load Balancing X
Aload balancing algorithm may be used to provide the vDisk to the
target devices or a single server may be used.

(® Use the load balancing algorithm
Subnet Affinity None v
[] Rebalance Enabled ~ Trigger Percent 25

(O Use this serverto provide the vDisk
Server: NTX-PVS-1

Procedure 5. Nutanix AHV Plug-in for Citrix Provisioning Services

Nutanix AHV Plug-in for Citrix is designed to create and manage VDI VMs in a Nutanix Acropolis infrastructure

environment. The plug-in is developed based on the Citrix defined plug-in framework and must be installed on
a Delivery Controller or Provisioning Server is hosted. Additional details on AHV Plug-in for Citrix can be found
here.

Step 1. Download the latest version of the Nutanix AHV Plug-in for Citrix installer MSI (.msi) file
NutanixAHV_Citrix_Plugin.msi from the Nutanix Support Portal.
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Step 2. Double-click the NutanixAHV_Citrix_Plugin.msi installer file to start the installation wizard. At the
welcome window, click Next.

ﬂ Nutanix AHV plugin for Citrix XenDesktop Setup Wizard X

Nutanix AHV plugin for Citrix
XenDesktop Setup Wizard

The Wizard allows you to install Nutanix AHV MCS/PVS plugin
for Citrix XenDesktop on your computer. Click Next to
continue or Cancel to exit the Wizard.

) N

NUTANI><.

Version: 2.7.7.0 <Back | Next> | | cancel

Step 3. The End-User License Agreement screen details the software license agreement. To proceed with the
installation, read the entire agreement, select | accept the terms in the license agreement and click Next.

ﬂ Nutanix AHV plugin for Citrix XenDesktop Setup Wizard X
Please read the following license agreement carefully. «a
NUTANI <.
Nutanix License and Services Agreement )

This Nutanix License and Services Agreement ("Agreement”) governs Your
receipt and use of any Products (as defined below) and becomes effective
when you (a) issue a purchase order for the Products; (b) click the *ACCEPT"
button when downloading or installing the Software; and/or (c) access or

use the Software or Cloud Services. This Agreement is entered into between
Nutanix Inc., located at 1740 Technology Dr. Ste. 150, San Jose, CA 95110,
United States, if You are contracting in the Americas, or Nutanix Netherlands
B.V., located at Mercuriusplein 1, 2132 HA Hoofddorp, The Netherlands, if

You are contracting anywhere else in the world, or both if you are contracting v

(D1 do not accept the terms in the License Agreement

<Back [ Next> | | Cancel

Step 4. Select the PVS AHV Plugin in the Setup Type dialog box and click Next.
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#2 Nutanix AHV plugin for Citrix XenDesktop Setup Wizard X

Setup Type )’
Choose the setup type that best suits your needs «a
NUTANI <.

(O XD MCS AHV Plugin

@Mcsmﬁromxmﬂbemw

(O CWA MCS AHV Plugin
ﬁ MCS Plugin for Citrix Cloud Connector will be installed

(® PVS AHV Plugin
ﬁ PVS Plugin for Citrix Provisioning Console will be installed

<Back || Next> | | Cancel

Step 5. Click Next to confirm installation folder location.

#5 Nutanix AHV PVS plugin Setup Wizard X
Installation Folder )’
“
NUTANI <.

The installer will install Nutanix AHV PVS plugin in the following folder.

Location: C:\Program Files\Common
Files\Citrix \HCLPlugins \CitrixMachineCreation v 1.0.0.0\NutanixAHV\

[<Bak | mNext> | | cancel |

Step 6. Select Yes, | agree at the Data Collection dialog box of the installation wizard to allow collection and
transmission. Click Install.
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<
Ready to install Nutanix AHV PVS plugin \

#5 Nutanix AHV PVS plugin Setup X

NUTANI <

This plugin can collect and send data described below to Nutanix. By
selecting 'Yes, I agree’, you are permitting such data to be collected and
sent. Please note that the data will be sent only when Pulse is enabled on
Nutanix Prism.

DATA COLLECTION DETAILS A
Provisioning Type
i. Reading from the Registry of the System where Plugin is installed.
Path:- HKEY_LOCAL_MACHINE\SOFTWARE\Nutanix Inc.\Citrix MCS
Plugin
Key:- “Installer Type™.

ii. This Registry Key will be added at the time of installation of Plugin.
1. For MCS : sending “MCS” v

(®) Yes, I agree
(ONo, 1 don't agree

<Back |  instal | | Cancel |

Step 7. Click Finish to complete the installation.

ﬂ Nutanix AHV PVS plugin Setup Wizard X

Nutanix AHV PVS plugin Setup
Wizard

’ Click the Finish button to exit the Wizard.

NUTANI>C.

<Back | Finish | Cancel
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Provision Virtual Desktop Machines

This chapter contains the following:

o Citrix Provisioning Services

o Citrix Machine Creation Services
o Create Delivery Groups
o Citrix Virtual Apps and Desktops Policies and Profile Management

Citrix Provisioning Services
This section provides the procedures for Citrix Provisioning Service.

Procedure 1. Citrix Provisioning Services Citrix Virtual Desktop Setup Wizard - Create PVS Streamed Virtual

Desktop Machines

Step 1. Create Virtual Machine without disks or NICs (Nutanix does support a single CD-ROM if attached inside
the snapshot template). Make sure to select only one core per CPU.

Networks

Step 2. After creating the VM (without disks or NICs), take a snapshot of the VM in the Prism Element web
console.

Step 3. Start the Citrix Virtual Apps and Desktops Setup Wizard from the Provisioning Services Console.
Step 4. Right-click the Site.
Step 5. Select Citrix Virtual Desktop Setup Wizard... from the context menu.
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& Citrix Provisioning Console

e | @ = Hm

& File Action View Window Help

&3 Citrix Provisioning Console
v n NTXFarm (localhost)
v g Sites
> {E N .
N E) View Properties
> [ Store Rebalance Devices...

Import Devices...
Audit Trail...

Name Description
NTXFarm (localh...

Set Max Transmission Unit...

I Citrix Virtual Desktops Setup Wizard... I

Auto-Add Wizard...
Report a problem...

Delete
Refresh

Help

Streamed VM Setup Wizard...
Export Devices Wizard...

New Window from Here

Step 6. Click Next.

Citrizz Virtual Desktops Setup

cifrix

Welcome to Citrix Virtual Desktops

This setup allows you to create virtual machines and Citrix
Provisioning devices in a Collection that matches the name of
the Catalog. assign a standard mode virtual disk, and add
virtual desktops to a Citrix Vitual Desktops Catalog.

Requirements:

* Citrix. Virtual Desktops Controller with permissions for the
curmrent user.

* Corfigured Citrix Virtual Desktops Host Resources.

* A standard-mode vDisk for the selected VM template.

Bk | MNet> | | cancel |

Step 7. Enter the address of the Citrix Virtual Desktop Controller that will be used for the wizard operations.
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Step 8. Click Next.

Citrizz Virtual Desktops Setup

X

Gitrix Virtual Desktops Controller S
Enter the address of the Citrix Vitual Desktops Controller you warnt to configure.

Please select the type of DDC you wish to communicate with:

() Citrix Cloud

(®) Customer-Managed Control Plane

Citrix Vitual Desktops Controller address:
10.10.71.38

| <Back | MNet> | | cancel

Step 9. Select the Host Resources that will be used for the wizard operations.

Step 10. Click Next.
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Citrix Virtual Desktops Setup

Citrix Virtual Desktops Host Resources

Select the Citrix Virtual Desktops Host Resources you want to use:

-

I

. <Back | Net> |  Cancel |

Step 11. Provide the Citrix Virtual Desktop Controller credentials.

Step 12. Click OK.

| Citrix Virtual Desktops Setup

Citrix Virtual Desktops Host Resources

Select the Citrix Vitual Desktops Host Resources you want to use:

-

Citrix Virtual Desktops Host Resources Credentials

Enter your credentials for the Citrix Virtual Desktops Host Resources.

Usemame: |adm|n

|

Password: |oouoou|

| ok ] cancel

|

| <Back [ Net> | | Cancel
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Step 13. Select the template created earlier.
Step 14. Click Next.

Citrix Virtual Desktops Setup X

Template ;
Select the Template you want to use:

Select a template for the Citrix Virtual Desktops Host Resources.

Virtual Machine Template A
pvs+tmpl-nodsk

rds-mcs_8724_0500

rds-mes_8724_1030

vdimcs_82724_950

vdi-mcs_8724_1405

vditmpl-813

< >

Select the VDA version installed on this template:
l7.9 (recommended) v

I

. <Back [ Net> ]| | Cancel |

Step 15. Select the virtual disk (vDisk) that will be used to stream the provisioned virtual machines.
Step 16. Click Next.
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Citrix Virtual Desktops Setup X

vDisk ;
Select an existing standard-mode vDisk.

Store\w11 pvsd
Store\w2022+ds-dsk

| <Back | _Net> | | Cancel

Step 17. Select Create new catalog.
Step 18. Provide a catalog name.
Step 19. Click Next.
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Citrix Virtual Desktops Setup X

Catalog 5
Select your Catalog preferences.

@Ctedeanewcddog
(O Use an existing catalog

Catalog name: [[ahv-3w11] |

o (] | o

Step 20. Select Single-session OS for Machine catalog Operating System.

Step 21. Click Next.

Citrix Virtual Desktops Setup >
Operating System
Select an operating system for this Machine Catalog.

() Multisession 05

The mutti-session 05 Machine Catalog provides hosted shared deskiops for a
large-scale deployment of standard Windows multi-session OS5 or Linux OS5 machines.

(® Single-session 05

The single-session OS5 Machine Catalog provides VDI desktops ideal for a variety of
different users.

MNaote:
This infrastructure will be built using virtual machines.
Virtual disk images will be managed using Citrix Provisioning (PVS)

<Back | Ned> | | Cancel
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Step 22. Select random for the User Experience.
Step 23. Click Next.

Citrix Virtual Desktops Setup *
Setup logon characteristics and the appearance for the user's virtual desktop.

At logon, connect users to:
@ A random, pooled vitual desktop each time.

(") The same (static) vitual desktop

With a static desktop, the user retains the same machine, however, any changes
made to the vitual deskiop are discarded when logging off.

| <Back | Ned> | cancel |

Step 24. On the Virtual machines dialog, specify the following:
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Citrix Virtual Desktops Setup *

Gitrix Virtual Desktops Delegated Administrator Scope S
Select the scope for the new catalog:

Scope

Al

Al

| <Back [ Net> | | Cancel |

Step 25. On the Virtual machines dialog, specify the following:

« The number of virtual machines to create

Note: Create a single virtual machine at first to verify the procedure.

e 2 as Number of vCPUs for the virtual machine
e 4096 MB as the amount of memory for the virtual machine
e 10 GB as the Local write cache disk

Step 26. Click Next.
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Citrix Virtual Desktops Setup X

Virtual machines i
Select your virtual machine preferences.

Number of vittual machines to create: 200 7: B

vCPUs: 2 2 1 B

Memory: 2000 MB 4% | 2] we

Local wrte cache disk: 6GB o | 2 ee

Boot mode:

(® PXE boot {requires a running PXE service)
BDM disk (create a boot device manager partition

I

. <Back | Net> |  Cancel |

Step 27. Select AHV Container for desktop provisioning.

Citrix Virtual Desktops Setup X

Container ;
Select a Nutanix Acropolis hypervisor container.

Containers
default-container-61470195232803
NutanixManagement Share

Self ServiceContainer

VDI

| <Back [ Nea> ] | Cance

Step 28. Select Create new accounts.
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Step 29. Click Next.

Citrizz Virtual Desktops Setup

Active Directory
Select your computer account option.

(® Create new accourts
() Import existing accounts

| <Back

|| Mext >

| | cancel

Step 30. Specify the Active Directory Accounts and Location. This is where the wizard should create computer

accounts.

Step 31. Provide the Account naming scheme. An example name is shown below the naming scheme selection

location in the text box.
Step 32. Click Next.
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Citrix Virtual Desktops Setup

Create Active Directory accounts.

Active Directory accounts and location

Active Directory location for computer accounts:

Domain: | FSL151K.LOCAL

4 FSL151K.LOCAL
4 LoginEnt
Launchers
RDS
Users
4 VDI
NTX
| LoginVSI

|FSL1 51K LOCAL/LoginEnt/VDI/NTX

Account naming scheme: Idw-wl 1-3ps

Satng e

[ahv-w11-3001 |

| <Back | Next>

Step 33. Verify the information on the Summary screen.

Step 34. Click Finish to begin the virtual machine creation.

Citrix Virtual Desktops Setup

Summary

Citrix Vitual Desktops is installing the following settings and components.

X

&4

Catalog name ahv-3w11
Catalog type VDI PVS Random
VDA version 7.9 (recommended)
Citrix Vitual Desktops Host Resources AHV-VDI
Virtual machine template pvstmplnodsk
Existing vDisk NTNX-Dsk
vCPUs 2
Memory per VM 40956 MB
Local write cache disk 10GB
Boot mode PXE
Active Directory accounts Create 200
Account naming scheme ahv-w11-3538% (0-9)
Starting Index 3

Progress

. <Back | Finish

| [ Cancel |
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Step 35. When the wizard is done provisioning the virtual machines, click Done.

Citrix Virtual Desktops Setup

Summary

Citrix Vitual Desktops is installing the following settings and components.

X

-

Setup complete
200 device created, 0 device failed.

Catalog name ahv-3wi11
Catalog type VDI PVS Random
VDA version 2106 (or newer)
Citrix Virtual Desktops Host Resources AHV2-VDI
Virtual machine template 4pvsDeploy
Existing vDisk NTNX-Dsk
vCPUs 2
Memory per VM 4096 MB
Local write cache disk 10GB
Boot mode PXE
Active Directory accounts Create 200
Account naming scheme ahv-w11-288% (0-9)
Starting Index 1

Progress

Back

Step 36. When the wizard is done provisioning the virtual machines, verify the Machine Catalog on the Citrix
Virtual Apps and Desktops Controller.

Citrix Machine Creation Services

This section provides the procedures to set up and configure Citrix Machine creation services.

Procedure 1. Machine Catalog Setup (Single-Session OS)

Step 1. Connect to a Citrix Virtual Apps and Desktops server and launch Citrix Studio.

Step 2. Select Create Machine Catalog from the Actions pane.
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&4 Citrix Studio = x
File Action View Help
= 2= B
4 Citrix Studio (FlashStack) Actions
£ Search _
Machine Catalogs -
Machine Catalogs
£, Delivery Groups Machine Catalog + | Machine type Mo. of machines Allocated machin.. Create Machine Catalog
_._&] Applications View »
[= Policies
Logging @ Refresh
Help

v (54 Configuration
£ Administrators
% Controllers
Hosting
#p Licensing
m StoreFront
[y App-V Publishing

0 Zones

Step 3. Click Next.
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Machine Catalog Setup

Studio

Introduction
Operating System
Machine Management
Container

Master Image

Virtual Machines
Computer Accounts

Summary

Introduction

Machine Catalogs are collections of physical or virtual machines that you assign to users.
You create Catalogs from Master Images or physical machines in your environment.

Important: The Master Image or physical machine that you use to create a Catalog must
have a Virtual Delivery Agent installed. Also, ensure that the operating system is up-to-
date and that applications are installed.

Before you begin, make sure that you:
® |dentify the types of desktops and applications your users need

® Choose a Catalog infrastructure (for example, whether to power manage virtual
machines)

® Have a technology for creating and managing machines (such as Machine Creation
Services or Citrix Provisioning)

® Prepare your environment, including the Master Image, computer accounts, and
network interface card configuration.

Learn more

["] Don't show this again

Step 4. Select Single-session OS.

Step 5. Click Next.

Machine Catalog Setup

Studio

v Introduction
Operating System
Machine Management
Desktop Experience
Container
Master Image
Virtual Machines
Computer Accounts
Summary

Operating System

Select an operating system for this Machine Catalog.

() Multi-session OS
The multi-session OS machine catalog provides hosted shared desktops for a large-scale
deployment of standardized Windows multi-session OS or Linux OS machines.

Single-session os

The single-session OS machine catalog provides VDI desktops ideal for a variety of
different users.

() Remote PC Access
The Remote PC Access machine catalog provides users with remote access to their
physical office desktops, allowing them to work at any time.

There are currently no power management connections suitable for use with Remote PC
Access, but you can create one after completing this wizard. Then edit this machine
catalog to specify that connection.
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Step 6. Select the appropriate machine management.
Step 7. Click Next.

Machine Catalog Setup

Studio Machine Management

This Machine Catalog will use:

Machines that are power managed (for example, virtual machines or blade PCs)

& :
i e ) Machines that are not power managed (for example, physical machines)

¥ Operating System

Machine Management Deploy machines using:

Desktop Experience Citrix Machine Creation Services (MCS)

Container Resources:

Master Image [VDI (Zone: Primary)l v l

Virtual Machines () Citrix Provisioning

Computer Accounts _) Another service or technology

Summary | am not using Citrix technology to manage my machines. | have existing machines

already prepared.

Note: For Linux OS machines, consult the administrator documentation for guidance.

Step 8. Select (static and dedicated) for Desktop Experience.
Step 9. Click Next.
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Machine Catalog Setup

Studio

¥ Introduction

¥ Operating System

¥ Machine Management
Desktop Experience
Container
Master Image
Virtual Machines
Computer Accounts

Summary

Desktop Experience

Which desktop experience do you want users to have?

) | want users to connect to a new (random) desktop each time they log on.

@ | want users to connect to the same (static) desktop each time they log on.

Do you want to save any changes that the user makes to the desktop?

@ Yes, create a dedicated virtual machine and save changes on the local disk.

() No, discard all changes and clear virtual desktops when the user logs off.

Step 10. Select the container for vDisk placement and click Next.

Machine Catalog Setup

Studio

¥ Introduction
¥ Operating System
¥ Machine Management
« Desktop Experience
Container
Master Image
Virtual Machines
Computer Accounts

Summary

Container

Select the container where the virtual machines' identity disks will be placed.

)

O

o)

Container name
default-container-61470195232803
NutanixManagementShare
SelfServiceContainer

VDI

Back Next
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Step 11. Select a Virtual Machine to be used for Catalog Master Image.
Step 12. Click Next.

Machine Catalog Setup
Studio Master Image
The selected snapshot of a master image will be the template for all virtual machines in this
catalog (A master image is also known as clone, golden image or base image.)
¥ Introduction Select a snapshot:
¥ Operating System I P 3
¥ Machine Management | base
« Desktop Experience ) base
+ Container optimized
pvs-tmpl

Master Ima
o rds-mcs_8724_0900

A Mnchines O  rds-mes 87241030

Compue s
Summary ) vdi-mcs_8724_1405
vdi-tmpl-813

o Select the minimum functional level for this [7.9 (or newer) -
catalog:

Machines will require the selected VDA version (or newer) in order to register in Delivery Groups
that reference this machine catalog. Learn more

Step 13. Specify the number of desktops to create and machine configuration.
Step 14. Set amount of memory (MB) to be used by virtual desktops.

Step 15. Set vCPU and cores to be used by virtual desktops.

Step 16. Click Next.
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Machine Catalog Setup

Studio

¥ Introduction
¥ Operating System
¥ Machine Management
v Desktop Experience
+ Container
v Master Image
Virtual Machines
Computer Accounts

Summary

Virtual Machines

How many virtual machines do you want to create?

600 | [=[+]

Configure your machines.
Total memory (MB) on each machine: 4096
Virtual CPUs: 2
Cores per vCPU: 1

Step 17. Specify the AD account naming scheme and OU where accounts will be created.
Step 18. Click Next.

Machine Catalog Setup

Studio

¥ Introduction

¥ Operating System

¥ Machine Management

¥ Desktop Experience

¢ Container

¥ Master Image

¢ Virtual Machines
Computer Accounts

Summary

Active Directory Computer Accounts

Each machine in a Machine Catalog needs a corresponding Active Directory computer account.
Select an Active Directory account option:
® Create new Active Directory accounts
) Use existing Active Directory accounts
Active Directory location for computer accounts:
Domain: | Fs1151KLOCAL L)

» (@ RDS -
» @ Users
& VDI
» @ LoginVSI
» (@ Managed Service Accounts
» @ Users

4

Selected location: | OU=VDJ,0U=LoginEnt DC=FSL151K DC=LOCAL| ]

Account naming scheme:
[Nrx-mcs2-see4| oo ]

NTX-MCS2-0123

Next
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Step 19. On the Summary page specify Catalog name and click Finish to start the deployment.

Machine Catalog Setup

Studio it
Machine type: Single-session OS
¥ Introduction Machine management: Virtual
¥ Oriexating Sistes Provisioning method: Machine creation services (MCS)
Desktop experience: Users connect to the same desktop each time they
¥ Machine Management log on

« Desktop Experience Save changes on the local disk

 Contoser Resources: VDI
Nutanix container: VDI
¥ Master Image
Master Image name: vdi-mcs_82724 950
v I M
SRV Blectipice VDA version: 7.9 (or newer)
v Computer Accounts | Nisobei GEMMe o cuisabe:: 600 - \
Summary Machine Catalog name:
[ NTx-w11-mcsed |

Machine Catalog description for administrators: (Optional)

‘ Example: Windows 7 SP1 desktops for the London Sales office

To complete the deployment, assign this Machine Catalog to a Delivery Group by selecting
Delivery Groups and then Create or Edit a Delivery Group.

Back Cancel |

Procedure 2. Machine Catalog Setup Machine (Multi-Session OS)

Step 1. Connect to a Citrix Virtual Apps and Desktops server and launch Citrix Studio.

Step 2. Select Create Machine Catalog from the Actions pane.
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Logging

v (54 Configuration

g Administrators
% Controllers

E Hosting

#p Licensing

m StoreFront

[y App-V Publishing

e Zones

Help

&4 Citrix Studio = x
File Action View Help
= #HE e
4 Citrix Studio (FlashStack) Actions
£ Search _
Machine Catalogs -
g Machine Catalogs
£ Delivery Groups Machine Catalog + | Machine type Ma. of machines Create Machine Catalog
.ﬂ Applications View »
[= Policies
@ Refresh

Step 3. Click Next.

Machine Catalog Setup

Studio

Introduction
Operating System
Machine Management
Container

Master Image

Virtual Machines
Computer Accounts

Summary

Introduction

Machine Catalogs are collections of physical or virtual machines that you assign to users.
You create Catalogs from Master Images or physical machines in your environment.

Important: The Master Image or physical machine that you use to create a Catalog must
have a Virtual Delivery Agent installed. Also, ensure that the operating system is up-to-
date and that applications are installed.

Before you begin, make sure that you:
Identify the types of desktops and applications your users need

® Choose a Catalog infrastructure (for example, whether to power manage virtual
machines)

Have a technology for creating and managing machines (such as Machine Creation
Services or Citrix Provisioning)

Prepare your environment, including the Master Image, computer accounts, and
network interface card configuration.

Learn more

Don't show this again
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Step 4. Select Multi-session OS.
Step 5. Click Next.

Machine Catalog Setup

Studio Operating System

Select an operating system for this Machine Catalog.

‘ (@Muti-session 05

¥ Introduction The multi-session OS machine catalog provides hosted shared desktops for a large-scale

’ deployment of dardized Windows multi-session OS or Linux OS machines.

Operating System -

: () Single-session OS

hi lanag
Machine 14 et ‘ The single-session OS machine catalog provides VDI desktops ideal for a variety of
Container different users.
Master Image _) Remote PC Access
Virtual Machines The Mo(e PC Access mxhin_e catalog provides users \_ﬂith remote access to their
physical office desktops, allowing them to work at any time.

Computer Accounts
Summary

There are currently no power management connections suitable for use with Remote PC
Access, but you can create one after completing this wizard. Then edit this machine
catalog to specify that connection.

Step 6. Select the appropriate machine management.
Step 7. Click Next.

Machine Catalog Setup
Studio Machine Management
This Machine Catalog will use:
ochines that are power managed (for example, virtual machines or blade PCs)
¥ Introduction ) Machines that are not power ged (for ple, physical hines)
¥ Operating System ]
Machine Management Deploy machines using:
Container ‘ (@citrix Machine Creation Services (MCS)
Master Image Resources:
Virtual Machines | AHV1-VDI Zone: Primary) -
Computer Accounts ) Citrix Provisioning
Summary . Another service or technology
| am not using Citrix technology to manage my machines. | have existing machines
already prepared.

Note: For Linux OS machines, consult the administrator documentation for guidance.

Step 8. Select Container for disk placement.
Step 9. Click Next.
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Machine Catalog Setup

Studio

¥ Introduction

¥ Operating System

¥ Machine Management ‘
Container
Master Image '
Virtual Machines
Computer Accounts

Summary

Container

Select the container where the virtual machines’ identity disks will be placed.

‘ Container name
default-container-61470195232803
NutanixManagementShare

) SelfServiceContainer

Step 10. Select a Virtual Machine to be used for Catalog Master Image.

Step 11. Click Next.

Machine Catalog Setup

Studio

¥ Introduction

¥ Operating System

¥ Machine Management

+ Container '
Master Image
Virtual Machines ‘
Computer Accounts

Summary

Master Image

The selected snapshot of a master image will be the template for all virtual machines in this
catalog (A master image is also known as clone, golden image or base image.)

Select a snapshot:

4pvsDeploy
base
base
optimized
pvs-tmpl
& pvs-tmpl-nodsk

O rds-mcs_8724 0900
rds-mcs_8724_1030
vdi-mcs_82724 950

| Snapshot name +]

vdi-mcs_8724_1405

o Select the minimum functional level for this
catalog:

ki dmaml 022 - — — —

-

[7.9 (or newen) ~]

Machines will require the selected VDA version (or newer) in order to register in Delivery Groups
that reference this machine catalog. Learn more

Step 12. Specify the number of desktops to create and machine configuration.

Step 13. Set the amount of memory (MB) to be used by virtual desktops.

Step 14. Select the number of vCPUs and cores.

Step 15. Click Next.
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Machine Catalog Setup

Studio Virtual Machines

ENEED

Configure your machines.

¥ Introduction

¥ Operating System

Total mem B) on each machine:
¥ Machine Management ooy 18

+ Container Virtual CPUs:
Viaeher mage ‘ Cores per vCPU:
Virtual Machines
Computer Accounts '
Summary |

How many virtual machines do you want to create?

24576 | =]+
2|
2 |=[s

Step 16. Specify the AD account naming scheme and OU where accounts will be created.

Step 17. Click Next.

Machine Catalog Setup

Studio Active Directory Computer Accounts

Select an Active Directory account option:

¥ Introduction ®) Create new Active Directory accounts

¥ Operating System _) Use existing Active Directory accounts

¥ Machine Management Active D y i

Each machine in a Machine Catalog needs a corresponding Active Directory computer account.

s brat
A Domain: [ EsL151KLOCAL - @

¥ Master Image

)

+ Virtual Machines ‘ » (@ Launchers
Computer Accounts <
' » @ Users
Summary » 38 VDI
» @ LoginVsl
L4 M d Service Accounts

Selected location: | OU=RDS,0U=LoginEnt DC=FSL151K DC=LOCAL | ]

Account naming scheme:

JMCs-w22-A-2222 |

Jos -

MCS-W22-A-0123

Step 18. On the Summary page specify Catalog name and click Finish to start the deployment.
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Machine Catalog Setup
Studio e 2
Machine type: Multi-session OS “’ |
¥ Barcduction Machine management: Virtual ‘
s Provisioning method: Machine creation services (MCS)
¥ Operating System :
Resources: AHV1-VDI
+ Machine Management | . R ‘
Nutanix container: VDI
v Contaner Master Image name: rds-mcs_8724_0900 . }
¥ Master Image VDA version: 7.9 (or newer) ‘
¢ Virtual Machines Number of VMs to create: 32
« Computer Accounts Virtual CPUs: 2
Summary l Cores per vCPU: 2 4

Machine Catalog name:
Iahv-td—wZZ I I

Machine Catalog description for administrators: (Optional)

[ Example: Windows 7 SP1 desktops for the London Sales office J

To complete the deployment, assign this Machine Catalog to a Delivery Group by selecting
Delivery Groups and then Create or Edit a Delivery Group.

| Back | Cancel

Create Delivery Groups

Delivery Groups are collections of machines that control access to desktops and applications. With Delivery
Groups, you can specify which users and groups can access which desktops and applications.

Procedure 1. Create Delivery Groups

This procedure details how to create a Delivery Group for persistent VDI desktops. When you have completed
these steps, repeat the procedure for a Delivery Group for RDS desktops.

Step 1. Connect to a Citrix Virtual Apps and Desktops server and launch Citrix Studio.

Step 2. Select Create Delivery Group from the drop-down list.

File  Action

9| 25

[ Console Root
4 8 Citrix Studio (Site)
10 Search
! Machine Catalogs
E Delivery Grog
@ Policies |
Logging View »
4 E» Configurati
g Adminis
= Controll Help
! Hasting
o Licensing
m StoreFront
[y App-V Publishi

O Zones

r §3 Citrix StoreFront

View Help

- + | Machi Ma. of hi...
Create Delivery Group | | achine type o ermaen

Refresh
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Step 3. Click Next.

Create Delivery Group

Studio Getting started with Delivery Groups

| Delivery Groups are collections of desktops and applications (which could be in Application
Groups) that are created from Machine Catalogs. Create Delivery Groups for specific teams,

Introduction departments, or types of users.
Machines ‘ 3 f 3 .
X . Make sure you have enough machines available in desktop OS or server OS Machine
Machine allocation Catalogs to create the Delivery Groups you need.
Users
Applications

Desktop Assignment Rules

Summary

[_] Don't show this again

Step 4. Specify the Machine Catalog and increment the number of machines to add.

Step 5. Click Next.

Create Delivery Group
Studio Machines
Select a Machine Catalog.
‘ Catalog | Type Machines

¥ ntrackietion O  WINID-FS-MCS VDI MCS Static Local Disk

Machines MCS WIN10 1809

Delivery Type ‘

Users

Desktop Assignment Rules

Summary

Choose the number of machines for this Delivery Group: 210 [ =1+

o) N (G

Step 6. Specify what the machines in the catalog will deliver: Desktops, Desktops and Applications, or
Applications.
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Step 7. Select Desktops.
Step 8. Click Next.

Create Delivery Group

Studio Delivery Type

You can use the machines in the Catalog to deliver desktops or applications to your users.

Use the machines to deliver:
¥ Introduction

(@ Desktops
v i = y
Machines ‘ () Applications
Delivery Type g s s : .
Note: For Linux OS machines, consult the administrator documentation for guidance.
Users ‘
Desktop Assignment Rules
Summary

Step 9. You must add users to make the Delivery Group accessible. Select Allow any authenticated users to
use this Delivery Group.

Note: User assignment can be updated any time after Delivery group creation by accessing Delivery
group properties in Desktop Studio.

Step 10. Click Next.
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Create Delivery Group

Studio

¥ Introduction

¥ Machines
Users
Applications
Desktops

Summary

Users

Specify who can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

(® Allow any authenticated users to use this Delivery Group.

() Restrict use of this Delivery Group to the following users:

Add users and groups

Add... Remove

|_| Sessions must launch in a user's home zone, if configured.

Cnc

Step 11. Click Next (no applications are used in this design).

Create Delivery Group

Studio

¥ Introduction

¥ Machines

« Users
Applications
Desktops

Summary

Applications

To add applications, click "Add" and choose a source. Then select applications from that source.
If you choose Application Groups, all current and future applications in the selected groups will
be added. You can also place new applications in a non-default folder and change application

properties,

Add applications

Properties...

Place the new applications in folder:

[@ Applications\

Step 12. Enable Users to access the desktops.
Step 13. Click Next.
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Display name: I AnydesktopAnyuser |

Description: | Example: Assigned desktops for Finance Dept. |

The name and description are shown in Receiver,

(®) Allow everyone with access to this Delivery Group to have a desktop assigned

() Restrict desktop assignment to:

Add users and groups

Add... Remove

Maximum desktops per user:

[ Enable desktop assignment rule
Clear this check box to disable delivery of this desktop.

Step 14. On the Summary dialog, review the configuration. Enter a Delivery Group name and a Description
(Optional).

Step 15. Click Finish.

Create Delivery Group

Studio LY
Machine Catalog: 'WIN10-FS-MCS E
+ Introduction Machine type: Desktop 0S
+ Machines Allocation type: Static
. Machines added: VCCFSLAB\W10-mes-001
¥ Delivery Type ; VCCFSLAB\WI0-mes-002
+ Users VCCFSLABYW10-mcs-003

VCCFSLAB\wW10-mes-004
VCCFSLABYW10-mes-005
VCCFSLAB\W10-mes-006
‘ VCCFSLAB\w10-mes-007

+ Desktop Assignment Rules

Summary

VCCFSLABYW10-mcs-008
VCCFSLAB\w10-mes-009
VCCFSLAB\w10-mes-010
VCCFSLAB\W10-mes-011
VCCFSLAB\w10-mes-012 -

Delivery Group name:

| WIN10-DG-MCS-STATIC |

Delivery Group description, used as label in Receiver (optional):

| |

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 157 of 204



Citrix Studio lists the created Delivery Groups as well as the type, number of machines created, sessions, and
applications for each group in the Delivery Groups tab.

Step 16. From the drop-down list, select Turn on Maintenance Mode.

Citrix Virtual Apps and Desktops Policies and Profile Management

Policies and profiles allow the Citrix Virtual Apps and Desktops environment to be easily and efficiently
customized.

Configure Citrix Virtual Apps and Desktops Policies

Citrix Virtual Apps and Desktops policies control user access and session environments, and are the most
efficient method of controlling connection, security, and bandwidth settings. You can create policies for specific
groups of users, devices, or connection types with each policy. Policies can contain multiple settings and are
typically defined through Citrix Studio. The policy used in testing was generated from the Higher Server
Scalability Template with the additional setting shown in Table7.

The Windows Group Policy Management Console can also be used if the network environment includes
Microsoft Active Directory and permissions are set for managing Group Policy Objects.

Figure 8 shows the policies for Login VSI testing in this CVD.

Figure 8. Citrix Virtual Apps and Desktops Policy
Policies Testing Policy

1 Unfiltered IM Settings w

» Auto connect client drives
2 Testing Policy User setting - ICA\File Redirection
Disabled (Default: Enabled)

3 VDI Policy » Auto-create client printers
User setting - ICA\Printing\Client Printers
4 RDS Policy Do not auto-create client printers (Default: Auto-create all client printers)

» Client printer redirection
User setting - ICA\Printing
Prohibited (Default: Allowed)

» Concurrent logons tolerance
Computer setting - Load Management
Value: 4 (Default: Value: 2)

» CPU usage
Computer setting - Load Management
Disabled (Default: Disabled)

» CPU usage excluded process priority
Computer setting - Load Management
Disabled (Default: Below Normal or Low)

» Flash default behavior
User setting - ICA\Adobe Flash Delivery\Flash Redirection
Disable Flash acceleration (Default: Enable Flash acceleration)

» Memory usage
Computer setting - Load Management
Disabled (Default: Disabled)

» Memory usage base load
Computer setting - Load Management
Disabled (Default: Zero load: 768 MBs)
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Figure 9. Delivery Controllers Policy

15/ Group Policy Management Editor
File Action View Help

“=%|znm Bm

] DdcList [FS-AD-1
v & Computer Cc
~ [ Policies
] Citrix

> [ Softw:

> [ Windg

> [ Admis

> (1] Preferenc

Policies | Templates

Search Computer Policies

[ Citrix Computer Policies

2,

= New.. B Edit.

A Higher

Lower

Actions ~

Name
(& Unfiltered

Priority
1

Enabled

True

Description
This s the system-created default..

w & User Configu|
> [ Policies
> [ Preferenc

Summary | Settings | Fiters

P Controllers

Active Settings: Show: [] Categories Defaults  Active Filters:

G5-DDC-1F5L151KLOCAL G5-DDC-2FSL1STKL Edit Remove

Table 6. Additional testing policy settings

HX Adaptive Transport
Client Fixed Drives
Client Optical Drives
Client Network Drives
Client Removable Drives

Use Video Codec for
compression

View window contents
while dragging

Windows Media fallback
prevention

Value

Off

Prohibited
Prohibited
Prohibited
Prohibited

Do not use video
codec

Prohibited

Play all content
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Validate
This chapter contains the following:
o Test Methodology and Success Criteria
o Test Procedure
Test Methodology and Success Criteria
All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire virtual desktop lifecycle by capturing metrics during desktop boot-up,
user logon and virtual desktop acquisition (also referred to as ramp-up), user workload execution (also referred
to as steady state), and user logoff for the RDSH/VDI Session under test.

Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the overall
success of an individual test cycle. Each test cycle was not considered passing unless all the planned test users
completed the ramp-up and steady-state phases (described below) and unless all metrics were within the
permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration, and results were
relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com
Test Procedure

Pre-Test Setup for Single and Multi-Blade Testing

All virtual machines were shut down utilizing the Citrix Studio.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the
required number of launchers were running with the Login Enterprise Ul started and registered with Login
Enterprise Virtual Appliance.

Test Run Protocol

To simulate real-world environments, Cisco requires the log-on and start-work sequence, known as Ramp Up,
to be completed in 48 minutes. For testing, we deem the test run successful with up to 1% session failure rate.

In addition, Cisco performs three consecutive load tests with knowledge worker workload for all single server
and scale testing. This assures that our tests represent real-world scenarios. For each of the three consecutive
runs on single server tests, the same process was followed.

To do so, follow these steps:

1. Time 0:00:00 Start Performance Logging on the following system:

a. Prism Element used in the test run.
All Infrastructure virtual machines used in test run (AD, SQL, brokers, image mgmt., and so on)
Time 0:00:10 Start Storage Partner Performance Logging on Storage System if used in the test.

Time 0:05: Boot Virtual Desktops/RDS Virtual Machines using Citrix Studio.

a & w0 N

The boot rate should be around 10-12 virtual machines per minute per server.
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6. Time 0:06 First machines boot.

7. Time 0:30 Single Server or Scale target number of desktop virtual machines booted on 1 or more
blades.

8. No more than 30 minutes for boot up of all virtual desktops is allowed.

9. Time 0:35 Single Server or Scale target number of desktop virtual machines desktops registered in Citrix
Studio.

10. Virtual machine settling time.

11. No more than 60 Minutes of rest time is allowed after the last desktop is registered on the Citrix Studio.
Typically, a 30-45-minute rest period is sufficient.

12. Time 1:35 Start Login Enterprise Load Test, with Single Server or Scale target number of desktop virtual
machines utilizing a sufficient number of Launchers (at 20-25 sessions/Launcher).

13. Time 2:23 Single Server or Scale target number of desktop virtual machines desktops launched (48
minute benchmark launch rate).

14. Time 2:25 All launched sessions must become active.

15. Time 2:40 Login Enterprise Load Test Ends (based on Auto Logoff 15 minutes period designated
above).

16. Time 2:55 All active sessions logged off.
17. Time 2:57 All logging terminated; Test complete.

18. Time 3:15 Copy all log files off to archive; Set virtual desktops to maintenance mode through broker;
Shutdown all Windows machines.

19. Time 3:30 Reboot all hypervisor hosts.

20. Time 3:45 Ready for the new test sequence.

Success Criteria

Our pass criteria for this testing is as follows:

« Cisco will run tests at a session count level that effectively utilizes the blade capacity measured by CPU
utilization, memory utilization, storage utilization, and network utilization. We will use Login Enterprise to
launch Knowledge Worker workloads. The number of launched sessions must equal active sessions within
two minutes of the last session launched in a test as observed on the Login Enterprise Web Management
console.

The Citrix Studio will be monitored throughout the steady state to make sure of the following:
o All running sessions report In Use throughout the steady state
+ No sessions move to unregistered, unavailable, or available state at any time during steady state
« Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically.

« Cisco requires three consecutive runs with results within +/-1% variability to pass the Cisco Validated
Design performance criteria.
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We will publish Cisco Validated Designs with our recommended workload following the process above and will
note that we did not reach a VSImax dynamic in our testing. Cisco Compute Hyperconverged with Nutanix in
Intersight Standalone Mode and Citrix Virtual Apps and Desktops 2203 LTSR Test Results.

The purpose of this testing is to provide the data needed to validate CVAD Remote Desktop Sessions (RDS) and
CVAD Virtual Desktop (VDI) PVS streamed and CVAD (VDI) MCS provisioned full-clones using CCH with Nutanix
in ISM to virtualize Microsoft Windows 11 desktops and Microsoft Windows Server 2022 sessions on Cisco UCS
HCIAF240C M7 Servers.

The information contained in this section provides data points that a customer may reference in designing their
own implementations. These validation results are an example of what is possible under the specific
environment conditions outlined here, and do not represent the full characterization of Cisco and Citrix products.

Four test sequences, each containing three consecutive test runs generating the same result, were performed
to establish single blade performance and multi-blade, linear scalability.

About Login VSI

Login VSI helps organizations proactively manage the performance, cost, and capacity of their virtual desktops
and applications wherever they reside - traditional, hybrid, or in the cloud. The Login Enterprise platform is
100% agentless and can be used in all major VDI and DaaS environments, including Citrix, VMware, and
Microsoft. With 360° proactive visibility, IT teams can plan and maintain successful digital workplaces with less
cost, fewer disruptions, and lower risk. Founded in 2012, Login VSI is headquartered in Boston, Massachusetts,
and Amsterdam, Netherlands. Visit www.loginvsi.com.

Login Enterprise

Login Enterprise, by Login VSI, is the industry-standard software used to simulate a human-centric workload
used for the purpose of benchmarking the capacity and performance of a VDI solutions. The performance
testing documented in this Reference Architecture utilized the Login Enterprise benchmarking tool
(https://www.loginvsi.com/platform/). The virtual user technology of Login Enterprise simulates real-world users
performing real-world tasks while measuring the time required for each interaction. Login Enterprise assesses
desktop performance, application performance, and user experience to determine the overall responsiveness of
the VDI solution. Using Login Enterprise for VDI capacity planning helps to determine the optimal hardware
configuration to support the desired number of users and applications.

About the EUX Score

The Login Enterprise End-User Experience (EUX) Score is a uniqgue measurement that provides an accurate and
realistic evaluation of user experience in virtualized or physical desktop environments. The score is based on
metrics that represent system resource utilization and application responsiveness. The results are then
combined to produce an overall score between 1 and 10 that closely correlates with the real user experience.
See the table below for general performance guidelines with respect to the EUX Score.

Greater than 8.5 Excellent
7.5-8.5 Very Good
6.5-7.5 Good
5.5-6.5 Fair
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Less than 5.5 Poor

See the following article for more information: https://support.loginvsi.com/hc/en-us/articles/4408717958162-
Login-Enterprise-EUX-Score-

About VSImax

The Login Enterprise VSImax is a performance metric used to measure the maximum user capacity or scalability
of a virtualized desktop infrastructure (VDI) environment. The EUX Score is used to determine the VSImax, and it
represents the maximum number of virtual users that can be supported by the infrastructure while still
maintaining acceptable performance levels.

Login Enterprise Workloads

Login Enterprise Workloads are human-centric workloads designed to simulate a user interacting with
predetermined applications in a human-paced way. The industry-standard workloads that come with Login
Enterprise are Knowledge Worker and Task Worker. These workloads are based on the Microsoft Office suite
and popular browsers used in the enterprise. Other workloads are available from Login VSI.

Knowledge worker

An enterprise knowledge worker is a medium to heavy duty productivity user that regularly uses a web browser,
an email client, and specializes in a wide range of software to create spreadsheets, documents, and
presentations. It is common for knowledge workers to have multiple applications and browsers open at once,
regularly switching between these applications. The knowledge worker expects a responsive user experience
and has little tolerance for variation in performance.

Task worker

An enterprise task worker is a light duty productivity user that regularly uses a static web browser to access
internal sites, an email client and an application that is the basis for their task. Task workers stay focused on the
task at hand and switch between apps on occasion. The task worker is tolerant of some workspace lag. Task
workers often take the form of data processing workers, call center agents, tellers, and receptionists.
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Test Setup, Configuration, and Load Recommendation

This chapter contains the following:

o Cisco UCS Test Configuration for Single Blade Scalability
o Cisco UCS Test Configuration for Full Scale Testing

We tested a single Cisco UCS HCIAF240C M7 server and four Cisco UCS HCIAF240C M7 servers in a four-
node cluster to illustrate linear scalability for each workload use case studied.

Cisco UCS Test Configuration for Single Blade Scalability

This test case validates the Recommended Maximum Workload per host server using Citrix Virtual Apps and
Desktops 2203 LTSR with 224 Multi-session and 200 Single-session OS sessions.

Figure 10. Test Configuration for Single Server Scalability Citrix Virtual Apps and Desktops 2203 LTSR MCS
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Figure 11. Test configuration for Single Server Scalability Citrix Virtual Apps and Desktops 2203 LTSR PVS
Single-session OS machine VDAs

0 s Single~-session OS machine VDAS )
Single Server Testing with 200 pooled Users
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Figure 12. Test configuration for Single Server Scalability Citrix Virtual Apps and Desktops 2203 LTSR MCS

Multi-session OS machine VDAs

/
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Hardware components

1 Cisco UCS HCIAF240C M7 All-NVMe/All-Flash Server with Intel(R) Xeon(R) Gold 16454S CPU 2.2GHz

32-core processors, 1TB 4800MHz RAM, 6 3.8TB 2.5 NVMe High Perf Medium Endurance for all cluster
servers

2 Cisco Nexus 93180YC-FX Access Switches

Software component:

Cisco UCS C-Series 4.3(3.240043)

AOS 6.8.0.1

AHV 20230302.100187 for host blades

Prism Central 2024.1.0.1

Nutanix AHV Plugin 2.7.7

Citrix Virtual Apps and Desktops 2203 LTSR

Microsoft SQL Server 2019

Microsoft Windows 11 64 bit (22H2), 2vCPU, 4 GB RAM, 64 GB HDD (master)
Microsoft Windows Server 2022 (21H2), 4vCPU, 24GB RAM, 90 GB vDisk (master)
Microsoft Office 2021 64-bit
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e FSLogix 2210 hotfix 3
e Login Enterprise 5.11.12 Knowledge Worker Workload

Cisco UCS Test Configuration for Full Scale Testing

These test cases validate eight blades in a cluster hosting three distinct workloads using Citrix Virtual Apps and
Desktops 2203 LTSR with:

e 600 MCS Single-session OS sessions
e 600 PVS Single-session OS sessions
e 672 MSC Multi-session OS sessions

Note: Server N+1 fault tolerance is factored into this solution for the cluster/workload.

Figure 13. Test Configuration for Full Scale Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS
machine VDAs
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Figure 14. Test Configuration for Full Scale Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS
machine VDAs
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Figure 15.

Test Configuration for Full Scale Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS
machine VDAs

/ MSC Multi-session OS machine VDAS )
Full Scale Testing with 672 pooled Users

\

StoreFront

Delivery Controllers
Provisioning Servers
MS KMS
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[ ] Resource Layer
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4

Hardware components

o 4 Cisco UCS HCIAF240C M7 All-NVMe/All-Flash Server with Intel(R) Xeon(R) Gold 16454S CPU 2.2GHz
32-core processors, 1TB 4800MHz RAM, 6 3.8TB 2.5 NVMe High Perf Medium Endurance for all cluster

servers

e 2 Cisco Nexus9000 C93180YC-FX Access Switches

Software components
o Cisco UCS C-Series 4.3(3.240043)
AOS 6.8.0.1

AHV 20230302.100187 for host blades

Prism Central 2024.1.0.1
Nutanix AHV Plugin 2.7.7
Citrix Virtual Apps and Desktops 2203 LTSR
Microsoft SQL Server 2019
Microsoft Windows 11 64 bit (22H2), 2vCPU, 4 GB RAM, 64 GB HDD (master)

Microsoft Windows Server 2022 (21H2), 4vCPU, 24GB RAM, 90 GB vDisk (master)
Microsoft Office 2021 64-bit
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e FSLogix 2210 hotfix 3
e Login Enterprise 5.11.12 Knowledge Worker Workload
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Test Results

This chapter contains the following:

« Single-Server Recommended Maximum Workload Testing

o Full Scale Workload Testing

Single-Server Recommended Maximum Workload Testing

This section shows the key performance metrics that were captured on the Cisco UCS host blades during the
single server testing to determine the Recommended Maximum Workload per host server. The single server
testing comprised of following tests:

« 200 MCS Single-session OS sessions (Static)

« 200 PVS Single-session OS sessions (Random)

e 224 MCS Multi-session OS sessions (Random)
Single-Server Recommended Maximum Workload for MCS Single-session OS Static
Sessions with 200 Users

The recommended maximum workload for a Cisco UCS HCIAF240C M7 server with dual Intel(R) Xeon(R) Gold
16454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM is 200 Windows 11 64-bit persistent MCS virtual
machines with 2 vCPU and 4 GB RAM.

Login VSI performance data is shown below.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 171 of 204



Figure 16. Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs |
EUX Score

TEST SUMMARY
Time Name EUX score VSimax Logins - Engine - Apps € Comment |
- 20/08/24 VDI-STAT 7.7 200 o L ® 2 ‘
2016 0005 - Finished . 1005 950 BTN

© VSimax information

The End User Experience score was acceptable for the entire duration of the load test. Your VSImax was not found based on the amount of logged on users (200} of the test. You may rerun the test with more users to find your VSimax

Config VDI-STAT 11 Actions
Environment N/A .

Login 200 users within 48 minutes h

Test duration 15 minutes (after last session has started) (kW) Prepare for Microsoft Office 365 EUX Score

Login Enterprise 51112

EUX / VSimax version EUX2023 (KW) Microsoft Outiook

Sesalon metrics Enabled (KW) Microsoft Edge (browsing + multimedia) 77 8.1
Connector storefront (KW) Microsoft Edge (browsing + multimedia)_PersonalExp Steady stale | | EUX Baseline
Display Configuration fullscreen '

Launcher groups All (KW) Micresoft Excel

Account groups All (KW) Microsoft PowerPoint

Comment 2 (KW) Microsoft Word

(kW) Close Microsoft Excel
(KW) Close Microsoft Word

(KW) Ciose Microsoft PowerPoint
Wait 30 second(s)

GENERATE RAW DATA EXPORT [ GENERATE PDF REPORT
OVERVIEW CHARTS i [ -

~  EUX Score/VS| Max metrics (7 panels)

EUX SCORE/VSI MAX
10 250
8 200
—_—
5 150 %‘
®
3 g
g
4 100 S
H
2 50
o 0
0 5 10 15 20 25 30 35 40 45 50 55 60 65
Time line
@ VOI-STAT 0005 Active sessions: VDI-STAT 0005

Performance data for the server running the workload is shown below.
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OS machine VDAs |
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A,

Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single

Host CPU Utilization

Figure 17.
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OS machine VDAs |

-session

Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single

Host Memory Utilization

Figure 18.
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Figure 19. Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs |

Host Network Utilization
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Single-Server Recommended Maximum Workload for PVS Single-session OS Random

Sessions with 200 Users

The recommended maximum workload for a Cisco UCS HCIAF240C M7 server with dual Intel(R) Xeon(R) Gold
16454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM is 200 Windows 11 64-bit VDI non-persistent

PVS virtual machines with 2 vCPU and 4GB RAM.

Login VSI performance data is as shown below.
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Figure 20. Single Server | Ci
EUX Score

ix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs |

TEST SUMMARY
[ Time Name FUX score VSimax Logins - Engine - Apps @ Comment
- 16/08724 VDI-RAND e o o
10:56 0009 - Finished 79 200 Wwow  100% 99.19% 2

€ vSimax information

The End User score was for the entire d of the load test. Your VSImax was not found based on the amount of logged on users (200) of the test. You may rerun the test with more users to find your VSimax
Config VDI-RAND 11 Actions
Environment N/A i
Login 200 users within 48 minutes S
Test duration 15 minutes (after last session has started) (KW) Prepare for Microsoft Office 365 EUX Score
Login Enterprise 51112
EUX / VSImax version EUX2023 (KW) Microsoft Ostiook
Session metrics Enabled (KW) Microsoft Edge (browsing + muftimedia) <7_g> <B-2>
Connector storefront (KW) Microsoft Edge (browsing + multimedia)_PersonalExp Steady siale | EUX Baseline
Display Configuration

Launcher groups (KW) Microsoft Excel

Account groups

(KW) Microsoft PowerPoint
Comment 2 (KW) Microsoft Word

(KW) Close Microsoft Excel

(KW) Close Microsoft Word

(KW) Close Microsoft PowerPoint

Wait 30 second(s)

GENERATE RAW DATA EXPORT ' GENERATE PDF REPORT

OVERVIEW CHARTS

~  EUX Score/VSl Max metrics (7 panels)

EUX SCORE/VSI MAX
10 250
8 200

Score
SUOISERS BAILOY

] - - - - - - - - - — - - 0
1] 5 10 15 20 25 30 35 40 45 50 55 60 65

Time line

@ VDI-RAND 0009 Active sessions: VDI-RAND 0009

Performance data for the server running the workload is shown below.
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Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR PVS

Single-session OS machine VDAs | Host CPU Utilization

Figure 21.
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Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR PVS

Single-session OS machine VDAs | Host Memory Utilization

Figure 22.
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Figure 23. Single Server | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs |
Host Network Utilization
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Single-Server Recommended Maximum Workload for MCS Multiple-session OS Random
Sessions with 224 Users

The recommended maximum workload for a Cisco UCS HCIAF240C M7 server with dual Intel(R) Xeon(R) Gold
16454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM is 224 Windows Server 2022 sessions. The blade
server ran 32 Windows Server 2022 Virtual Machines. Each virtual server was configured with 4 vCPUs and
24GB RAM.

LoginVSI data is shown below.
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Figure 24. Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS
Multi-session OS machine VDAs | EUX Score

TEST SUMMARY
Time Name EUX score VSimax Logins - Engine - Apps € Comment
- 19/08/24 RDS-RAND 75 »994 e o o a
1429 0010 Faished oo oo%  S630N

© Vvsimax information

The End User Experience score was acceptable for the entire duration of the load test. Your VSImax was not found based on the amount of logged on users (224) of the test. You may rerun the test with more users to find your VSimax.

Config RDS-RAND 11 Actions

Environment N/A e

Login 224 users within 48 minutes S

Test duration 15 minutes (after |ast session has started) (KW) Prepare for Microsoft Office 365 FUX Score.
Login Enterprise 51112

EUX / VSImax version EUX2023 (KW) Microsoft Outlook

Session metrics Ensbled (KW) Microsoft Edge (browsing + multimedia) 74 81
Connector storefront (KW) Microsoft Edge (browsing + multimedia)_PersonalExp Steady siate | | EUX Baseline
Display Configuration fullscreen

Launcher groups Al (KW) Microsoft Excel

Account groups All (KW) Microsoft PowerPoint

Comment 3 (KW) Microsoft Word

(KW) Close Microsoft Excel
(KW) Close Microsoft Word

(KW) Close Micrasoft PowerPoint
Wait 30 second(s)

GENERATE RAW DATA EXPORT [ GENERATE PDF REPORT

GVERVIEW CHARTS

~  EUX Score/VS| Max metrics (7 panels)

EUX SCORE/VSI MAX
10 250
8 _— 200

Score
sucisEag BADY

0 5 10 15 20 25 30 35 40 45 50 55 60 65
Time line

. RDS-RAND 0010 Active sessions: RDS-RAND 0010

Performance data for the server running the workload is shown below.
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Single Server Recommended Maximum Workload Citrix Virtual Apps and Desktops 2203 LTSR MCS

Multi-session OS machine VDAs | Host CPU Utilization

Figure 25.
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Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS

Multi-session OS machine VDAs | Host Memory Utilization

Figure 26.
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OS machine VDAs |

I-session

Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Mult

Host Network Utilization

Figure 27.
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Performance data for the RDS Virtual Machine running the workload is shown below.
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Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS

Multi-session OS machine VDAs | Virtual Machine CPU Utilization

Figure 28.
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Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS

Figure 29.
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Figure 30. Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS
Multi-session OS machine VDAs | Network Utilization
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Full Scale Workload Testing
This section describes the key performance metrics that were captured on the Cisco UCS, during the full-scale
testing. Full Scale testing was done with following Workloads using four Cisco UCS HCIAF240C M7 Servers
configured in a single four-server cluster, and designed to support single Host failure (N+1 Fault tolerance):

« 600 MCS Single-session OS sessions (Static)

« 600 PVS Single-session OS sessions (Random)

e 672 MCS Multi-session OS sessions (Random
To achieve the target, sessions were launched against each workload set. As per the Cisco Test Protocol for

VDI solutions, all sessions were launched within 48 minutes (using the official Knowledge Worker Workload),
and all launched sessions became active within two minutes after the last logged-in session.

Full Scale Recommended Maximum Workload Testing for MCS Single-session OS Machine
VDAs with 600 Users

This section describes the key performance metrics captured on the Cisco UCS during the full-scale testing
with 600 MCS Single-session OS machines using four servers in a single cluster.

The workload for the test is 600 Persistent VDI users. To achieve the target, sessions were launched
concurrently against all workload hosts. As per the Cisco Test Protocol for VDI solutions, all sessions were
launched within 48 minutes (using the official Knowledge Worker Workload) and all launched sessions became
active within two minutes subsequent to the last logged-in session.

The configured system efficiently and effectively delivered the following results:
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Figure 31. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine
VDAs| EUX Score
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Figure 32. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine
VDAs | Host CPU Utilization
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e {hostname="NTNX-VDI-1", instance="localhost:3405", job="nutanix_exporter"} ss==={hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"'}

e {hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"} smm=={hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"'}
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porter"}

="nutanix_ex|

o {hostname="NTNX-VDI-1", instance="localhost:9405", job

porter"}
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porter"}
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o {hostname="NTNX-VDI-3", instance="localhost:9405", job
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Figure 37. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine
VDAs | Avg Write Latency Chart msec
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e hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter'}
e {hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter'}
=m{hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"}

e (hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter'}

Figure 38. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine
VDAs | Read IOPS Chart
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| name__="nutanix_host_controller_num_read_iops”, hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter"}
e=={ npame__="nutanix_host controller_num_read_iops", hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}
e { name__="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter'}

== name__="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter'}
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Figure 39. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine
VDASs | Write IOPS Chart
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! name__="nutanix_host _controller_ num write_iops", hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter"}
==! name__="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-2", instance="localhost:3405", job="nutanix_exporter"}
| name_ ="nutanix_host _controller_num write_iops", hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"}
em! name__="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-4", instance="localhost:3405", job="nutanix_exporter"}

Full Scale Recommended Maximum Workload Testing for PVS Single-session OS Machine
VDAs with 600 Users

This section describes the key performance metrics that were captured on the Cisco UCS using the persistent
desktop full-scale testing with 600 PVS Single-session OS machines using four servers in a single cluster.

The workload for the test is 600 Non-Persistent VDI users. To achieve the target, sessions were launched
concurrently against all workload clusters. As per the Cisco Test Protocol for VDI solutions, all sessions were
launched within 48 minutes (using the official Knowledge Worker Workload in VSI Benchmark Mode), and all
launched sessions became active within two minutes after the last logged-in session.

The configured system efficiently and effectively delivered the following results:
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Figure 40. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine
VDAs | EUX Score
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Time Name EUX score VSimax Logins - Engine- Apps @ Comment
- 1200924 VDIRAND Full Scale 8 600 e o o N
17:00 000% - Finished 100% 100% 99.83%

€ vsimax information

The End User Experience score was acceptable for the entire duration of the load test. Your VSimax was not found based on the amount of logged on users (600) of the test. You may rerun the test with more users to find your VSimax

Cconfig VDI-RAND Full-Scale 11 Actions
Environment N/A X .
Login 600 users within 48 minutes starts
Test duration 15 minutes (after last session has started) (KW) Prepare for Microsoft Office 365 EUX Score
Login Enterprise 511.12
EUX / VSImax version EUX2023 (KW) Microsoft Outlook
Session metries Enabled (KW) Microsoft Edge (browsing + multimedia) 8 8.2
Connector storefront (kW) Microsoft Edge (browsing + multimedia)_PersonalExp Steady state | | EUX Boseline
Display Gonfiguration fullscreen
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Account groups All (KW) Microsoft PowerPoint
Comment 2 (KW) Microsoft Word
(kW) Close Microsoft Excel
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(KW) Close Microsoft PowerPoint
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Figure 42.
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e (hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter"} s {hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}

e (hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"} s {hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}
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Figure 45.

30

25

20

w
—

10

d 02:L0:L
d 0T:70:L
lnd 00:T0:L
ld 0612569
Wd 07:7S:9
lNd 0ETS9
lNd 02:819
Wd 015179
lNd 00:C9
INd 05:8€:9
Wd 07:GE:9
INd 0E:CES
Nd 0C:6C:9
lNd 0T:9¢:9
d 00:€C:9
lNd 05619
d 0E:9T:9
Wd 02:ET:9
Wd 0T:0T:9
lnd 00:£0:9
lNd 05:€0:9
lNd 017:00:9
Wd 0E:LGIG
Wd 0C:7S:G
Wd 0T'TG:G
ld 00:81G
Wd 057G
Wd 07 TG
Id 0E:8E'G
Wd 0C:5E:G
Wd 0T:CE5
Wd 00:6C:G
Wd 05:5¢:G
Wd 072G
Wd 02'6T:G
Wd 0T:9T:G
Wd 00:ET:G
lNd 05:60:G
Wd 07:90:G
lNd 0E:E0:G
ld 02:00:G
Wd 0T:LS
d 00:7S17
ld 05:06'17
Wd 0Lt
Wd eV
Wd 02T
Id 0T:8E
ld 00:5E
d 05 TEY
d 07821
d 0EGC
Wd 0T:2C'1
d 00'6T:17
Wd 0S'GT17

e (hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter"}

s [ hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}

e (hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"}

e [hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}

Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine
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Figure 46.
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e (hostname="NTNX-VDI-1", instance="localhost:3405", job="nutanix_exporter"} s {hostname="NTNX-VDI-2", instance="localhost:3405", job="nutanix_exporter"}

wmm (hostname="NTN X-VDI-3", instance="localhost:9405", job="nutanix_exporter"} == {hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}
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Figure 47. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine
VDAs | Read IOPS Chart
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e name_ ="nutanix_host controller_num_read_iops", hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter'}
==={ name__="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter'}
e { name_ ="nutanix_host controller_num_read_iops", hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter'}
=m={ name__="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter'}

Figure 48. Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine
VDAs | Read IOPS Chart
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em{ npame__="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-1", instance ="localhost:9405", job="nutanix_exporter"}

mmm={ pame__="nutanix_host_controller_num write_iops", hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}
=mm{ npame__="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-3", instance ="localhost:9405", job="nutanix_exporter"}

mmm{ pame__ ="nutanix_host_controller_num write_iops", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}
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Full Scale Recommended Maximum Workload for MCS Multi-session OS Random Sessions
with 672 Users

This section describes the key performance metrics captured on the Cisco UCS during the MCS multi-session
OS full-scale testing with 672 desktop sessions using four servers in a single cluster.

The solution’s multi-session OS workload is 672 users. To achieve the target, sessions were launched against
all workload clusters concurrently. As per the Cisco Test Protocol for VDI solutions, all sessions were launched
within 48 minutes (using the official Knowledge Worker Workload), and all launched sessions became active
within two minutes after the last logged-in session.

The configured system efficiently and effectively delivered the following results:

Figure 49. Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine
VDAs | EUX Score
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Config RDS-RAND Full-Scale 11 Actions
Environment N/A P
Login 672 users within 48 minutes SeESIoN Fans
Test duration 15 minutes (after last session has started) (KW) Prepare for Microsoft Office 365 EUX Score
Login Enterprise 51112
EUX / VSImax version EUX2023 (KW) Microsoft Outlook
Seasion Metrica Enabled (KW) Microsoft Edge (browsing + multimedia) 7.6 8.1
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(KW) Close Microsoft Excel
(KW) Close Microsoft Word
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porter"}

="nutanix_ex|

e [hostname="NTNX-VDI-1", instance="localhost:9405", job

porter"}

="nutanix_ex|

e [hostname="NTNX-VDI-2", instance="localhost:9405", job

porter'}

="nutanix_ex|

e {hostname="NTNX-VDI-3", instance="local host:9405", job:

porter"}

="nutanix_ex|

e [hostname="NTNX-VDI-4", instance="localhost:9405", job

Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine

VDAs | Host Memory Utilization
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Figure 52. Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine
VDAs | Read Latency Chart
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emm{ npame_ ="nutanix_host controller_avg read_io_latency msecs"”, hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter"}
e { name__="nutanix_host_controller_avg read_io_latency_msecs", hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}
= { name__="nutanix_host_controller_avg read_io_latency_msecs", hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"}
= { name__="nutanix_host_controller_avg read_io_latency_msecs", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}

Figure 53. Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine
VDAs | Write Latency Chart
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e name__="nutanix_host_controller_avg write_io_latency_msecs”, hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter"}
! name__="nutanix_host_controller_avg write_io_latency_msecs”, hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}
=mm{ name__="nutanix_host_controller_avg write_io_latency_msecs", hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"}

=m={ name__="nutanix_host_controller_avg write_io_latency_msecs", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}
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Figure 54. Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine
VDAs | Read IOPS Chart
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| name_ ="nutanix_host_controller_num_read_iops”, hostname="NTNX-VDI-1", instance="localhost:9405", job="nutanix_exporter"}
| name__ ="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}
wmmmm{ name__ ="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter'}

emmmm={ name__="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}

Figure 55. Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Multi-session OS machine
VDASs | Write IOPS Chart
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em={ name__="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-1", instance="localhost:2405", job="nutanix_exporter"}

smm={ name__="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-2", instance="localhost:9405", job="nutanix_exporter"}
emmmm{ name__="nutanix_host_controller_num write_iops”, hostname="NTNX-VDI-3", instance="localhost:89405", job="nutanix_exporter"}

e=={ npame__="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter"}
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Conclusion

Compute Hyperconverged with Nutanix in Intersight Standalone Mode, offers a reliable and robust solution for
enterprise end-user computing deployments. This hyper-converged infrastructure provides compute density,
storage capacity, and expandability in a single system to support a wide range of workloads in your data center.

Cisco Intersight makes it easy to deploy the Cisco Compute Hyperconverged with Nutanix in Intersight
Standalone Mode. It simplifies the deployment process, reduces project risk and IT costs, as well as enhances
visibility and orchestration across the entire data center, allowing you to modernize your infrastructure and
operations.

Compute Hyperconverged with Nutanix in Intersight Standalone Mode on Cisco Compute Hyperconverged
HCIAF240C M7 Servers with 4th Gen Xeon processors has undergone validation using industry-standard
benchmarks, ensuring it meets the highest performance, management, scalability, and resilience standards. It
makes an ideal choice for customers seeking enterprise-class hyper-converged infrastructure for virtual
desktop infrastructure (VDI) deployments and allows you to focus on your core business objectives.
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Appendix

This appendix contains the following:
o Appendix A - References used in this guide
o Appendix B - Bill of Materials

Appendix A - References used in this guide

Windows 11 on Nutanix AHV: https://portal.nutanix.com/page/documents/solutions/details?targetld=TN-2164-
Windows-11-on-AHV:TN-2164-Windows-11-on-AHV

AHV Plug-in for Citrix: https:
Citrix:NTNX-AHV-Plugin-Citrix

Citrix Virtual Apps and Desktops on G8: Wlndows 11 Desktops

Appendix B - Bill of Materials

HCIAF240C-M7SN Cisco Compute Hyperconverged 4
HCIAF240cM7 All Flash NVMe Node

HCI-IS-MANAGED Deployment mode for Standalone 4
Server Managed by Intersight

HCI-NVME4-3840 3.8TB 2.5in U.2 15mm P5520 Hg Perf 24
Med End NVMe

HCI-M2-240G 240GB M.2 SATA Micron G2 SSD 8

HCI-M2-HWRAID Cisco Boot optimized M.2 Raid 4
controller

HCI-RAIL-M7 Ball Bearing Rail Kit for C220 & C240 4

M7 rack servers

HCI-TPM-002C TPM 2.0, TCG, FIPS140-2, CC EAL4+ 4
Certified, for servers

HCI-AOSAHV-68-SWK9 HCI AOS AHV 6.8 SW 4
UCSC-HSHP-C240M7 UCS C240 M7 Heatsink 8
UCSC-BBLKD-M7 UCS C-Series M7 SFF drive blanking 72
panel
UCS-DDR5-BLK UCS DDR5 DIMM Blanks 64
UCSC-M2EXT-240-D C240M7 2U M.2 Extender board 4
UCSC-FBRS2-C240-D C240 M7/M8 2U Riser2 Filler Blank 4
UCSC-FBRS3-C240-D C240 M7/M8 2U Riser3 Filler Blank 4
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https://portal.nutanix.com/page/documents/solutions/details?targetId=TN-2164-Windows-11-on-AHV:TN-2164-Windows-11-on-AHV
https://portal.nutanix.com/page/documents/details?targetId=NTNX-AHV-Plugin-Citrix:NTNX-AHV-Plugin-Citrix
https://portal.nutanix.com/page/documents/details?targetId=NTNX-AHV-Plugin-Citrix:NTNX-AHV-Plugin-Citrix
https://portal.nutanix.com/page/documents/solutions/details?targetId=RA-2111-Citrix-Virtual-Apps-and-Desktops-G8-Windows-11:RA-2111-Citrix-Virtual-Apps-and-Desktops-G8-Windows-11
https://portal.nutanix.com/page/documents/solutions/details?targetId=RA-2111-Citrix-Virtual-Apps-and-Desktops-G8-Windows-11:RA-2111-Citrix-Virtual-Apps-and-Desktops-G8-Windows-11

HCI-CPU-16454S

HCI-MRX64G2RE1

HCI-MLOM

HCI-M-V5D200GV2

HCI-RIS1A-24XM7

HCI-PSU1-1200W

NO-POWER-CORD

N9K-C93180YC-FX3

MODE-NXOS

NXK-AF-PE

NXK-ACC-KIT-1RU

NXA-FAN-35CFM-PE

NXK-MEM-16GB

NXA-PAC-650W-PE

CAB-9K12A-NA

SVS-LTN9KA-XF-3Y

C1ATTN9300XF-3Y

NXOS-CS-10.3.2F

NXOS-SLP-INFO-9K

C1-N9K-SYNCE-XF-3Y

SVS-LTN9K-SYNCE-3Y

Intel 16454S 2.2GHz/270W 32C/60MB
DDRS5 4800MT/s

64GB DDR5-4800 RDIMM 2Rx4 (16Gb)
Cisco VIC Connectivity

Cisco VIC 15237 2x 40/100/200G
mLOM C-Series w/Secure Boot

C240 M7 Riser1A; (x8;x16x, x8); StBkt;
(CpPuU1)

1200W Titanium power supply for C-
Series Servers

ECO friendly green option, no power
cable will be shipped

Nexus 9300 48p 1/10/25G, 6p
40/100G, MACsec,SyncE

Mode selection between ACI and NXOS

Dummy PID for Airflow Selection Port-
side Exhaust

Nexus 3K/9K Fixed Accessory Kit, 1RU
front and rear removal

Nexus Fan, 35CFM, port side exhaust
airflow

Additional memory of 16GB for Nexus
Switches

Nexus NEBs AC 650W PSU - Port Side
Exhaust

Power Cord, 125VAC 13A NEMA 5-15
Plug, North America

CX L1 Support:DCN Advantage Term
N9300 XF, 3Y

DCN Advantage Term N9300 XF, 3Y

Nexus 9300, 9500, 9800 NX-OS SW
10.3.2 (64bit) Cisco Silicon

Info PID for Smart Licensing using Policy
for N9K

DCN SyncE Term N9300 XF, 3Y

CX L1 Support: DCN SyncE Term
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Feedback

For comments and suggestions about this guide and related guides, join the discussion on Cisco Community at

https://cs.co/en-cvds.

CVD Program

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS (COLLECTIVELY,
"DESIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND ITS SUPPLIERS
DISCLAIM ALL WARRANTIES, INCLUDING, WITHOUT LIMITATION, THE WARRANTY OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING,
USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT,
SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS
OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THE DESIGNS, EVEN IF
CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. USERS ARE SOLELY RESPONSIBLE FOR THEIR
APPLICATION OF THE DESIGNS. THE DESIGNS DO NOT CONSTITUTE THE TECHNICAL OR OTHER
PROFESSIONAL ADVICE OF CISCO, ITS SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT THEIR OWN
TECHNICAL ADVISORS BEFORE IMPLEMENTING THE DESIGNS. RESULTS MAY VARY DEPENDING ON
FACTORS NOT TESTED BY CISCO.

CCDE, CCENT, Cisco Eos, Cisco Lumin, Cisco Nexus, Cisco StadiumVision, Cisco TelePresence, Cisco WebEXx,
the Cisco logo, DCE, and Welcome to the Human Network are trademarks; Changing the Way We Work, Live,
Play, and Learn and Cisco Store are service marks; and Access Registrar, Aironet, AsyncOS, Bringing the
Meeting To You, Catalyst, CCDA, CCDP, CCIE, CCIP, CCNA, CCNP, CCSP, CCVP, Cisco, the Cisco Certified
Internetwork Expert logo, Cisco IOS, Cisco Press, Cisco Systems, Cisco Systems Capital, the Cisco Systems
logo, Cisco Unified Computing System (Cisco UCS), Cisco UCS B-Series Blade Servers, Cisco UCS C-Series
Rack Servers, Cisco UCS S-Series Storage Servers, Cisco UCS X-Series, Cisco UCS Manager, Cisco UCS
Management Software, Cisco Unified Fabric, Cisco Application Centric Infrastructure, Cisco Nexus 9000 Series,
Cisco Nexus 7000 Series. Cisco Prime Data Center Network Manager, Cisco NX-OS Software, Cisco MDS
Series, Cisco Unity, Collaboration Without Limitation, EtherFast, EtherSwitch, Event Center, Fast Step, Follow Me
Browsing, FormShare, GigaDrive, HomelLink, Internet Quotient, 10S, iPhone, iQuick Study, LightStream, Linksys,
MediaTone, MeetingPlace, MeetingPlace Chime Sound, MGX, Networkers, Networking Academy, Network
Registrar, PCNow, PIX, PowerPanels, ProConnect, ScriptShare, SenderBase, SMARTnet, Spectrum Expert,
StackWise, The Fastest Way to Increase Your Internet Quotient, TransPath, WebEx, and the WebEx logo are
registered trade-marks of Cisco Systems, Inc. and/or its affiliates in the United States and certain other
countries. (LDW_P5)

All other trademarks mentioned in this document or website are the property of their respective owners. The
use of the word partner does not imply a partnership relationship between Cisco and any other company.
(0809R)

Americas Headquarters Asia Pacific Headquarters Europe Headquarters
Cisco Systems, Inc. Cisco Systems (USA) Pte. Ltd. Cisco Systems International BV Amsterdam,
San Jose, CA Singapore The Netherlands

Cisco has more than 200 offices worldwide. Addresses, phone numbers, and fax numbers are listed on the Cisco Website at https://www.cisco.com/go/offices.
Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks,

go to this URL: https://www.cisco.com/go/trademarks. Third-party trademarks mentioned are the property of their respective owners. The use of the word partner
does not imply a partnership relationship between Cisco and any other company. (1110R)
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