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About the Cisco Validated Design Program
The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and
documented to facilitate faster, more reliable, and more predictable customer deployments. For more

information, go to: http://www.cisco.com/go/designzone.
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Executive Summary

Designing and deploying a secure data protection solution is a complex challenge for organizations. It requires
selecting and managing the most effective, secure, and reliable data protection and infrastructure services. In
particular, backing up high-transactional and critical databases such as Microsoft SQL Server can be particularly
challenging as frequent backups can impact application performance, create data inconsistencies during high
transaction volumes, and require significant resources to meet low recovery time objectives (RTOs) for large
datasets.

Enterprise Hyperconverged Infrastructure (HCI) solutions, such as Cisco Compute Hyperconverged with Nutanix
(CCHC + N), offer simplified management, rapid deployment, cost efficiency, and scalability. Many organizations
are consolidating enterprise workloads, including Microsoft SQL Server, on HCI platforms. To defend against
ransomware and enable rapid recovery, customers are seeking distributed data protection solutions that
combine simplified management, scalability, performance, and security, aligning with the benefits of deploying
primary workloads on CCHC with Nutanix.

The Cohesity Data Cloud on Cisco UCS brings hyperconvergence to secondary data—backups, archives, file
shares, object stores, test and development systems, and analytics datasets. The Data Cloud provides
simplified management, scalability, secure and fast backups, instant recovery, cloud integration, and
ransomware protection. Cohesity's integrated approach complements HCI in primary environments by providing
robust, efficient, and flexible data protection including for SQL Server environments, ensuring that critical
databases like SQL Server are well-protected and quickly recoverable.

Joint Cisco and Cohesity solutions deliver enterprise-grade security:

« Zero Trust: These principles are enforced through immutable snapshots, granular role-based access
control, multifactor authentication, separation of duties via Cohesity’s Quorum capabilities, and encryption.

- Datalock: Time-bound, write-once, ready-many (WORM) locks on a backup snapshot ensure data can’t
be modified in our file system (and extends to cloud storage by incorporating S3 object lock).

« Ransomware protection: ML-based anomaly detection safeguards against threats.

« Cisco UCS security: Hardware platform is secured from the firmware up, and a secure boot process
helps ensure that the software customers intend to run is what runs.

« Automated ransomware response: Integration with Cisco XDR automates the backing up of critical data
to accelerate recovery.

This Cisco Validated Design and Deployment Guide provides prescriptive guidance for the design, setup,
configuration, and ongoing use of Cohesity DataProtect, part of the Cohesity Data Cloud, on the Cisco UCS C-
Series Rack Servers. This unique integrated solution provides industry-leading data protection and predictable
recovery with modern cloud-managed infrastructure that frees you from yesterday’s constraints and future-
proofs your data.

For more information on joint Cisco and Cohesity solutions, see https://www.cohesity.com/cisco.
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Solution Overview
This chapter contains the following:

o Audience

o Purpose of this Document
o Solution Summary

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, IT engineers, partners, and customers who are interested in learning about
protecting enterprise workloads deployed on CCHC + N.

Purpose of this Document

This document describes the design, configuration, deployment steps and validation of SQL Server protection
with the Cohesity Data Cloud on Cisco UCS managed through Cisco Intersight.

Solution Summary

This solution provides a reference architecture, deployment procedure and validation for protecting SQL Server
on CCHC + N with the Cohesity Data Cloud on Cisco UCS managed through Cisco Intersight. At a high level, the
solution delivers a simple, flexible, and scalable infrastructure approach, enabling fast backup and recoveries of
enterprise applications and workloads provisioned on a hyperconverged platform. The solution also allows for
consistent operations and management across Cisco infrastructure and Cohesity software environment.

The key elements of this solution are as follows:

« Cisco Intersight—is a cloud operations platform that delivers intelligent visualization, optimization, and
orchestration for applications and infrastructure across public cloud and on-premises environments. Cisco
Intersight provides an essential control point for you to get more value from hybrid IT investments by
simplifying operations across on-prem and your public clouds, continuously optimizing their multi cloud
environments and accelerating service delivery to address business needs.

. Cisco UCS C-Series platform— The Cisco UCS C240 M6 Rack Server is a 2-socket, 2-Rack-Unit (2RU)
rack server offering industry-leading performance and expandability. It supports a wide range of storage
and I/O-intensive infrastructure workloads, from big data and analytics to collaboration. Cisco UCS C-Series
M6 Rack Servers can be deployed as standalone servers or as part of a Cisco Unified Computing System
(Cisco UCS) managed environment, and now with Cisco Intersight is able to take advantage of Cisco’s
standards-based unified computing innovations that help reduce customers’ Total Cost of Ownership (TCO)
and increase their business agility.

« Cohesity Data Cloud—is a unified platform for securing, managing, and extracting value from enterprise
data. This software-defined platform spans across core, cloud, and edge, can be managed from a single
GUI, and enables independent apps to run in the same environment. It is the only solution built on a
hyperconverged, scale-out design that converges backup, files and objects, dev/test, and analytics, and
uniquely allows applications to run on the same platform to extract insights from data. Designed with
Google-like principles, it delivers true global deduplication and impressive storage efficiency that spans
edge to core to the public cloud. The Data Cloud includes Cohesity DataProtect, Cohesity DataHawk, and
more. Cohesity DataProtect—is a high-performance, secure backup and recovery solution. It converges
multiple-point products into a single software that can be deployed on-premises or consumed as a service.
Designed to safeguard your data against sophisticated cyber threats, it offers the most comprehensive
policy-based protection for your cloud-native, SaaS, and traditional workloads.
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« The Cisco Compute Hyperconverged with Nutanix family of appliances delivers pre-configured Cisco
UCS servers that are ready to be deployed as nodes to form Nutanix clusters in a variety of configurations.
Each server appliance contains three software layers: UCS server firmware, hypervisor (Nutanix AHV), and
hyperconverged storage software (Nutanix AOS). Physically, nodes are deployed into clusters, with a cluster
consisting of Cisco Compute Hyperconverged All-Flash Servers. Clusters support a variety of workloads like
virtual desktops, general-purpose server virtual machines in edge, data center and mission-critical high-
performance environments. Nutanix clusters can be scaled out to the max cluster server limit documented
by Nutanix.

« SQL Server 2022 on Microsoft windows 2022 is the latest relational database from Microsoft and builds
on previous releases to grow SQL Server as a platform that gives you choices of development languages,
data types, on-premises or cloud environments, and operating systems.

Figure 1 illustrates the solution overview detailed in this design

Figure 1. Solution Overview
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Technology Overview
This chapter contains the following:

« Cisco Intersight Platform
« Cisco UCS C240 M6 Large Form Factor (LFF) Rack Server
o Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers

« Cisco XDR and Cohesity Data Cloud Integration
« Cohesity Data Cloud

The components deployed in this solution are configured using best practices to deliver an enterprise-class
data protection solution deployed on Cisco UCS C-Series Rack Servers. This join solution is validated to protect
enterprise workloads such as Microsoft SQL Server deployed on Cisco Compute Hyperconverged with Nutanix
(CCHC + N). The upcoming sections provide a summary of the key features and capabilities available across the
deployment architecture.

Cisco Intersight Platform

As applications and data become more distributed from core data center and edge locations to public clouds, a
centralized management platform is essential. IT agility will be a struggle without a consolidated view of the
infrastructure resources and centralized operations. Cisco Intersight provides a cloud-hosted, management and
analytics platform for all Cisco Compute for Hyperconverged, Cisco UCS, and other supported third-party
infrastructure deployed across the globe. It provides an efficient way of deploying, managing, and upgrading
infrastructure in the data center, ROBO, edge, and co-location environments.

Centralized Management omprehensive Automation
Global Policies ' @ ‘ﬂ Single Pane of Glass
Multi-tenanted architecture Intuitive Enhanced Proactive Secure and  SaaS or Virtual Bare Metal Services

experience Support Guidance Extensible Appliance

SaaS Simplicity (D Actionable Intelligence

Cisco Intersight®
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Cisco Intersight provides:

« No Impact Transition: Embedded connector (Cisco HyperFlex, Cisco UCS) will allow you to start
consuming benefits without forklift upgrade.

» SaaS/Subscription Model: SaaS model provides for centralized, cloud-scale management and operations
across hundreds of sites around the globe without the administrative overhead of managing the platform.

« Enhanced Support Experience: A hosted platform allows Cisco to address issues platform-wide with the
experience extending into TAC supported platforms.
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« Unified Management: Single pane of glass, consistent operations model, and experience for managing all
systems and solutions.

« Programmability: End to end programmability with native API, SDK’s and popular DevOps toolsets will
enable you to deploy and manage the infrastructure quickly and easily.

» Single point of automation: Automation using Ansible, Terraform, and other tools can be done through
Intersight for all systems it manages.

« Recommendation Engine: Our approach of visibility, insight and action powered by machine intelligence
and analytics provide real-time recommendations with agility and scale. Embedded recommendation
platform with insights sourced from across Cisco install base and tailored to each customer.

For more information, go to the Cisco Intersight product page on cisco.com.

Cisco Intersight Virtual Appliance and Private Virtual Appliance

In addition to the SaaS deployment model running on Intersight.com, you can purchase on-premises options
separately. The Cisco Intersight virtual appliance and Cisco Intersight private virtual appliance are available for
organizations that have additional data locality or security requirements for managing systems. The Cisco
Intersight virtual appliance delivers the management features of the Cisco Intersight platform in an easy-to-
deploy VMware Open Virtualization Appliance (OVA) or Microsoft Hyper-V Server virtual machine that allows
you to control the system details that leave your premises. The Cisco Intersight private virtual appliance is
provided in a form factor designed specifically for users who operate in disconnected (air gap) environments.
The private virtual appliance requires no connection to public networks or to Cisco network.

Licensing Requirements

The Cisco Intersight platform uses a subscription-based license with multiple tiers. You can purchase a
subscription duration of 1, 3, or 5 years and choose the required Cisco UCS server volume tier for the selected
subscription duration. Each Cisco endpoint automatically includes a Cisco Intersight Base license at no
additional cost when you access the Cisco Intersight portal and claim a device. You can purchase any of the
following higher-tier Cisco Intersight licenses using the Cisco ordering tool:

« Cisco Intersight Essentials: Essentials includes all the functions of the Base license plus additional
features, including Cisco UCS Central software and Cisco Integrated Management Controller (IMC)
supervisor entitlement, policy-based configuration with server profiles, firmware management, and
evaluation of compatibility with the Cisco Hardware Compatibility List (HCL).

« Cisco Intersight Advantage: Advantage offers all the features and functions of the Base and Essentials
tiers. It also includes storage widgets and cross-domain inventory correlation across compute, storage, and
virtual environments (VMware ESXi). OS installation for supported Cisco UCS platforms is also included.

Servers in the Cisco Intersight managed mode require at least the Essentials license. For more information about
the features provided in the various licensing tiers, go to:
https://www.intersight.com/help/saas/getting started/licensing requirements

Cisco UCS C240 M6 Large Form Factor (LFF) Rack Server

The Cisco UCS C240 M6 Rack Server is a 2-socket, 2-Rack-Unit (2RU) rack server offering industry-leading
performance and expandability. It supports a wide range of storage and 1/O-intensive infrastructure workloads,
from big data and analytics to collaboration. Cisco UCS C-Series M6 Rack Servers can be deployed as
standalone servers or as part of a Cisco Unified Computing System (Cisco UCS) managed environment, and
now with Cisco Intersight is able to take advantage of Cisco’s standards-based unified computing innovations
that help reduce customers’ Total Cost of Ownership (TCO) and increase their business agility.
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In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco
UCS C240 M6 server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates
3rd Generation Intel Xeon Scalable processors, supporting up to 40 cores per socket and 33 percent more
memory versus the previous generation.

The Cisco UCS C240 M6 rack server brings many new innovations to the Cisco UCS rack server portfolio. With
the introduction of PCle Gen 4.0 expansion slots for high-speed 1/O, DDR4 memory bus, and expanded storage
capabilities, the server delivers significant performance and efficiency gains that will improve your application
performance. Its features including the following:

« Supports the third-generation Intel Xeon Scalable CPU, with up to 40 cores per socket

« Up to 32 DDR4 DIMMs for improved performance, including higher density DDR4 DIMMs (16 DIMMs per
socket)

« 16x DDR4 DIMMs + 16x Intel Optane persistent memory modules for up to 12 TB of memory
« Up to 8 PCle Gen 4.0 expansion slots plus a modular LAN-on-motherboard (mLOM) slot

« Support for Cisco UCS VIC 1400 Series adapters as well as third-party options

« 16 LFF drives with options 4 rear SFF (SAS/SATA/NVMe) disk drives

« Support for a 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle
Gen 4.0 expansion slots available for other expansion cards

« M.2 boot options
o Up to 960 GB with optional hardware RAID
» Up to five GPUs supported

« Modular LAN-on-motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card
(VIC) without consuming a PCle slot, supporting quad port 10/40 Gbps or dual port 40/100 Gbps network
connectivity

« Dual embedded Intel x550 10GBASE-T LAN-on-motherboard (LOM) ports
« Modular M.2 SATA SSDs for boot

Figure 2. Front View: Cisco UCS C240 M6 Large Form Factor (LFF) server
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Figure 3. Rear View: Cisco UCS C240 M6 Large Form Factor (LFF) server

Riser 1 Riser 2 Riser 3

PCle (FH&FL) x 2 PCle (FH&FL) x 2
I PCle (FH & 3/41) I PCle (FH & 3/41)
1 1

PCle (FH&FL) x 2
i

Platinum Rated PSUs: M6 Rear View - PCle Risers 2
« 770WPsU ®
M6 mLOM card . 1050W DC PSU
. 1050W AC PSU
4 1600W PSU
;S jy e Tiw o (e
:% i smmates |foe | R ;_5,; SIS

PCle Storage Riser Option - Rear View PCle Storage Riser Close-up - Rear View

Cisco UCS VICs
Cisco UCS C240 M6 Rack Server support the following Cisco MLOM VICs and PCle VICs:
o Cisco UCS VIC 1467 quad port 10/25G SFP28 mLOM
« Cisco UCS VIC 1477 dual port 40/100G QSFP28 mLOM
« Cisco UCS VIC 15428 quad port 10/25/50G MLOM
+ Cisco UCS VIC 15238 dual port 40/100/200G MLOM
« Cisco UCS VIC 15427 Quad Port CNA MLOM with Secure Boot
o Cisco UCS VIC 15237, MLOM, 2x40/100/200G for Rack
+ Cisco UCS VIC 1495 Dual Port 40/100G QSFP28 CNA PCle
» Cisco UCS VIC 1455 quad port 10/25G SFP28 PCle
+ Cisco UCS VIC 15425 Quad Port 10/25/50G CNA PCIE
« Cisco UCS VIC 15235 Dual Port 40/100/200G CNA PCIE
In the present configuration with the Cohesity Data Cloud, Cisco UCS VIC 1467 quad port 10/25G SFP28 mLOM
with deployed on Cisco UCS C240 M6 LFF server.

Cisco VIC 1467

The Cisco UCS VIC 1467 is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed for Cisco
UCS C-Series M6 Rack Servers. The card supports 10/25-Gbps Ethernet or FCoE. The card can present PCle
standards-compliant interfaces to the host, and these can be dynamically configured as either NICs or HBA. For
more details visit, https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-computing-
system-adapters/datasheet-c78-741130.html
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Figure 4. Cisco UCS VIC 1467

Figure 5. Cisco UCS VIC 1467 Infrastructure
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Cisco UCS 6400 Fabric Interconnects

The Cisco UCS fabric interconnects provide a single point for connectivity and management for the entire Cisco
UCS system. Typically deployed as an active-active pair, the fabric interconnects of the system integrate all
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components into a single, highly available management domain that Cisco UCS Manager or the Cisco Intersight
platform manages. Cisco UCS Fabric Interconnects provide a single unified fabric for the system, with low-
latency, lossless, cut-through switching that supports LAN, storage-area network (SAN), and management
traffic using a single set of cables (Figure 6).

Figure 6. i UCS 6454 Itonnect
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The Cisco UCS 6454 used in the current design is a 54-port fabric interconnect. This TRU device includes
twenty-eight 10-/25-GE ports, four 1-/10-/25-GE ports, six 40-/100-GE uplink ports, and sixteen unified ports
that can support 10-/25-GE or 8-/16-/32-Gbps Fibre Channel, depending on the Small Form-Factor Pluggable
(SFP) adapter.

Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers

The Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers extends the capabilities of
Cisco’s Compute Hyperconverged portfolio in a 2U form factor with the addition of the 4th Gen Intel® Xeon®
Scalable Processors (codenamed Sapphire Rapids), 16 DIMM slots per CPU for DDR5-4800 DIMMs with DIMM
capacity points up to 256GB.

The All-NVMe/all-Flash Server supports 2x 4th Gen Intel® Xeon® Scalable Processors (codenamed Sapphire
Rapids) with up to 60 cores per processor. With memory up to 8TB with 32 x 256GB DDR5-4800 DIMMs, in a
2-socket configuration. There are two servers to choose from:

« HCIAF240C-M7SN with up to 24 front facing SFF NVMe SSDs (drives are direct-attach to PCle Gen4 x2)
« HCIAF240C-M7SX with up to 24 front facing SFF SAS/SATA SSDs

For more details, go to: HCIAF240C M7 All-NVMe/All-Flash Server specification sheet

Figure 7. Front View: HCIAF240C M7 All-NVMe/All-Flash Servers
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Cisco XDR and Cohesity Data Cloud Integration*

The powerful combination of Cisco XDR with Cohesity minimizes data loss during a ransomware attack through
early and rapid response. The first integration of this kind in the industry, this solution reduces the time between
threat detection and backing up critical data to near zero. When indications of a ransomware attack are
detected, Cisco XDR triggers a snapshot request of the targeted assets, ensuring your organization has a clean
and current backup. Backup snapshots can be quickly recovered to a clean room environment to expedite
digital forensics and recovery activities, thus reducing recovery time objectives (RTOs). Workloads backed up
by Cohesity and monitored by Cisco XDR for threats can be scanned using Cohesity DataHawk’s highly
accurate, ML-based engine for sensitive data, including personally identifiable information (PII), PCI, and HIPAA.

Note: * supports VMware environments only.
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Figure 8. Cisco XDR and the Cohesity Data Cloud Integration Workflow
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Cohesity Data Cloud

Cohesity has built a unique solution based on the same architectural principles employed by cloud hyperscalers
managing consumer data but optimized for the enterprise world. The secret to the hyperscalers’ success lies in
their architectural approach, which has three major components: a distributed file system—a single platform—to
store data across locations, a single logical control plane through which to manage it, and the ability to run and
expose services atop this platform to provide new functionality through a collection of applications. The
Cohesity Data Cloud platform takes this same three-tier hyperscaler architectural approach and adapts it to the
specific needs of enterprise data management.

Helios is the user interface or control plane in which all customers interact with their data and Cohesity
products. It provides a single view and global management of all your Cohesity clusters, whether on-premises,
cloud, or Virtual Edition, regardless of cluster size. You can quickly connect clusters to Helios and then access
them from anywhere using an internet connection and your Cohesity Support Portal credentials.

SpanFS: A Unique File System that Powers the Cohesity Data Cloud Platform

The foundation of the Cohesity Data Cloud Platform is Cohesity SpanFS, a 3rd generation web-scale distributed
file system. SpanFS enables the consolidation of all data management services, data, and apps onto a single
software-defined platform, eliminating the need for the complex jumble of siloed infrastructure required by the
traditional approach.

Predicated on SpanFS, the Data Cloud Platform’s patented design allows all data management infrastructure
functions— including backup and recovery, disaster recovery, long-term archival, file services and object
storage, test data management, and analytics—to be run and managed in the same software environment at
scale, whether in the public cloud, on-premises, or at the edge. Data is shared rather than siloed, stored
efficiently rather than wastefully, and visible rather than kept in the dark—simultaneously addressing the problem
of mass data fragmentation while allowing both IT and business teams to holistically leverage its value for the
first time. In order to meet modern data management requirements, Cohesity SpanFS provides the following as
shown in Figure 9.
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Figure 9. Cohesity SpanFS Features
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Key SpanFS attributes and implications include the following:

« Unlimited Scalability: Start with as little as three nodes and grow limitlessly on-premises or in the cloud
with a pay-as-you-grow model.

« Strictly Consistent: Ensure data resiliency with strict consistency across nodes within a cluster.

o Multi-Protocol: Support traditional NFS and SMB based applications as well as modern S3-based
applications. Read and write to the same data volume with simultaneous multiprotocol access.

« Global Dedupe: Significantly reduce data footprint by deduplicating across data sources and workloads
with global variable-length deduplication.

« Unlimited Snapshots and Clones: Create and store an unlimited number of snapshots and clones with
significant space savings and no performance impact.

« Self-Healing: Auto-balance and auto-distribute workloads across a distributed architecture.

« Automated Tiering: Automatic data tiering across SSD, HDD, and cloud storage for achieving the right
balance between cost optimization and performance.

« Multi Cloud: Native integrations with leading public cloud providers for archival, tiering, replication, and
protect cloud-native applications.

» Sequential and Random IO: High I/O performance by auto-detecting the 10 profile and placing data on
the most appropriate media Multitenancy with QoS Native ability to support multiple tenants with QoS
support, data isolation, separate encryption keys, and role-based access control.

- Global Indexing and Search: Rapid global search due to indexing of file and object metadata.
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Architecture and Design Considerations
This chapter contains the following:

« Deployment Architecture for Cisco UCS C-Series with Cohesity

« Network Bond Modes with Cohesity and Cisco UCS Fabric Interconnect Managed Systems
« Licensing
« Software Components

Deployment Architecture for Cisco UCS C-Series with Cohesity

The Cohesity Data Cloud on Cisco UCS C-Series nodes requires a minimum four (4) nodes. Each Cisco UCS
node is equipped with both the compute and storage required to operate the Data Cloud and Cohesity storage
domains to protect application workloads such as SQL Server on Cisco Compute Hyperconverged with Nutanix
(CCHC + N)

Figure 10 illustrates the deployment architecture overview of Cohesity on Cisco UCS C-Series nodes, protecting
SQL Server on CCHC with Nutanix.

Figure 10. Deployment Architecture Overview
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Figure 11 illustrates the cabling diagram for protection of SQL Server on CCHC with Nutanix through Cohesity
on Cisco UCS C-Series servers.
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Figure 11. Deployment Architecture Cabling

ﬁ“ Cisco UCS C240 LFF node 1
X2 X2

W | Cisco UCS C240 LFF node 2

X2 x 2
ﬁﬁ‘ Cisco UCS €240 LFF node 3

x2 x2

i?\“ Cisco UCS €240 LFF node 4
x2 x2

_———FlIServerPorts —

UCS 6454
Fabric Interconnect - A

UCS 6454
Fabric Interconnect - B

Fl Uplink G PR PR ~ * " FlUplink
Ports Ports

Nexus 93180YC-FX Switch - A Nexus 93180YC-FX Switch - B

Po10

—0 1 GbE

—=2 10GbE
&——* 25GbE
——= 100 GbE

........
e Y

O vPC

Note: Figure 11 does not showcase the CCHC with Nutanix cluster. Review the CVD for CCHC with
Nutanix for SQL Server for the deployment configuration.

Note: The Cisco UCS C-Series Servers are connected directly to the Cisco UCS Fabric Interconnects in
Direct Connect mode. Internally the Cisco UCS C-Series servers are configured with the PCle-based
system I/O controller for Quad Port 10/25G Cisco VIC 1467. The standard and redundant connection
practice is to connect port 1 and port 2 of each server’s VIC card to a numbered port on Fl A, and port 3
and port 4 of each server’s VIC card to the same numbered port on FI B. The design also supports
connecting just port 1 to FI A and port 3 to FI B. The use of ports 1 and 3 are because ports 1 and 2 form
an internal port-channel, as does ports 3 and 4. This allows an optional 2 cable connection method, which
is not used in this design.

Note: Do not connect port 1 of the VIC 1467 (quad port 10/25G) to Fabric Interconnect A, and then
connect port 2 of the VIC 1467 to Fabric Interconnect B. Using ports 1 and 2, each connected to Fl A and FI
B will lead to discovery and configuration failures.

The Cohesity Data Cloud on Cisco UCS C-Series requires a minimum four (4) nodes. Each Cisco UCS C240 M6
LFF node is equipped with both the compute and storage required to operate the Cohesity cluster. The entire
deployment is managed through Cisco Intersight.

Each Cisco UCS C240 M6 LFF node was deployed in Intersight Managed Mode (IMM) and is equipped with:
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« 2xIntel 6326 (2.9GHz/185W 16C/24MB DDR4 3200MHz)

+ 128 GB DDR4 memory

o 2x 240GB M.2 card managed through M.2 RAID controller for the Cohesity Data Cloud operating system
+ 2x 6.4 TB NVMe

« 16x 12TB,12G SAS 7.2K RPM LFF HDD (4K) managed through 1x Cisco M6 12G SAS HBA

In addition to Cisco UCS C-Series nodes for Cohesity Data Cloud, the entire deployment includes:
« Two Cisco Nexus 93360YC-FX Switches in Cisco NX-OS mode provide the switching fabric.

« Two Cisco UCS 6454 Fabric Interconnects (Fl). One 100 Gigabit Ethernet port from each Fl, configured
as a Port-Channel, is connected to each Cisco Nexus 93360YC-FX. Cisco UCS Fabric Interconnect was
deployed in IMM mode and is managed through Cisco Intersight.

« Cisco Intersight as the SaaS management platform for both Cisco UCS C-Series nodes for Cohesity and .
Cisco Compute Hyperconverged with Nutanix.

« Cisco UCS nodes for SQL Server on Nutanix and the Cohesity Data Cloud were connected to separate
switches providing separation of Primary and Secondary workloads. In general, it is recommended to
replicate the Backups to a secondary site with addition to archives of primary workload backups on Cohesity
Cluster. Deployment and cabling diagram can be referenced from Cisco Validated design, SQL Server on

Cisco Compute Hyperconverged with Nutanix

Network Bond Modes with Cohesity and Cisco UCS Fabric Interconnect Managed
Systems

All teaming/bonding methods that are switch independent are supported in the Cisco UCS Fabric Interconnect
environment. These bonding modes do not require any special configuration on the switch/UCS side.

The restriction is that any load balancing method used in a switch independent configuration must send traffic
for a given source MAC address via a single Cisco UCS Fabric Interconnect other than in a failover event (where
the traffic should be sent to the alternate fabric interconnect) and not periodically to redistribute load.

Using other load balancing methods that operate on mechanisms beyond the source MAC address (such as IP
address hashing, TCP port hashing, and so on) can cause instability since a MAC address is flapped between
Cisco UCS Fabric Interconnects. This type of configuration is unsupported.

Switch dependent bonding modes require a port-channel to be configured on the switch side. The fabric
interconnect, which is the switch in this case, cannot form a port-channel with the VIC card present in the
servers. Furthermore, such bonding modes will also cause MAC flapping on Cisco UCS and upstream switches
and is unsupported.

Cisco UCS Servers with Linux Operating System and managed through fabric interconnects, support active-
backup (mode 1), balance-tlb (mode 5) and balance-alb (mode 6). The networking mode in the Cohesity
operating system (Linux based) deployed on Cisco UCS C-Series or Cisco UCS X-Series managed through a
Cisco UCS Fabrlc Interconnect is validated with bond mode 1 (active- backup) For reference go to:

servers/200519 UCS B-series-Teaming-Bonding-Options-wi.html
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Licensing

Cisco Intersight Licensing

Cisco Intersight uses a subscription-based license with multiple tiers. Each Cisco automatically includes a Cisco
Intersight Essential trial license when you access the Cisco Intersight portal and claim a device. The Essential
Tier allows configuration of Server Profiles for Cohesity on Cisco UCS C-Series Rack Servers.

More information about Cisco InterS|ght Licensing and the features supported in each I|cense can be found

service I|censm html
In this solution, using Cisco Intersight Advantage License Tier enables the following:

« Cohesity Data Cloud operating system installation through Cisco Intersight OS install feature. Customers
have to download certified Cohesity Data Cloud software and provide a local NFS, CIFS or HTTPS
repository.

« Tunneled vKVM access, allowing remote KVM access to Cohesity nodes.

Software Components

Table 1 lists the software components and the versions required for the Cohesity Data Cloud and Cisco UCS C-
Series Rack Servers, as tested, and validated in this document.

Table 1. Software Components

Cohesity Data Cloud cohesity-6.8.2_u1_release-20240509_a5da4644-redhat
Cisco Fabric Interconnect 6454 4.3(4.240066)

Cisco C240 M6 LFF servers 4.3(4.240152)

AOS and AHV bundled nutanix_installer_package-release-fraser-6.5.5.6

Prism Central pc.2024.1.0.2

AHV 5.10.194-5.20230302.0.991650.€18.x86_64

Cisco C240 M7 All NVMe server 4.3(3.240043)

VirtlO Driver 1.2.3-x64
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Solution Deployment
This chapter contains the following:

» Prerequisites

« Create Cisco Intersight Account
« Intersight Managed Mode Setup (IMM

« Set up Domain Profile

« Manual Setup Server Template

+ Install Cohesity on Cisco UCS C-Series Nodes
« Configure Cohesity Data Cloud

This chapter describes the solution deployment for the Cohesity Data Cloud on Cisco UCS C-Series Rack
Servers in Intersight Managed Mode (IMM), with step-by-step procedures for implementing and managing the
solution.

Prerequisites

Prior to the installation activities, complete the following necessary tasks and gather the required information.

IP Addressing

IP addresses for the Cohesity Data Cloud on Cisco UCS C-Series, need to be allocated from the appropriate
subnets and VLANSs to be used. IP addresses that are used by the system are comprised of the following
groups:

« Cisco UCS Management: These addresses are used and assigned as management IPs for Cisco UCS
Fabric interconnects. Two out of band, IP addresses are used; one address is assigned to each Cisco UCS
Fabric Interconnect, this address should be routable to https://intersight.com or you can have proxy
configuration.

Note: For more details on claiming Fabric Interconnects on Intersight, please refer Device connector
configuration page

» Cisco C240 M6 LFF node management: Each Cisco C240 M6 LFF server/node, is managed through an
IMC Access policy mapped to IP pools through the Server Profile. Both In-Band and Out of Band
configuration is supported for IMC Access Policy. One IP is allocated to each of the node configured through
In-Band or Out of Band access policy. In the present configuration each Cohesity node is allocated both In-
Band and Out of Band Access Policy. This allocates (two)2 IP addresses for each node using the IMC
Access Policy

« Cohesity Operating System IP: These addresses are used by the Linux OS on each Cohesity node, and
the Cohesity software. Two IP addresses per node in the Cohesity cluster are required from the same
subnet. These addresses can be assigned from the same subnet as the Cisco UCS Management addresses,
or they may be separate.

« Once Cohesity cluster is configured, Customers have the option to configure sub-interfaces through
Cohesity Dashboard. This allows accessibility to multiple networks through different VLANSs.

Note: OS Installation through Intersight for Fl-attached servers in IMM requires an In-Band Management
IP address.(ref: https://intersight.com/help/saas/resources/adding OSimage ). Deployments not using In-
Band Management address can install OS by mounting the ISO through KVM.
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Note: Cohesity on Cisco UCS C-Series Servers do not support IPMI configuration. In this configuration,
Cisco UCS C-Series nodes are attached to Cisco Fabric Interconnect and do not utilize IPMI configuration.
Therefore, in the following table, the IPMI IPs are defined as 0.0.0.0

Use the following tables to list the required IP addresses for the installation of a 4-node standard Cohesity
cluster and review an example IP configuration.

Note: Table cells shaded in black do not require an IP address.

Table 2. Cohesity Cluster IP Addressing

VLAN ID: <<This should be native VLAN or
tagged on the uplink switch>>

Subnet Mask:

Gateway:

DNS

NTP
A

Fabric Interconnect
B

Cohesity Node #1

Cohesity Node #2

Cohesity Node #3

Cohesity Node #4

Note: Table 3 is a true representation of configuration deployed during Solution Validation.
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VLAN ID: I((c\)ltll\t/lcl’\;lasr;i%e)ment Addresses gxer\::en:%iﬂBean;d) Node IP Node IPMI IP
Subnet Mask: 255.255.255.0 255.255.255.0 255.255.255.0 <<blank>>
Gateway: 10.108.0.254 10.108.0.254 10.108.1.254 <<blanks>
DNS 10:108:1. 10.108.1.6

NTP 172201940 | 172204048

Fabric Interconnect Ll

A

o o ‘---
B

Cohesity Node #1 10.108.0.163 10.108.0.167 10.108.1.163 0.0.0.0

Cohesity Node #2 10.108.0.164 10.108.0.168 10.108.1.164 0000

Cohesity Node #3 10.108.0.165 10.108.0.169 10.108.1.165 0000

Cohesity Node #4 10.108.0.166 10.108.0.170 10.108.1.166 0000
DNS

DNS servers are required to be configured for querying Fully Qualified Domain Names (FQDN) in the Cohesity
application group. DNS records need to be created prior to beginning the installation. At a minimum, it is
required to create a single A record for the name of the Cohesity cluster, which answers with each of the virtual
IP addresses used by the Cohesity nodes in round-robin fashion. Some DNS servers are not configured by
default to return multiple addresses in round-robin fashion in response to a request for a single A record, please
ensure your DNS server is properly configured for round-robin before continuing. The configuration can be
tested by querying the DNS name of the Cohesity cluster from multiple clients and verifying that all of the
different IP addresses are given as answers in turn.

Use the following tables to list the required DNS information for the installation and review an example
configuration.

Table 4. DNS Server Information

DNS Server #1
DNS Server #2

DNS Domain
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UCS Domain Name

Cohesity Cluster Name

Table 5. DNS Server Example Information

DNS Server #1 10.108.0.6

DNS Server #2
DNS Domain

UCS Domain Name

NTP

Consistent time clock synchronization is required across the components of the Cohesity cluster, provided by
reliable NTP servers, accessible for querying in the Cisco UCS Management network group, and the Cohesity
Application group.

Use the following tables to list the required NTP information for the installation and review an example

configuration.

Table 6. NTP Server Information

NTP Server #1
NTP Server #2

Timezone

Table 7. NTP Server Example Information
NTP Server #1 10.108.0.6
NTP Server #2

Timezone (UTC-8:00) Pacific Time

VLANs

Prior to the installation, the required VLAN IDs need to be documented, and created in the upstream network if
necessary. Only the VLAN for the Cohesity Application group needs to be trunked to the two Cisco UCS Fabric
Interconnects that manage the Cohesity cluster. The VLAN IDs must be supplied during the Cisco UCS
configuration steps, and the VLAN names should be customized to make them easily identifiable.

Note: Ensure all VLANs are part of LAN Connectivity Policy defined in Cisco Server Profile for each Cisco
UCS C-Series node.
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Use the following tables to list the required VLAN information for the installation and review an example

configuration.

Table 8. VLAN Information

<<IN-Band VLAN>>

<<cohesity_vlan>>

Table 9. VLAN Example Information

<<IN-Band VLAN>>

<<cohesity_vlan>>

Network Uplinks

The Cisco UCS uplink connectivity design needs to be finalized prior to beginning the installation.

1080

1081

Use the following tables to list the required network uplink information for the installation and review an example

configuration.

Table 10. Network Uplink Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
O Yes 0 No O LACP
O Yes O No OvPC
A [ Yes OO No
[ Yes CI No
[ Yes OO No O LACP
OvPC
O Yes OO No
B
O Yes 0 No
O Yes OO No
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Table 11. Network Uplink Example Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
1/53 B Yes OO0 No O LACP
1/54 X Yes O No vPC
A O Yes 0 No oi Vpeal
O Yes O No
1/53 & Yes 0 No O LACP
vPC
1/54 & Yes O No
B 62 Vpc62
O Yes O No
O Yes O No

Usernames and Passwords

Several usernames and passwords need to be defined or known as part of the Cohesity installation and
configuration process.

Use the following table to list the required username and password information and review an example
configuration.

Table 12. Usernames and Passwords

e s

Cohesity Administrator admin <<cohesity_admin_pw>>

Create Cisco Intersight Account

Procedure 1. Create an account on Cisco Intersight

Note: Skip this step if you already have a Cisco Intersight account.

The procedure to create an account in Cisco Intersight is explained below. For more details, go to:
https://intersight.com/help/saas/getting started/create cisco intersight account

Step 1. Go to https://intersight.com/ to create your Intersight account. You must have a valid Cisco ID to
create a Cisco Intersight account.

Step 2. Click Create an account.
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alialn ntersiaht

@ English
cisco 9

Welcome to Intersight

Don't have a A Create an account

Sign In with Cisco ID

Don't have a Cisco ID? Sign Up

Sign In with SSO

Help Center Terms Privacy Cookies

Step 3. Sign-In with your Cisco ID.
Step 4. Select Region

« C O 8 nt intersight.com.

& Intersight

Select Region

Region *

US East ]

e m

Step 5. Read the End User License Agreement and select | accept and click Next.
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we Intersight

General Terms

OVERVIEW

By clicking accept or using the Cisco Technology, you agree that such use is governed
by the Cisco General Terms and the applicable Product Specific
lectively, the "Agreement”). You also acknowledge and agree that you have
t isco Privacy Statement and the Privacy Data Sheet for Cisco Cloud
Services delivered by the Intersight Platform

If vou do not have authority to bind vour company and its affiliates, or if vou do not ¥

| accept

Ganosl m

Step 6. Provide a name for the account and click Create.

& Intersight

Account Creation
Account Name *

l[ DataProtectior| ]]

Step 7. Register for Smart Licensing or Start Trial.

Licensing

If you have purchased license tiers for Cisco Intersight Services you can register smart
licensing to start using the services.

Register Smart Licensing

If you would like to evaluate Intersight Services you can register for a trial.

Start Trial

Step 8. Select Infrastructure Service & Cloud Orchestrator and click Start Trial.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 26 of 143



we Intersight

Start Trial

Select the Intersight Service to request trial.

@ Infrastructure Service & Cloud Orchestrator

days trial

O Workload Optimizer  Registration Required

45 days trial

Cancel Start Trial

Step 9. One logged in, browse through different services on the top left selection option
E] . Overview | Intersight X +

<« C O B nttps://us-east- lintersight.com/an/infrastructure-service/an/infrastructure/oven

el Intersight J*3 Infrastructure Service “/

@  Overview 003 Infrastructure Service [Expend AR
‘ Cloud Orchestrator
O Operate /
Integrated Systems
. My Dashboard Se
© Analyze /
Explorer New E System
¢ Configure / " E
Explore More Services [
HyperFlex Cluster Health Summa O
Profiles yP 24
Templates o
Policies No Hyperflex Clusters
Pools

Capacity Utilization

Note: Go to: https://intersight.com/help/saas to configure Cisco Intersight Platform.
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Intersight Managed Mode Setup (IMM)

Procedure 1. Set up Cisco Intersight Managed Mode on Cisco UCS Fabric Interconnects

The Cisco UCS Fabric Interconnects need to be set up to support Cisco Intersight managed mode. When
converting an existing pair of Cisco UCS fabric interconnects from Cisco UCS Manager mode to Intersight
Manage Mode (IMM), first erase the configuration and reboot your system.

Note: Converting fabric interconnects to Cisco Intersight Managed Mode is a disruptive process, and
configuration information will be lost. You are encouraged to make a backup of their existing configuration.
If a software version that supports Intersight Managed Mode (4.1(3) or later) is already installed on Cisco
UCS Fabric Interconnects, do not upgrade the software to a recommended recent release using Cisco UCS
Manager. The software upgrade will be performed using Cisco Intersight to make sure Cisco UCS C-Series
firmware is part of the software upgrade.

Step 1. Configure Fabric Interconnect A (FI-A). On the Basic System Configuration Dialog screen, set the
management mode to Intersight. All the remaining settings are similar to those for the Cisco UCS Manager
Managed Mode (UCSM-Managed).

Cisco UCS Fabric Interconnect A
To configure the Cisco UCS for use in a FlexPod environment in ucsm managed mode, follow these steps:
Connect to the console port on the first Cisco UCS fabric interconnect.

Enter the configuration method. (console/gui) ? console

Enter the management mode. (ucsm/intersight)? intersight

The Fabric interconnect will be configured in the intersight managed mode. Choose (y/n) to proceed: y

Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin": <password>
Confirm the password for "admin": <password>

Enter the switch fabric (A/B) []: A
Enter the system name: <ucs-cluster-name>
Physical Switch MgmtO IP address : <ucsa-mgmt-ip>
Physical Switch MgmtO IPv4 netmask : <ucs-mgmt-mask>
IPv4 address of the default gateway : <ucs-mgmt-gateway>
DNS IP address : <dns-server-1l-ip>
Configure the default domain name? (yes/no) [n]: y
Default domain name : <ad-dns-domain-name>
Following configurations will be applied:
Management Mode=intersight
Switch Fabric=A
System Name=<ucs-cluster-name>
Enforced Strong Password=yes
Physical Switch MgmtO IP Address=<ucsa-mgmt-ip>
Physical Switch MgmtO IP Netmask=<ucs-mgmt-mask>
Default Gateway=<ucs-mgmt-gateway>
DNS Server=<dns-server-1l-ip>

Domain Name=<ad-dns-domain-name>

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
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Step 2. After applying the settings, make sure you can ping the fabric interconnect management IP address.
When Fabric Interconnect A is correctly set up and is available, Fabric Interconnect B will automatically discover
Fabric Interconnect A during its setup process as shown in the next step.

Step 3. Configure Fabric Interconnect B (FI-B). For the configuration method, select console. Fabric
Interconnect B will detect the presence of Fabric Interconnect A and will prompt you to enter the admin
password for Fabric Interconnect A. Provide the management IP address for Fabric Interconnect B and apply the
configuration.

Cisco UCS Fabric Interconnect B
Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added
to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect: <password>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <ucsa-mgmt-ip>
Peer Fabric interconnect MgmtO IPv4 Netmask: <ucs-mgmt-mask>
Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address

Physical Switch Mgmt0 IP address : <ucsb-mgmt-ip>

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Procedure 2. Set Up Cisco Intersight Organization and Roles

An organization is a logical entity which enables multi-tenancy through separation of resources in an account.
The organization allows you to use the Resource Groups and enables you to apply the configuration settings on
a subset of targets.

Role-Based Access Control in Intersight

Intersight provides Role-Based Access Control (RBAC) to authorize or restrict system access to a user, based
on user roles and privileges. A user role in Intersight represents a collection of the privileges a user has to
perform a set of operations and provides granular access to resources. Intersight provides role-based access to
individual users or a set of users under Groups.

Note: To learn and configure more about Organizations and Roles in Intersight , please refer
https://intersight.com/help/saas/resources/RBACHrole-based access control in_intersight

Note: In the present solution, “default” organization is used for all configurations. “Default” organization is
automatically created once an Intersight account is created.

Procedure 3. Claim Cisco UCS Fabric Interconnects in Cisco Intersight

Note: Make sure the initial configuration for the fabric interconnects has been completed. Log into the
Fabric Interconnect A Device Console using a web browser to capture the Cisco Intersight connectivity
information.

Step 1. Use the management IP address of Fabric Interconnect A to access the device from a web browser
and the previously configured admin password to log into the device.

Step 2. Under DEVICE CONNECTOR, the current device status will show “Not claimed.” Note or copy, the
Device ID, and Claim Code information for claiming the device in Cisco Intersight.
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b Device Console = AA09-FI-DP-8454

System Information Device nnect Inventory Diagnostic Data

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about configuring the device
connector, please visit te

Device Connector

A
g\-,(.aeqoa,nof,qaﬁ @.oooon \ eseeeee

Device Connector Internet Intersight

A Not Claimed

The connection to the Cisco Intersight Portal is successful, but device is still not claimed. To claim the device open Cisco
Intersight, create a new account and follow the guidance or go to the Targets page and click Claim a New Device for existing
account

Step 3. Log into Cisco Intersight.

Step 4. Select System. Click Administration > Targets.

Step 5. Click Claim a New Target.

Step 6. Select Cisco UCS Domain (Intersight Managed) and click Start.
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€ Targets

Claim a New Target

Select Target Type
Filters Q& Search
B Available for Claiming Compute / Fabric
Wl o alaln alalu i
‘ s L] Al etk
Categories Cisco UCS Server Cisco UCS Domain Cisco UCS Domain
(Standalone) (Intersight Managed) (UCSM Managed)
(@ All
Cloud
o - o
Compute / Fabric pich =
Hyperconverged Gisco LICS C580 Redfish Server
Network
Platform Services
Orchestrator
i il o o il o
Platform Services sty s s
Cisco Intersight Cisco Intersight Assist Intersight Workload
Appliance Engine
Cloud
v
Terraform Cloud
Orchestrator
o o o
siliailie
asco
Cisco UCS Director PowerShell Endpoint HTTP Endpoint

Ansible Endpoint SSH Endpoint

Hyperconverged

alalie o
cisco

Cisco HyperFlex
Cluster

Step 7. Copy and paste the Device ID and Claim from the Cisco UCS FI to Intersight.

Step 8. Select the previously created Resource Group and click Claim.
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v [ Torgets Claim a New Target X & COMC X | &5 Cisco IMC Login Page X | &4 CiscoIMC Login Page x |+ - o b3

“ G % us-east-Lintersightcom/an/system/an/asset/targets/create/cisco-ucs-fism/2S currentPage= 185

= i Intersight @ System v

€ Targets

Claim a New Target

]
Claim Cisco UCS Domain (Intersight Managed) Target
General
Device ID* Claim Code *

D G )

Resource Groups

@ select resource groups, if required. This is not mandatory, since by default, the claifhed target will be added to “A

? 1@SOUrCe groups.

(7] Name Usage Description

NO ITEMS AVAILABLE

Back Cancel m
Step 9. With a successful device claim, Cisco UCS FI should appear as a target in Cisco Intersight:
v [ Tergets|imersight X &% amMe X | &% Cisco IMC Login Page X | &k Cisco IMC Login Page x | + - o X
€« C % us-east-lintersight.com/an/system/an/asset/targets/?ScurrentPage = 1&SpageSize = 10&Sorderby =ModTime%20desc&ScurrentCustomView=1 u &

= &% Intersight =8 system v Q search
Targets ﬁ
@  Yourtarget has been successfully claimed. X

[ | ¥ All Targets

Health Connection Top Targets by Types Vendor

@© Connected 1
® Healthy 1 ® intersight Managed... 1 ® Cisco Systems, Inc. 1
[[] Name Health Status Type Claimed Time Claimed By
(7] Aao09-FI-DP-6454 © Heaithy Connected Intersight Managed Domair 2 few seconds ago andhiman@cisco.com
Rows per page | 1 | I J

Step 10. In the Cisco Intersight window, click Settings and select Licensing. If this is a new account, all servers
connected to the Cisco UCS domain will appear under the Base license tier. If you have purchased Cisco
Intersight licenses and have them in your Cisco Smart Account, click Register and follow the prompts to register
this Cisco Intersight account to your Cisco Smart Account. Cisco Intersight also offers a one-time 90-day trial of
Advantage licensing for new accounts. Click Start Trial and then Start to begin this evaluation. The remainder of
this section will assume Advantage licensing. A minimum of Cisco Intersight Essentials licensing is required to
configure Cisco UCS C-Series in Intersight Managed Mode (IMM)

Procedure 4. Verify Addition of Cisco UCS Fabric Interconnects to Cisco Intersight

Step 1. Log into the web GUI of the Cisco UCS fabric interconnect and click the browser refresh button.
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The fabric interconnect status should now be set to Claimed.

i
cIsc

4 Device Console = AA09-FI-DP-6454

System Information Inventory Diagnostic Data

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about configuring the device
connector, please visit

Device Connector

FDO260419XX&FD0260419ZA

ed to

g @ @ DataProtection ©

Device Connector Internet Intersight

Step 2. Select Infrastructure Service.

vl Intersight u@ system v
. o Infrastructure Service
{} Settings B Naaoa o Pty
O.o Manage ea erge
' Admin “
o Cloud Orchestrator
Targets

Software Repository
B Workload Optimizer

Tech Support Bundles

Audit Logs .

My Dashboard
Sessions
Licensing E System

Explore More Services (7

Step 3. Go to the Fabric Interconnects tab and verify the pair of fabric interconnects are visible on the
Intersight dashboard.
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duil Intersight  »3 Infrastructure Service v/

Fabric Interconnects

5 | = Fitters 2 resunt (™ Export
Health Connection Bundle Version NX-OS Version Models
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) Connected 2
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Ports

[[] Name Health Model Bundie Version UCS Domain Profile e e s

[[] AA09-FI-DP-8454 FI-A © Healthy UCS-FI-6454 54 0
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Step 4. You can verify whether a Cisco UCS fabric interconnect is in Cisco UCS Manager Managed Mode or
Cisco Intersight managed mode by clicking the fabric interconnect name and looking at the detailed information
screen for the fabric interconnect, as shown below:

« C %3 us-east-lintersight.com/an/infrastructure-service/an/network/element-summaries/66/6df386176753701a18415 w a

= el Intersight g Infrastructure Service

€ Fabric Interconnects

AA09-FI-DP-6454 FI-A @ sty
General  Inventory  Connections  UCS DomainProfile  Topology  Metrics
o
k3 i A
Details Properties Events
(%
Alarms
© Healthy
Active Acknowledged
AA09-FI-DP-6454 FI-A
" ay
AAQ9-FI-DP-6454 FI-B Requests
Mode Access —
Advisories
end-host 10.108.0.161
UCS-FI-8454 et Mash
end-host 255.255.255.0
FDO260419XX
i Disabled 10.108.0.254
10108.0161 A
Disabled 00:08:31:08:5D:A0
Intersight g
VLAN Details FC Zone Count

Procedure 5. Upgrade Fabric Interconnect Firmware using Cisco Intersight

Note: If your Cisco UCS 6454 Fabric Interconnects are not already running firmware release
4.3(4.240066) or higher , upgrade them to 4.3(4.240066) or to the recommended release.
Step 1. Log into the Cisco Intersight portal.

Step 2. From the drop-down list, select Infrastructure Service and then select Fabric Interconnects under
Operate.

Step 3. Click the ellipses “...”for either of the Fabric Interconnects and select Upgrade Firmware.
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« Fabric Interconnects

Upgrade Firmware

& @ Geniarel Version
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“ 3 Summary

0 The selected firmware bundie will be
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Cancel m

Step 4. Click Start.
Step 5. Verify the Fabric Interconnect information and click Next.

Step 6. Select 4.3(4.240066)) release (or the latest release which has the ‘Recommended’ icon) from the list
and click Next.

« C % us-east-Lintersight.com/an/infrastructure-service/an/firmware/upgrade/imm/switch/?_targetMoids=66/601356¢7261360118363b % &

dyehe Intersight  »g Infrastructure Service v

« Fabric Interconnects

Upgrade Firmware

g © cenerai Version

»

( © version

0 The selected firmware bundie will be downloaded from intersight.com. By default, the upgrade enables Fabric Interconnect traffic evacuation
. Use Advanced Mode to exclude Fabric Interconnect traffic evacuation
< 3 Summary
Filters 35 results
Version size Release Date Description

2024 10:50

1035 ShowSelactad  Unselact All Bowes nacnaee | 1 m y v
Step 7. Verify the information and click Upgrade to start the upgrade process.

Step 8. Watch the Request panel of the main Intersight screen as the system will ask for user permission
before upgrading each Fl. Click the Circle with Arrow and follow the prompts on screen to grant permission.

Step 9. Wait for both the Fls to successfully upgrade.
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Set up Domain Profile

A Cisco UCS domain profile configures a fabric interconnect pair through reusable policies, allows configuration
of the ports and port channels, and configures the VLANs and VSANSs in the network. It defines the
characteristics of and configured ports on fabric interconnects. The domain-related policies can be attached to
the profile either at the time of creation or later. One Cisco UCS domain profile can be assigned to one fabric
interconnect domain.

Some of the characteristics of the Cisco UCS domain profile in the for Cohesity Helios environment include:
» A single domain profile is created for the pair of Cisco UCS fabric interconnects.
« Unique port policies are defined for the two fabric interconnects.

« The VLAN configuration policy is common to the fabric interconnect pair because both fabric
interconnects are configured for the same set of VLANSs.

« The Network Time Protocol (NTP), network connectivity, and system Quality-of-Service (QoS) policies
are common to the fabric interconnect pair.

Next, you need to create a Cisco UCS domain profile to configure the fabric interconnect ports and discover
connected chassis. A domain profile is composed of several policies. Table 13 lists the policies required for the
solution described in this document.

Table 13. Policies required for a Cisco UCS Domain Profile

Policy

VLAN and VSAN Policy Network connectivity

Port configuration policy for fabric A Definition of Server Ports, FC ports and uplink ports
channels

Port configuration policy for fabric B Definition of Server Ports, FC ports and uplink ports
channels

Network Time Protocol (NTP) policy
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Syslog policy

System QoS

Procedure 1. Create VLAN configuration Policy

Step 1. Select Infrastructure Services.

il Intersight a2 Infrastructure Service v

Infrastructure Service

) o
@ Overview BO  \Manage compute and converge
oo -
Infrastructure operations.
O  Operate . & 6 0rchestrator
Servers

' Workload Optimizer
Chassis

Fabric Interconnects

' =1 i
- My Dashboard
HyperFlex Clusters o I
Virtualization

System
Kubernetes
Integrated Systems Explore More Services (7'

Step 2. Under Policies, select Create Policy, then select VLAN and click Start.

, Infrastructure

Q) search

p— atlinlne e,
= ‘dis Intersight o T

- # Policies
cresee Create
Fabric Interconnects
Hyperflex Clusters

Filters

Virtualization

Kubernetes Platform Type
Integrated Systems & Al
& cConfigure ~ UCS Server
Profiles UCS Domain
UCS Chassis
Templates

HyperFlex Cluster

Policies
Kubernetes Cluster

Cancel
Pools

Step 3. Provide a name for the VLAN (for example, Coh-VLANPolicy) and click Next.
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Policies > VLAN
Create
General
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Name

Set Tags

Description

Step 4. Click Add VLANSs to add your required VLANSs.

Step 5. Click Multicast Policy to add or create a multicast policy with default settings for your VLAN policy as
show below:

= i Intersight

Poscies > Mul
Overview
Create
General
G opere © oo :
Servers 2 Policy Details Organization *
Chassis

Fadnc Interconnects

HyparFiox

Integrated Systems

. - =3

Infrastructure

Service Q searcn

ale |ntersight b ]

Policies > VLAN > Create

Create Multicast Policy

@ Overview

[+ ] Operate ~ -
@ Policy Details
General

Add po 13ils

Servers

e o Policy Details

Fabric Interconnects

Multicast Policy

HyperFlex Clusters

‘) Snocping State @

Virtualization

Kubernetes a Querier State ©

RS () Sewrce IP Proxy State o =
(7] i X

i o (|

Profiles h
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Step 6. Add VLAN as required in the network setup with default options and multicast policy, click Create.

= 'yl Intersight b8 Infrastructure Service

Policies > VLAN

Create

Add VLANs

. VLANs should have one Multicast policy associated 10 it

Configuration

VLAN IDs*

| vLanios 1081

a»

Multicast Policy *

Edit Selection

Step 7. Add additional VLANSs as required in the network setup and click Create.

o3 Infrastructure Service -

i Policy Details
o © oceneral
. 5
@ Ficits 0 T oy s sopicablecnyfo UGS Domal

VLANs

Add VLANs

QD show VLAN ID Rang

VLANID Name Sharing Type Primary VLAN ID Multicast Policy Auto Allow On Upli.

=

Note: If you will be using the same VLANs on fabric interconnect A and fabric interconnect B, you can use
the same policy for both.

Note: In the event any of the VLANs are marked native on the uplink Cisco Nexus switch, ensure to mark
that VLAN native during VLAN Policy creation. This will avoid any syslog errors.

Procedure 2. Create Port Configuration Policy

Note: This policy has to be created for each of the fabric interconnects.

Step 1. Under Policies, for the platform type, select UCS Domain, then select Port and click Start.
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Step 2. Provide a name for the port policy, select the Switch Model (present configuration is deployed with FI
6454) and click Next.

tuea' Intersight ¢ Infrastructure Service -

Policies > Port

Create

General
o © ocenera

2 Unified Port Organization *

© 3 Breakout Options [Leten ‘

Name *

ort Roles " Coh-PortPolicyl H

Switch Model *

= \

Set Tags
\ i |

Description

S m

Step 3. Click Next. Define the port roles; server ports for chassis and server connections, Fibre Channel ports
for SAN connections, or network uplink ports.

Step 4. If you need Fibre Channel, use the slider to define Fibre Channel ports.

Step 5. Select ports 1 through 16 and click Next, this creates ports 1-16 as type FC with Role as
unconfigured. When you need Fibre Channel connectivity, these ports can be configured with FC Uplink/Storage
ports.

Note: Selection of FC ports should be confirmed with your administrators. In event customers are not
looking to have FC connectivity , they can you Server Ports starting from Port 1
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Step 6. Click Next.

Step 7. If required, configure the FC or Ethernet breakout ports, and click Next. In this configuration, no
breakout ports were configured. Click Next.

Step 8. To configure server ports, select the ports that have chassis or rack-mounted servers plugged into
them and click Configure.

Port Roles

Configure port roles to define the traffic type carried through a unified port connection.

PortRoles Port Channels Pin Groups

Seiected Port 17, Port 18, Port 19, Port 20, Port 21, Port 22, Port 23, Port 24, Port 25, Port 26, Port 27, Port 28, Clear
| Ports Port 29, Port 30, Port 31, Port 32 Selection

AR
ATt ar datiartartaxtariar B ariarianisy

@ Ethernet Uplink Port Channel @ Server Unconfigured

4 ’

Step 9. From the drop-down list, select Server and click Save.
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Configure (16 Ports)

Configuration

Selected Port 17, Port 18, Port 19, Port 20, Port 21, Port 22, Port 23, Port 24, Port 25, Port 26, Port 27, Port 28, Port 29, Port 30,
Ports Port 31, Port 32

Role

Server v

e NIK-C93180YC-FX3 requires CI74 FEC for 25G speed ports. Learn more at Help Center.

FEC @
® Auto Cl74

(I Manual Chassis/Server Numbering o

 owe

Step 10. Configure the uplink ports as per your deployment configuration. In this setup, port 53/54 are
configured as uplink ports. Select the Port Channel tab and configure the port channel as per the network

configuration. In this setup, port 53/54 are port channeled and provide uplink connectivity to the Cisco Nexus
switch.

Policies > Port

Create

@ The combined maximum number of Ethemet Uplink, FCOE Uplink, and Appliance port channels permitted
is 12 and the maximum number of FC port channels permitted is 4.

Role
Ethernet Uplink Port Channel

Port Channel ID * Admin Speed
65 e Auto v 0

Ethernet Network Group @

Select Policy &

Flow Control

Select Policy &

Link Aggregation

Link Control

Select Policy =/
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Step 11. Repeat this procedure to create a port policy for Fabric Interconnect B. Configure the port channel ID
for Fabric B as per the network configuration. In this setup, the port channel ID 66 is created for Fabric

Interconnect B, as shown below:

=yl Intersight 2 infrastructure Service v

Create
& © cenerai Port Roles
©
© unified Port
PortRoles  PortChannels  Pin Groups
% (© sreakout Options

i |

v
[ ( ID *  Role Ports O ]
( 66 EU t Uplink Port Channe f Port 54

Procedure 3. Create NTP Policy

Step 1. Under Policies, select Create Policy, then select UCS Domain and then select NTP. Click Start.
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Step 2. Provide a name for the NTP policy.
Step 3. Click Next.

Step 4. Define the name or IP address for the NTP servers. Define the correct time zone.

Policies » NTP

@ General Policy Details
Add policy details
@ rolicy Doraits aiplatorms | UGS Server (Standsioner | 10GS Bomain

@D ErcbientE o

NTP
172201 |

MNTP Servers *
172.20.10.15 b [ii

Timezone

Amenica/Los_Angeles

ks Cancel E' m
Step 5. Click Create.

Procedure 4. Create syslog Policy

Note: You do not need to enable the syslog server.

Step 1. Under Policies, select Create Policy, then select UCS Domain, and then select syslog. Click Start.
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Step 2. Provide a name for the syslog policy.

Step 3. Click Next.

Step 4. Define the syslog severity level that triggers a report.
Step 5. Define the name or IP address for the syslog servers.
Step 6. Click Create.

Procedure 5. Create QoS Policy

Note: QoS Policy should be created as per the defined QoS setting on uplink switch. In this Cohesity
deployment, no Platinum/Gold/Silver, or Bronze Class of Service (CoS) were defined and thus all the traffic
would go through best efforts.

Step 1. Under Policies, select Create Policy, select UCS Domain, then select System QoS. Click Start.
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Step 2. Provide a name for the System QoS policy.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 45 of 143



Step 3. Click Next.

Step 4. In this Cohesity configuration, no Platinum/Gold/Silver, or Bronze Class of Service (CoS) were defined
and thus all the traffic would go through best efforts. Change the MTU of best effort to 9216. Click Create.

Folicies > System QoS

Create
Policy Details
@ Add policy details
General
B This policy iz apolicable anly for UCS Domains
o Palicy Details

Configure Priorities

I Fiatinum
QB =00
I siveer
I tronze
Co% e ght AT
Best Effort I A
any 5 oo o AL o @
Fibre ces wieight MTU
Channel 3 @ 5 Jom o 2241
< Cancel Back | Create

Note: All the Domain Policies created in this procedure will be attached to a Domain Profile. You can
clone the Cisco UCS domain profile to install additional Cisco UCS Systems. When cloning the Cisco UCS
domain profile, the new Cisco UCS domains use the existing policies for consistent deployment of
additional Cisco Systems at scale.

In the previous section, the following polices were created to successfully configure a Domain Profile:

1. VLAN Policy and multicast policy

2. Port Policy for Fabric Interconnect A and B
3. NTP Policy

4. Syslog Policy

5. System QoS

The screenshot below displays the Policies created to configure a Domain Profile:
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Procedure 6. Create Domain Profile

Note: All the Domain Policies created in this procedure will be attached to a Domain Profile. You can
clone the Cisco UCS domain profile to install additional Cisco UCS Systems. When cloning the Cisco UCS
domain profile, the new Cisco UCS domains use the existing policies for consistent deployment of
additional Cisco Systems at scale.

Step 1. Prior to creating Domain Profile, please ensure the below Domain Policies are created.
Step 2. Select the Infrastructure Service option and click Profiles.

Step 3. Select UCS Domain Profiles.
Step 4. Click Create UCS Domain Profile.
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© _ confic ~
Templates
Policies

Step 5. Provide a name for the profile (for example, Coh-DomainProfile) and click Next.
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Step 6. Select the fabric interconnect domain pair created when you claimed your Fabric Interconnects.
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4 Ports Configuration
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6 Summary
Filters 1 result
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Step 7. Under VLAN & VSAN Configuration, click Select Policy to select the policies created earlier. (Be sure
that you select the appropriate policy for each side of the fabric.) In this configuration the VLAN policy is same
for both the fabric interconnects.
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Step 8. Under Ports Configuration, select the port configuration policies created earlier. Each fabric has
different port configuration policy. In this setup, only the port channel ID is different across both the Port
Configuration Policy.

tyeh: Intersight b3 Infrastructure Service

4 UCS Domain Profiles

Create UCS Domain Profile

& © cenenal Ports Configuration
@
© ucs Domain Assignment
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© ports cont A Fabric Interconnect A
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8
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=eD

Step 9. Under UCS Domain Configuration, select syslog, System QoS, and the NTP policies you created
earlier. Click Next.
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Step 10. Review the Summary and click Deploy. Accept the warning for the Fabric Interconnect reboot and click
Deploy.
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Step 11. Monitor the Domain Profile deployment status and ensure the successful deployment of Domain
Profile.
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Step 12. In the event Cisco UCS Servers are already connected to server ports on Fabric Interconnect, they
would be discovered in this process.
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Step 13. Verify the uplink and Server ports are online across both Fabric Interconnects. In the event, the uplink
ports are not green, please verify the configuration on the uplink Nexus switches.
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10108.0162 FC Switching Mode Subnet Mask
New Command Palette end-host 255.255.255.0
Mode
= Intersight Admin Evac State Default Gateway
& Disabled 10.108.0.254
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In the Port Policy, port 17-32 were defined as Server Ports. The 4x C240 M6 LFF certified for Cohesity
DataProtect deployment were already attached to these ports. The Servers are automatically discovered when
the Domain Profile is configured on the Fabric Interconnects.

Step 14. To view the servers, go to the Connections tab and select Servers from the right navigation bar.
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bl Intersight k2 Infrastructure Service

4 Fabric Interconnects

AAQ9-FI-DP-6454 FI-B [Chctore - |

Overview
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General Inventory  Connections  UCS Domain Profile
Servers
s COMPUTE
Servers
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Templates
Servers
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Palicies
Chassis ) AADS-FI-DP-6454-4 © Heshthy WA UCSC-CRA0-MEL WIZPZE51055Z

Paols 1
Fabric Extenders ot

New Command Palette

Wanvigata Intarsight with Gl or ga
ta Halp > Command Pasatte

Manual Setup Server Template

A server profile template enables resource management by simplifying policy alignment and server
configuration. You can create a server profile template by using the server profile template wizard, which groups
the server policies into the following categories to provide a quick summary view of the policies that are
attached to a profile:

» Pools: KVM Management IP Pool, MAC Pool and UUID Pool
« Compute policies: Basic input/output system (BIOS), boot order, and virtual media policies
« Network policies: Adapter configuration and LAN policies

o The LAN connectivity policy requires you to create an Ethernet network group policy, Ethernet network
control policy, Ethernet QoS policy and Ethernet adapter policy

« Storage policies: Not used in Cohesity Deployment

« Management policies: IMC Access Policy for Cohesity certified Cisco C240 M6 LFF node, Intelligent
Platform Management Interface (IPMI) over LAN, Serial over LAN (SOL) and local user policy.

Procedure 1. Create Out of Band IP Pool

The IP Pool is a group of IP for KVM access, Server management of Cohesity certified nodes. The management
IP addresses used to access the CIMC on a server can be out-of-band (OOB) addresses, through which traffic
traverses the fabric interconnect via the management port.

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.
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Step 2. Select IP and click Start.

Step 3. Select Organization as default, Enter a Name for IP Pool and click Next.

o3 Infrastructure Service

= v Intersight

Pools > IP Pool
Create
General
o © cenenn |
Ld
2| I1Pva Pool Details
Organization

¢ S 1Pv6 Pool Deta (eteun \

Name *

\ B \

Set Togs
\ |

Description

Cancel =

Step 4. Enter the required IP details and click Next.
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Overview
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Close
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tion data for IPv4 Interfaces,

Step 5. Deselect the IPV6 configuration and click Create.

Procedure 2. Create In-Band IP Pool

The IP Pool is a group of IP for KVM access, Server management and IPMI access of Cohesity Certified nodes.
The management IP addresses used to access the CIMC on a server can be inband addresses, through which
traffic traverses the fabric interconnect via the fabric uplink port.

Note:

= -’

Since vMedia is not supported for out-of-band IP configurations, the OS Installation through

Intersight for Fl-attached servers in IMM requires an In-Band Management IP address. For more

information, go to: https://intersight.com/hel

Step 1.

Intersight 2 Infrastructure Sarvi

saas/resources/addin

OSimage

Click Infrastructure Service, select Pool, and click Create Pool.

Q search
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New Command Palette
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Step 2. Select IP and click Start.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 55 of 143


https://intersight.com/help/saas/resources/adding_OSimage

Step 3. Select Organization, Enter a Name for IP Pool and click Next.

Intersight 4*2 Infrastructure Service

), seareh

Pocls > IPPool
Qwerviaw
Create
O Operate e
Servers o General
e 20 IPv4 Paal Details

i of IPvd andier IPyE addresses that can be allacated to other configuration

Fabric Interconnects
3 IPvB Pool Details

Hyperflex Clusters
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@ Analyze ~

Explorer Haw

Set Tags

©  configure -~
Profiles -
escription
Templates

Policies

Fools

New  Command Palette

ke Cancal

Step 4. Enter the required IP details and click Next.

© oeneral IPv4 Pool Details

MNetwork interface configuration data for IPv4 interfaces.
o IPv4 Pool Details

Configure IPv4 Pool

3 IPvE Pool Details

ﬂ Previously saved parameters cannot be changed. You can find Cisco recommendations at Help Center,

Configuration

Primary DNS

IP Blocks

From
10.108.0.167

< Close

Step 5. Deselect the IPV6 configuration and click Create.

Gateway
10.108.0.254

Secondary DNS el

Size

=)

Procedure 3. Create MAC Pool

Note: Best practices mandate that MAC addresses used for Cisco UCS domains use 00:25:B5 as the first
three bytes, which is one of the Organizationally Unique Identifiers (OUI) registered to Cisco Systems, Inc.
The remaining 3 bytes can be manually set. The fourth byte (for example, 00:25:B5:xx) is often used to
identify a specific UCS domain, meanwhile the fifth byte is often set to correlate to the Cisco UCS fabric

and the vNIC placement order.
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Note: Create two MAC Pools for the vNIC pinned to each of the Fabric Interconnect (A/B). This allows
easier debugging during MAC tracing either on Fabric Interconnect or on the uplink Cisco Nexus switch.

Step 6. Click Infrastructure Service, select Pool, and click Create Pool.

dule Intersight  »g Infrastructure Service v

Pools

Pools  Reserved Identifiers  VRFs

‘ Filters 1 results ¢ Export l

» MAC uuio WWNN WWPN IaN Resource

O ® Available 4 NO MAC POOLS NO UUID POOL NO WWNN POOL NO WWPN POOLS NO IQN POOLS NO RESOURCE P

Name Tuoe Size Used Available Reserved Deserintion Last Undate

Step 7. Select MAC and click Start.
Step 8. Enter a Name for Mac Pool (A) and click Start.
Step 9. Enter the last three octet of MAC address and the size of the Pool and click Create.

2 Infrastructure Service C} saarch

Paols > MAC Pool

Create

Overview

O Operate ~

— @ - Pool Details
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ch
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Kubermnetes
Integrated Systems
&  configure ~
Frofiles
Templates
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Poals

< Cancel [ Back |m

Step 10. Repeat this procedure for the MAC Pool for the vNIC pinned to Fabric Interconnect B, shown below:
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Procedure 4. Create UUID Pool

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.

Step 2. Select UUID and click Start.

Step 3. Enter a Name for UUID Pool and click Next.

Step 4. Enter a UUID Prefix (the UUID prefix must be in hexadecimal format XXxXXXXX-XXXX~-XXXX).

Step 5. Enter UUID Suffix (starting UUID suffix of the block must be in hexadecimal format XXXX-XXXXXXXXXXXX).

Step 6. Enter the size of the UUID Pool and click Create. The details are shown below:

il Intersight 32 Infrastructure Service @E2 as Qes @
Create
O Dparate
Pool Details
Servers @ Ganeral
Collection af ULID sufix Blacks.
Chassls
e Peal Details.

Configuration
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Policies
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Cancal Back m

Create Server Policies

Procedure 1. Create BIOS Policy
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Table 14 lists the required polices for the BIOS policy.

Memory -> Memory Refresh Rate 1x Refresh

Table 14. BIOS settings for Cohesity nodes

Power and Performance -> Enhanced CPU Auto

Performance

Processor -> Boot Performance Mode Max Performance
Processor -> Energy-Performance Performance
Processor -> Processor EPP Enable enabled
Processor -> EPP Profile Performance
Processor -> Package C State Limit CO C1 state
Serial Port -> Serial A Enable enabled

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, BIOS and click Start.

= dul intersight 32 infragtructure Service

+ Poscies
i
Create
o Operate ~
Servers Filters sk
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Denice Connector Fibre Craneel QoS Network Connectivity SSH
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Drfve Securty Fimare R Storge
Kubernetes Cluse
©  configure A
o Liernel Adapler IMC fccess Fersstent Mermery Syshy
Profiss
Ememnet Network 1P Qver LA Power Wil K
Templates
Fraemet Netwark Control 15051 Adepter AN Ceenectivey wiruat Media
Letiernet Network Group 15C81 Leet
Pooks
o

Step 3. Enter a Name for BIOS Policy.

Step 4. Select UCS Server (FI-Attached), In the policy detail page, select processor option (+) and change the
below options and click Create:

« Boot Performance Mode to Max Performance
« Energy Performance to Performance

« Processor EPP Enable to Enable

« EPP Profile to Performance

« Package C State Limit to CO C1 State
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Policies > BIOS

Create

@ General

© Froiicy Details

Policies > BIOS

Create

@ Genaral

© Foiicy Details
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Infrastructure Service

Policies > BIOS

Create

Intal{R) VT
(&) ceneral .
platform-default

o Policy Details
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platform-default < @ platfarm.
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Step 5. Click Create.

Procedure 2. Create Boot Order Policy

The boot order policy is configured with the Unified Extensible Firmware Interface (UEFI) boot mode, mapping of
two M.2 boot drives and the virtual Media (KVM mapper DVD). Cohesity creates a software RAID across 2x M.2
drives provisioned in JBOD mode.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, Boot Order, and click Start.

Step 3. Enter a Name for Boot Order Policy.

Step 4. Under Policy Detail, select UCS Server (Fl Attached), and ensure UEFI is checked.

Step 5. Select Add Boot Device and click Local Disk, name the device name as m2-2 and slot as MSTOR-
RAID.

Step 6. Select Add Boot Device and click Local Disk, name the device name as m2-1 and slot as MSTOR-
RAID.

Step 7. Select Add Boot Device and click vMedia and name the ‘vmedia-1’ device name.

Step 8. Ensure vMedia is at the lowest boot priority as shown below:
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Procedure 3. Create Virtual Media Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select Virtual Media and click Start.

Step 3. Name the Virtual Media policy and click Next.

Step 4. Select UCS Server (FI Attached), keep the defaults. Click Create.
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Procedure 4. Create virtual KVM Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
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Step 2. Select UCS Server, then select Virtual KVM and click Start.
Step 3. Name the virtual KVM policy and click Next.
Step 4. Select UCS Server (FI Attached), keep the defaults and enable Allow tunneled KVM. Click Create.

Policy Details
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Chassls . .
o Policy Details T ——
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Procedure 5. Create IMC Access Policy

The IMC Access policy allows you to configure your network and associate an IP address from an IP Pool with a
server. In-Band IP address, Out-Of-Band IP address, or both In-Band and Out-Of-Band IP addresses can be
configured using IMC Access Policy and is supported on Drive Security, SNMP, Syslog, and vMedia policies.

In the present configuration, customers can create both IN-Band Out of Band IMC Access Policy.

Note: In-Band IMC Access Policy is required to utilize operating system installation feature of Cisco
Intersight.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, then select IMC Access and click Start.

Step 3. Select Organization, Name the IMC Access policy, then click Next.

Step 4. Select UCS Server (FI-Attached).

Step 5. Select the In-Band Configuration option.

Step 6. Enter VLAN for IN-Band Access and select the IN-Band IP Pool created during IP Pool configuration.
Step 7. Enable Out-of-Band (OOB) configuration, Select IP Pool ( as created under ‘Create Pools’) section.

Step 8. Click Create.
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Procedure 6. Create IPMI over LAN Policy

Note: The highest privilege level that can be assigned to an IPMI session on a server. All standalone rack
servers support this configuration. Fl-attached rack servers with firmware at minimum of 4.2.3a support this
configuration.

Note: The encryption key to use for IPMI communication. It should have an even number of hexadecimal
characters and not exceed 40 characters.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, IPMI over LAN and click Start.

Step 3. Select Organization, Name the IPMI Over LAN policy, then click Next.

Step 4. Select UCS Server (FI-Attached).

Step 5. For the Privilege Level, select admin and enter an encryption key.
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Step 6. Click Save.

Procedure 7. Create Serial over LAN Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, then select Serial Over LAN and click Start.

Step 3. Name the Serial Over LAN policy and click Next.

Step 4. Select UCS Server (FI- Attached) and the select the Baud Rate of 11520. Click Create.

Folicies » Sarial Over LAN > AADE-NSerks-sol ]

Edit
9 Operate -~
@ — Palley Detalls
W
Add palicy details

Chassls

@ Folicy Dewis |

bric Ints t:
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Procedure 8. Create Local User Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select Local User and click Start.
Step 3. Name the Local User policy and click Next.

Step 4. Add a local user with the name admin and role as admin and enter a password. This is used to access
the server KVM through KVM IP. Click Create.
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Procedure 9. Create LAN Connectivity Policy

Note: For Cohesity network access, the LAN connectivity policy is used to create two virtual network
interfaces (vNICs); vNICO and vNIC1. Each vNICO and vNIC1 are pinned on Switch ID A and Switch ID B
respectively with the same Ethernet network group policy, Ethernet network control policy, Ethernet QoS
policy and Ethernet adapter policy. The two vNICs managed by Cohesity for all UCS Managed mode or
Intersight Managed mode (connected to Cisco UCS Fabric Interconnect) should be in Active-Backup mode
(bond mode 1).

Note: The primary network VLAN for Cohesity should be marked as native or the primary network VLAN
should be tagged at the uplink switch.

Note: For UCS Managed or IMM deployments, it is recommended to have only two (2) x vNIC (active-
backup) for all Cohesity deployments. To allow multiple network access through VLAN, Cohesity supports
configuration of a sub-interface, which allows you to can add multiple VLANSs to the vNIC.

Note: This configuration does allow more than two (2) vNICs (required for Layer2 disjoint network); the
PCI Order should allow the correct vNIC enumeration by the Operation System.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, then select Lan Connectivity Policy and click Start.
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Step 3. Name the LAN Connectivity Policy and select UCS Server (Fl Attached).
Step 4. Click Add vNIC.
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MO ITEMS AVAILAELE
< Cancel Back

Step 5. Name the vNIC “vNICO0.”
Step 6. For the for vNIC Placement, select Advanced.
Step 7. Select MAC Pool A previously created, Switch ID A, PCI Order 0.
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duest Intersight ¢ Infrastructure Service v Q search

Policies > LAN Connectivity

Create

Add vNIC
o]
o Name * Pin Group Name
©

[ vnico | | f
<

MAC

[ Pool | Static ]

Mac Pool *

N

Selected Pool Coh-MAC-A 7 Edit Selection

Placement

[ Simple | Advanced ]

@ Wnen Simple Placement is selected, the Siot ID and PCI Link are automatically determined by the system, vNICs are
deployed on the first VIC. The Slot ID determines the first VIC. Siot ID numbering begins with MLOM, and thereafter it
keeps incrementing by 1, starting from 1

SwitchID*

| B |
PCI Order

l Lo |

Consistent Device Naming (CDN)

Source

Step 8. Create the Ethernet Network Group Policy; add the allowed VLANs and add the native VLAN. The
primary network VLAN for Cohesity should be marked as native or the primary network VLAN should be tagged
at the uplink switch.

= M Intersight 2 Infrastructure Service v

Policies > LAN Connectivity > Create

Create Ethernet Network Group

° © Gceneral Policy Details
© Foiicy Detais | A S—
’ o VL-AM QI show VLAN ID Ranges

© 1osetanative VLAN, in
already assigned, any chan

1 Set Native VLAN. To remove a native VLAN, s
lead 1o brief network interruptions at the time of profil

ct Unset Native VLAN. If a native VLAN is
yment

(7] vianio

Step 9. Create the Ethernet Network Control policy; name the policy, enable CDP, set MAC Register Mode as
All Host VLANSs, and keep the other settings as default.
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2 ifrastructure Service QEz Qmw Qon @8 @

Policies > LAN il > Create
Overview
Create (Ethernet Network Control ]
i © oo wr. men
s o Policy Datails | @ i poicy is applicatie only for UCS Sarvers [F-Atached)

Fabeic Intarconnects

HyparFlax Clstars

Virtualization Orly Nalive VLAN (@ All ot VLAN:

Actian on Uplink Fail

Kubametes

& UnkDoan - Waring
Intagrated Systams
A Important! I the Action on Uplink 15 361 1o Waming, tha switth aill 1ot 1T aver # upink connsctaity is st
©  Configuee
Profiles MAC Securlty
Templates Farga
. Alow Deny
Poficies
LLDP
Pools

QB trtic 1renz
QI ertie Recone

il

Step 10. Create the Ethernet QoS Policy; edit the MTU to 9000 and keep the Priority as best-effort.

heihe Intersight % Infrastruct

Policies > LAM Connectivity > Create

Ouverview
Create|Ethernet QoS
B Operste ~ o
Polley Detalls
Sarees General
e © Addp 15l
Cnassis o Poiicy Details | Sl | LG Sere St
Fabric Intercannects
QoS Settings
HyperFius Clusters
MU, Bytes Rate Limi, Mops
o | R u
Kubarmatas
Intagratad Systams Hurst
10240
£ canfigure ~
oo (I Erobic Tust Host Cas &
Templates
Folicies
Puals

Cane 3| o~ i
Step 11. Create the Ethernet Adaptor Policy; select UCS Server (FI-Attached), Interrupts=10, Receive Queue

Count = 8 Receive Ring Size =4096, Transmit Queue Count = 4, Transmit Ring Size = 4096, Completion Queue
= 12, keep the others as default, ensure Receive Side Scaling is enabled.
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Intersight ez Infrastructune ) Search

Palicies » LAN Cannactivity » Creata

Create Ethernet Adapter

& Overdew

O Operats ~ _ =
@ Interrupt Settings
Earves General
s IntesTupts ntamupt Mode Intarnupt Tirmar, us
. 10 EEEE w o mo 125
jhasxty o Poicy Details

Faliric Intercannects

InteTupt Coslescing Typa

HyparFlas Clustars fan

Virtualization
Recelve

Kubarmetes Hecene Gusue Counl
B

Imegrated Systans

&  canfigure -~ Transmit

Prafiles Transmit Queue Courit
4

Templates

Palicies Completien

Paok Comalaton Queus Count Cemplatian Ring Size
12 1

Uplink Faiback Timeoul [seconds)

Step 12. Ensure the four policies are attached and Enable Failover is disabled (default). Click Add.

il Intersight  Jeg Infrastructure Service v

cisco

Policies > LAN Connectivity

)
Create
Consistent Device Naming (CDN)
(o]
® Source
O [ vNIC Name
-
© Failover
L () Enabled ®
( Ethernet Network Group * C )
Selected Policy Coh-ethNetworkGrp ? Edit Selection
Ethernet Network Control *
Selected Policy Coh-ethControl /4 Edit Selection
Ethernet QoS * (
Selected Policy Coh-ServerQoS ¢ 7 Edit Selection
Ethernet Adapter * O
Selected Policy Coh-ethAdapter 4 Edit Selection
. w

iSCSI Boot (O

Select Policy

Connection

[ Disabled usNIC vMQ SR-I0V J
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)

- © cene Policy Details
,;'
© roicyetaiis QD Enable Azure Stack Host QoS ©
& IaN
[ None Pool l Static
B This option ensures the IQN name is not associated with the policy

VNIC Configuration

[ Manual vNICs Placement Auto vNICs Placement ]
Oraphic viC Edior
| Filters 1 results
[) Name siotID Switch 1D PCI Order Failover Pin Group MAC Pool ] VNIC Template  Template Sync..
0O wwico A Disabled A J )
Rows per page | 10 )

Step 13. Add vNIC as vNIC1. Select the same setting as vNICO, the only changes shown below.
Step 14. For Switch ID, select B, and the PCI Order should be 1.
Step 15. Optional. The MAC Pool can be selected as the MAC Pool for Fabric B.

Step 16. Select the Ethernet Network Group Policy, Ethernet Network Control Policy, Ethernet QoS, and Ethernet
Adapter policy as created for vNICO and click Add.
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‘duih Intersight o*3 Infrastructure Service v Q search

Policies > LAN Connectivity

Create

O

Add vNIC

7
& Name * Pin Group Name

= )|
(7] m J
[ Pool Static J

( Mac Pool * N
Selected Pool Coh-MAC-B . Edit Selection

\. 7 N
Placement
[ Simple Advanced )

o When Simple Placement is selected, the Slot ID and PCI Link are automatically determined by the system. vNICs are
deployed on the first VIC. The Slot ID determines the first VIC. Slot ID numbering begins with MLOM, and thereafter it
keeps incrementing by 1, starting from 1

~
Switch ID*

E |
PCI Order )

E l

Consistent Device Naming (CDN)

Source
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"K',','c"o" Intersight Je3 Infrastructure Service v

Policies > LAN Connectivity

" Create
Consistent Device Naming (CDN)
o
® Source C
) [ vNIC Name
’
© Failover
g a Enabled ©®
( Ethernet Network Group * (. N
Selected Policy Coh-ethNetworkGrp P Edit Selection

Ethernet Network Control * (O

Selected Policy Coh-ethControl /4 Edit Selection

Ethernet QoS * (

Selected Policy Coh-ServerQoS ¢ 7 Edit Selection

Ethernet Adapter * ©

Selected Policy Coh-ethAdapter g 4 Edit Selection

iSCSI Boot O

Select Policy

Connection

[ Disabled | usNIC | vMQ I SR-IOV )

Step 17. Ensure the LAN connectivity Policy is created as shown below with 2x vNIC and click Create.

= ‘ol Intersight Infrastructure Service -
Policies > LAN Connectivity
Create
o © cenenal Policy Details
° policy
) © Policy Details o X -
©

IGN

( None Poo Static ]

@ This option ensures the IQN name is not associated with the policy

VNIC Configuration

( Manual vNICs Placement Auto VNICs Placement ]

Filters 2 results

[[] Name SlotID Switch ID PCI Order Failover Pin Group MAC Pool vl}: Template  Template Syn..
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Create Server Profile Template

Procedure 1. Create Server Profile Template

A server profile template enables resource management by simplifying policy alignment and server
configuration. All the policies created in previous section would be attached to Server Profile Template. You can
derive Server Profiles from templates and attach to Cisco UCS C-Series nodes for Cohesity. For more
information, go to: https://www.intersight.com/help/saas/features/servers/configurefiserver profiles

The pools and policies attached to Server Profile Template are listed in Table 15.

Table 15. Policies required for Server profile template

Compute Policies Network Policies Management Policies

KVM Management IP Pool for  BIOS Policy LAN Connectivity Policy IMC Access Policy
In-Band and Out-of-Band
(OOB) Access

MAC Pool for Fabric A/B Boot Order Policy Ethernet Network Group IPMI Over LAN Policy
Policy

UUID Pool Virtual Media Ethernet Network Control Local User Policy
Policy
Ethernet QoS Policy Serial Over LAN Policy
Ethernet Adapter Policy Virtual KVM Policy

Step 1. Click Infrastructure Service, select Templates, and click Create UCS Server Profile Template.

= Ml Intersight g infrastructure Service v/ Q search
Templates
UCS Chassis Profile Templates  UCS Domain Profile Templates | UCS Server Profile Templates | vNIC Templates  vHBA Templates
o
K [ Create UCSgarver Profile Template ]
© ¥ All UCS Server Profil
P .

w:, Name Usage Target Platform Description Last Update

NO ITEMS AVAILABLE

Step 2. Name the Server Profile Template, select UCS Sever (FI-Attached) and click Next.

Step 3. Select UUID Pool and all Compute Policies created in the previous section. Click Next.
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= Ml Intersight

%2 Infrastructure Service v/

€ UCS Server Profile Templates

Create UCS Server Profile Template

@ General Compute Configuration
o 2

© compute Configuration | UUID Assignment

[ 3 Management Configuration UUID Pool
elect | Coh-UUID Edit Selection

4 Storage Configuration

S Network Configuration

6 Summary

Close [ Back m

Step 4. Select all Management Configuration Policies and attach to the Server Profile Template.

= Uil Intersight 33 Infrastructure Service

« Templates

Create UCS Server Profile Template
o © Gceneral Management Configuration

© compute Contiguration

© © Management Configuration e oG
4 Storage Configuration iPMI © Con-iPh
5 Network Configuration © Cor r
v L © Cot |

6 Summary

= -]

Step 5. Skip Storage Polices and click Next.

Step 6. Under Network Configuration, select the LAN connectivity Policy created in the previous section and
click Next.
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dutha Intersight ¢ Infrastructure Service

« Templates

Create UCS Server Profile Template

Network Configuration
General

© compute Configuration (
LAN C

Gt LGOS )

¢ (© Management Configuration

© storage Configuration

(o Network Configuration ) |

6 Summary

Step 7. Verify the summary and click Close. This completes the creation of Server Profiles. The details of the
policies attached to the Server Profile Template are detailed below.
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tructure Service

« Templates

¢ Create UCS Server Profile Template

o © Gceneral

A ©)

Compute Configuration

Management Configuration

Summary

General

Coh-ServerTemplate default

Storage Configuration

UCS Server (Fi-Attached)

Compute Configuration

Network Configuration

Management Configuration ¥ Storage Configuration

- BONCNC)

Summary

Close

‘teea Intersight Infrastructure Service v

Network Configuration

« Templates

0 Create UCS Server Profile Template

General Summary

Compute Configuration Ganasal
Management Configuration Nan
Coh-ServerTemplate default
Storage Configuration

UCS Server (FI-Attached)

Compute Configuration | Management Configpyation

Network Configuration

Storage Configuration
Summary

L
000006006

Close
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3¢ Infrastructure Service - Q search

« Tempiates
Create UCS Server Profile Template
- © oceneral Suf“'“‘_"y .
°
o) © compute Contiguration pram—r
v (© Management Configuration
Coh-ServerTemplate default
@ storage Configuration
UCS Server (Fi-Attached)
(© Network Configuration
Compute Configuration Management Configuration  Storage Configuration Network Configuration
© summary I —
Close Derive grofiies

Install Cohesity on Cisco UCS C-Series Nodes
The Cohesity Data Cloud can be installed on Cohesity certified Cisco UCS nodes with one of two options:
« Install OS through Intersight OS installation.

This allows installing the Cohesity Data Cloud operating System through Cisco Intersight. You are required
to have an Intersight Advantage license for this feature. The operating system resides on a local software
repository as an OS Image Link configured in Cisco Intersight. The repository can be a HTTTPS, NFS or
CIFS repository accessible through the KVM management network. This feature benefits in the following
ways:

o It allows the operating system installation simultaneously across several Cisco UCS nodes provisioned
for the Cohesity Data Cloud.

o It reduces DayO installation time by avoiding mounting the ISO as Virtual Media on the KVM console
for each node deployed for the Cohesity Data Cloud on each Cisco UCS C-Series node.

« Install the OS by mounting ISO as virtual Media for each node.

Derive and Deploy Server Profiles

Procedure 1. Derive and Deploy Server Profiles

In this procedure, Server Profiles are derived from Server Profile Template and deployed on Cisco UCS C-
Series nodes certified for the Cohesity Data Cloud.

Note: The Server Profile Template specific to the Cohesity Data Cloud were configured in the previous
section. The Server Profile Template can be created through the Cohesity Ansible Automation playbook or
through the Manual creation of Server Policies and Server Template.

Step 1. Select Infrastructure Service, then select Templates and identify the Server Template created in the
previous section.
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el
asco

Intersight

Templates

UCS Chassis Profile Templates

o*¢ Infrastructure Service

UCS Domain Profile Templates UCS Server Profile Templates vNIC Templates VHBA Templates

Filters

Usage Target Platform Description

|  Export

Last Update

N—y

Step 2. Click the ... icon and select Derive Profiles.

=l

\+ Intersight

cisco

o*2 Infrastructure Service

@ Overview

O Operate

Servers

Chassis

Fabric Interconnects

HyperFlex Clusters

Integrated Systems

o)

Analyze

Step 3.

tyelt Intersight

Identify and select the Cisco UCS C

Last Update

Templates
UCS Chassis Profile Templates UCS Domain Profile Templates UCS Server Profile vNIC VvHBA
¥ All UCS Server Profil
¥ Filters 1 results
[[]_Name Usage Target Platform Description

4 UCS Server (FI-Attached)

2 Infrastructure Service v

Oct 29, 2024 5:28 AM

Rows per page | 10
— Clone

Delete

Edit

-Series nodes for Server Profile deployment and click Next.

UCS Server Profile Templates

Derive

° © ocenennl

Summary

Coh-ServerTemplate

General

Source UCS Server Profile Template
default

Coh-ServerTemplate

UCS Server (Fi-Attached)

Server Assignment

[ AssignNow | From a Resource Pool [ Chassis Slot Location | Serial Number

Assign Later

| = Fiters 4t

Name User Label Health Model UCS Domain Serial Number
AAO9-FI-DP-6454-1 © Healthy UCSC-C240-M6L AAD9-FI-DP-6454 WZP26510590
AAD9-FI-DP-6454-2 © Heaithy ucCsc-caa M AAD9-FI-D S WZP26510552
AA09-FI-DP-6454-3 © Hoaithy M6 AA0Q-FI-DP WZP2651056H
AAD9-FI-DP-6454-4 © Healthy ucsc-C M AAO9-FI-DP-845 WZP26510561

Show Selected  Unselect All

Cancel

— B

Step 4. Select organization (default in this deployment), edit the name of Profiles if required and click Next.
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el Intersight g Infrastructure Service v

UCS Server Profile Templates > Coh-ServerTemplate

Derive

o © oceneral

Description
= —
[0 © oenis [
© 3) Summary
Set Tags
Derive
( Profile Name Prefix Digits Count Start Index for Suffix h
| con-servertempiate_pERIVED | ‘ 1 | [1
1 Name* Organization * Assigned
[ con-serverTempiate_DERIVED-1 | [ cetaur | - AMOOFI-DRreasAcy
2 Name* Organization * Assigned
‘ Coh-ServerTemplate_DERIVED-2 ‘ ‘ default ‘ AA09-FI-DP-6454-2
3 Name* Organization* b A erve
‘ Coh-ServerTemplate_DERIVED-3 ‘ ' default ‘ AA09-FI-DP-6454-3
4 Name* Organization* Assh ’
‘ Coh-ServerTemplate_DERIVED-4 | [ detoun ‘ AAD9-FI-DP-6454-4
\ J

G m

Step 5. All Server policies attached to the template will be attached to the derived Server Profiles. Click
Derive.

Step 6. The Server Profiles will be validated and ready to be deployed to the Cisco UCS C-Series nodes. A
“Not Deployed” icon will be displayed on the derived Server Profiles.

= Uyl Intersight ¢ Infrastructure Service v

Profiles
HyperFlex Cluster Profiles UCS Chassis Profiles UCS Domain Profiles UCS Server Profiles

¥ All UCS Server Profil.

i Filters 4 results ™ Export

Status Inconsistency Reason Target Platform
Not Deployed 4 Fi-Attached 4
No data available

[ H{MName Status Target Platform UCS Server Template Server Last Update
[J Coh-ServerTemplate_DERIVED-4 Not Deployed UCS Server (Fi-Attached) Coh-ServerTemplate aminute ago
[ con-serverTemplate_DERIVED-1 Not Deployed ¢ (FI-Attached) Coh-ServerTemplate AAO9-FI-DP-6454 am

(] conh-ServerTemplate_DERIVED-3 Not Deployed r (FI-Attached) Coh-ServerTemplate AAQS-FI-DP-6454-3 a mi

() coh-ServerTemplate_DERIVED-2 Not Deployed UCS Server (Fl-Attached) Coh-ServerTemplate AAQ9-FI-DP-6454-2 a minute ago

Step 7. Select the Not Deployed Server Profiles, click the ... icon and click Deploy.
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= dyl Intersight ¢ Infrastructure Service -

Profiles

HyperFlex Cluster Profiles UCS Chassis Profiles UCS Domain Profiles UCS Server Profiles

¥ All UCS Server Profil,

v ‘ 2  Filters 4 results
DaR
Inconsistency Reason Target Platform 4

Activate

Fi-Attached 4

Unassign Server No data available
Name Status Target Platform UCS Server Template Server Last Update &
Coh-ServerTemplate_DERIVED-4 Not Deployed UCS Server (Fl-Attached) Coh-ServerTemplate AAO9-FI-DP-6454-4 a minute ago
Coh-ServerTemplate_DERIVED-1 Not Deployed UCS Server (Fi-Attached) Coh-ServerTemplate a minute ago
Coh-ServerTemplate_DERIVED-3 Not Deployed UCS Server (Fi-Attached) Coh-ServerTemplate a minute ago
Coh-ServerTemplate_DERIVED-2 Not Deployed UCS Server (Fi-Attached) Coh-ServerTemplate a minute ago
teddof4  ShowSelected  Unselect All Rows per page ] 25 ‘ 1

Step 8. Enable Reboot Immediately to Activate and click Deploy.

, . .
Deploy (4 UCS Server Profiles)
Selected UCS server profiles will be deployed to their assigned servers.
A, If policy configuration requires an immediate reboot and the option below is disabled, then profile
| deployment will not be initiated.
~ More Details
[ Q Search ] = Filters 4 results
Server Name Profile Name
-
(}) AA09-FI-DP-6454-4 Coh-ServerTemplate_DERIVED-4
; (}) AA09-FI-DP-6454-1 Coh-ServerTemplate_DERIVED-1
|| G Aaco-Fi-DP-6454-3 Coh-ServerTemplate_DERIVED-3  (iES)
[ (1) AA09-FI-DP-6454-2 Coh-ServerTemplate_DERIVED-2 (il )

T Rows per page

'( Reboot Immediately to Aclivate) h
|

Cancel Deploy

Step 9. Monitor the Server Profile deployment status and ensure the Profile deploys successfully to the Cisco
UCS C-Series node.
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duil Intersight b2 Infrastructure Service - Q search C O «€4 0 a 0 2

« Requests X
Deploy Server Profile
N g i
Details Execution Flow
Status Progress e 8%
In Progress

Power on server

Name @ Validate user access to the network policies
Deploy Server Profile
9 Validate user access to the compute and management policies
] @ Vvalidate user access 10 the profile
6617162606(6e3201314896

© Prepare Server Profile Deploy

Target Type

Rack Server

Target Name
AA09-FI-DP-6454-1

Source Type &

Server Profile

Source Name

Coh-ServerTemplate_DERI

Initiator

andhiman@cisco.com

Start Time

Sep 27,2024 1:31PM

End Tima

Step 10. When the Server Profile deployment completes successfully, you can proceed to the Cohesity Data
Cloud deployment on the Cisco UCS nodes.

= Ui Intersight g Infrastructure Service Q search

Servers

¥ All Servers

. T
(]
Health Power HCL Status Bundle Version Firmware Version Models Contract Status Profile Status
L]
(Hona () Incomplete 4 @ Not Covered 4
® Healthy 4 sa23n) 4 #2030 4 ®C240MBL 4 woKa
() Name Health Model CPU Capacity ... Memory Capacity ... UCS Domain Server Profile Bundle Version $
D AA09-FI-DP-645.. © Healthy 128.0 1280 AAD9-FI-DP-6454 Coh-ServerTempla. 4.2(3n)
D AAQ9-FI-DP-645. © Healthy 1280 1280 Coh-ServerTempla.. 4.2(3n)
i | AAQ9-FI-DP-645. © Heaithy 1280 128.0 Coh-ServerTempla. 4.2(3h)
[l AAO9-FI-DP-645.. © Healthy UCSC-C240-M6L 1280 1280 AA Coh-ServerTempla. 4.2(3n)

Step 11. Access KVM with KVM username > admin and password > <<as configured in local user policy>>, and
make sure the node is accessible.

Step 12. Virtual KVM can be accessed by directly launching from Cisco Intersight (Launch vKVM) or access the
node management IP.

Note: Installing OS through Launch vKVM may lead to timeout during Cohesity OS installation. It is
recommended to directly access the KVM through node management IP during OS installation. Install OS
through Cisco Intersight

Day 0 Firmware Upgrade

Procedure 2. Day O Firmware Upgrade
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Prior to installing Cohesity OS, it is highly recommended to upgrade the Cisco UCS C-Series Firmware to the
recommended Cisco UCS C-Series Firmware release. This procedure expands on the process to upgrade the
Cisco UCS C-Series node firmware and should be executed only during the following scenarios:

1. During creating of a new cohesity cluster with Cisco UCS C-Series nodes.

2. Adding new nodes to cluster. The firmware should be upgraded to new nodes before installing Cohesity

OS.

3. Firmware upgrade of Cisco UCS C-Series nodes during maintenance window. This requires shutting down
the entire Cohesity cluster.

Step 1.

Select Infrastructure Service, then select Servers and identify the new Cisco UCS C-Series nodes

available for Cohesity cluster creation or nodes available to add to existing cluster. Ensure Server Profile is
successfully deployed to the Cohesity nodes

= iy Intersight

J»2 Infrastructure Service

Servers

¥ All Servers

o
\ Filters 4 resus
o —
©
Heaith Power HCL Status Bundle Version Firmware Version Models Contract Status Profile Status
(7
(Hona () Incomplete 4 © Not Covered 4
 Healthy 4 ®az3n 4 ®a2(3n) 4 . 4 w0k 4

(] Name Health Model CPU Cap.. Memory Cap... UCS Domain Server Profile Bundle Ve ¢

() AAO‘}FI-DD@ASAJ © Healthy Ut 8 1-DP Coh-ServerTemplate_DERIVED-1 (3h)

[ AAQ9-FI-DP-6454-2 © Heaithy U 1-DF Coh-ServerTemplate_DERIVED-2 (3n)

O AA09-FI-DP-6454-3 © Healthy Mé6L 1280 280 1-DP Coh-ServerTemplate_DERIVED-3 2(3h,

O AA09-FI-DP-6454-4 © Healthy UCSC-C240-M6L 128.0 280 OF Coh-ServerTemplate_DERIVED-4 (3n)

sowsospsn [0 ~ ) < [

Step 2. Select the servers, Click the ellipses “...” and select ‘Upgrade Firmware’ option

= el Intersight & Infrastructure Service

Servers

Filters 4 results

- Power HCL Status Bundle Version Firmware Version Models Contract Status Profile Status
.
®ona  ncomplete 4 @ @ Q © Not Coversd 4 Q

Profile ®a203n) 4 ®42(3n)a . 4 "OK4

ware
Health Model CPU Cap.. Memory Cap UCS Domain Server Profile Bundle V¢

-1 © Healthy UCSC-C240-M6L 1280 1280 AAO9-FI-DP-6454  Coh-ServerTemplate_DERIVED-1 4.2(3h)

© Healthy ucs 0-M6L 1280 1280 AAO9-FI-DP-6454  Coh-ServerTemplate_DERIVED-2 42(3h)

© Healthy UCSC-C240-M6L 1280 1280 AAO9-FI-DP-6454  Coh-ServerTemplate_DERIVED-3 4.2(3n)

© Healthy UCSC-C240-M6L 1280 1280 AAQ9-FI-DP-6454  Coh-ServerTemplate_DERIVED-4 4.2(3n)

»
4cfa  ShowSelected  Unselect All Rows per page | 10 J [—_‘]

Step 3. Select Start Firmware upgrade and ensure the Cisco UCS C-Series nodes are selected. Click Next.
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= il Intersight g infrastructure Service v/

Upgrade Firmware

General
3 © ceners |

2 Version

© 3 Summary Filters 4 results
User Label Model Firmware Version UCS Domain
4.2(3n) AADS-FI-DP-6454
4.2(3n AAD9-FI-DP-6454
4.2(3h AAOQ-FI-DP-8454
4.2(3n, AAD9-FI-DP-6454
Show Selected  Unseiect All Rows per page | 10 (1)

Step 4. Identify the recommended Firmware version. In general, the recommended sign is displayed on the
firmware. Click Next.

Note: By default the drive and storage controller firmware is also upgraded. To avoid drive failure and
improve the resiliency of drives, it is recommended to upgrade drive firmware. Drives can be excluded from
firmware upgrades, through ‘Advanced Mode’.

= Uyt Intersight g Infrastructure Service

« Servers

Upgrade Firmware

s O P — Version

.' |
@ The selected firmware bundie will be downloaded from intersight.com. All the server components will be upgraded along with drives and

storage controllers. Use Advanced Mode 10 exclude upgrade of drives and storage controllers

Filters 27 results

“ 3  Summary

Version size Release Date Description

4.3(4.242038) 88916 MIB  Sep 26, 2024 7:57

a 851,58 Mig
a 80S19MiB Ma
1B
a 4,67 MIE v 15, 2023 111
0 A8 Aug nn
31 Mg 17, 2 1
tact 1 nf Show Selacted  Unselact All Rewe nor nane | 10 R

Step 5. Confirm the firmware version for upgrades on Cohesity nodes. Click Upgrade.
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« Servers

Upgrade Firmware

& © ceneral Summary
@
© © verson Firmware
< © summay | o
4.3(4.240152)
916.98 M8
Servers to be Upgraded

| Filters 4 rosults ™ Export
|

User Label Model Firmware Vers: ‘ Requires Reboot UCS Domain UCS Domain

DP-8454-4 UCSC-C240-M6L 4.2(3r Yes AAO9-FI-DP-6454 AA09-FI-DP-6454

Cancel Upggade

Step 6. On the Upgrade Firmware confirmation screen, enable Reboot Immediately to Begin Upgrade.

yee' Intersight ¢ infrastructure Service

Templates

UCS Chassis Profile Templates  UCS Domain Profile Templates  UCS Server Profile Temp! VNIC Temp VHBA Templ

° Create UCS Server Profile Template
Filters 1 result ¢ Export

[ | Name Usage Target Platform Description Last Update
il

) S—

Step 7. Select Infrastructure Service, then select Servers and identify the new Cisco UCS C-Series nodes
available for Cohesity cluster creation or nodes available to add to existing cluster.
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€« C % us-east-Lintersightcom/an/infrastructure-service/an/firmware/upgrade/imm/server/?_targetMoids=66/704326176753701c00fee. 661704536 176753701 cD3057.66/704406176753701c0113a.66(7031c6176753701bfcIbe ! @

« Servers

“  Upgrade Firmware

o © oeneral SUNMIALY

Confirm configuration and initiate the upgrade.

.

Sl @ veesion Firmware

© © summary I Version Exclude Drives
4.3(4.240152) = No
size Exclude Storage Controllers
916.98 MiB -

Servers tobe Upgraded Jpgrade Firmware

Firmware will be installed on next boot. To reboot

Q Search mmediately, please enable the option below.

- 1]
tome * (@ revoor ‘V_L,,w) @
AAQ9-FI-DP-8454-4 Yes 9-FI-DP-6- OP
AAQS-FI-DP-8454-1 Yes 9
AA09-FI-DP-8454-3 UCSC-C240-M6L 42(3n) @ Yos
AAQS-FI-DP-8454-2 UCSC-C240-M6L 4.2(3n) @l Yes

Step 8. Monitor the firmware upgrade process. The firmware is automatically downloaded to the sever end
point.

« C % us-east-lintersight.com/an/infrastructure-service/an/comp cal-summaries/?$c age=1&SpageSize=1 derby=Name%20ascaScurrentCustomView= 1 &dm={drawecencemVxdWVzdHM=cne path{(page-ent -3 &
= 'l Intersight b2 infrastructure Service Q search C @ &« ® a 0o jol
« Requosts X
Upgrade Firmware
Details Execution Flow
Status PrOGIoss  see— 13%
InProgress
Wait for image downioad to compiete in endpoint.
aid Initite image download o endpoint
Upgrade Firmware wnioad request for intersight ver-c240-m6.43.4.24 mitte
. Validate the requirements for the endpoint
86171d9569616e32013b15c
Target Type
Rack Server
Targe me
AAD9-FI-DP-6454-2 I
Source Type
Firmware Upgrade
AAOD-FI-DP-6454-2
Sep 27,2024 2203 PM

Step 9. Confirm on completion of C-Series node firmware to the installed version.
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= dudl Intersight ¢ Infrastructure Service -

-~ Servers

@ Overview
 All Servers

O Operate A - ———

Servers
Heaith Power HCL Status Bundle Version Utllity Storage Firmware Version Models

Chassis

\ Gons @ Incomplete 4 No 4

4 sl ®43(4240152) 4 ®43(4240152) & wc2a0M
Fabric Interconnects ® Healthy 3

HyperFlex Clusters

[ Name Health Model Server Profile uCS Domain Bundle Ver... Serial
Integrated Systems
0O AAQ9-FI-DP-6454-1 © Healthy UCSC-C240-M..  Coh-ServerTemplate_DERIVED-1 AAOS-FI-DP-64 3( WZP2651058D
O AAOD-FI-DP-6454-2 © Healthy UCSC-C240-M..  Coh-ServerTemplate_DERIVED-2 ©  AA0S-FI-DP-64 WZP26510552
@  Analyze
O AA09-FI-DP-6454-3 © Heaithy UCSC-C240-M...  Coh-ServerTemplate_DERIVED-3 AA0O-FI-DP-64..| 4.3(4240152) WZP2651056H
Explorer v | AA09-FI-DP-6454-4 © Critical CSC-C240-M..  Coh-ServerTemplate_DERIVED-4 ©  AA09-FI-DP-64..| 4.3(4.240152) WZP26510561
& configure Rows per page | 10 ‘ [D

Cohesity OS installation through Cisco Intersight

Procedure 1. |Install Cohesity Data Cloud through Cisco Intersight OS Installation feature

This procedure expands on the process to install the Cohesity Data Cloud operating system through the Cisco
Intersight OS installation feature.

Note: Before proceeding to installing Cohesity OS through Intersight Install feature, please ensure virtual
media (vmedia) has the lowest priority in the Cohesity Boot Order policy. This is displayed in screenshot
below:

‘dyek Intersight g Infrastructure Service v/

- Policies 5 BootOrder > Coh-BootOrder

& Overview Edit
Policy Details
6 operste : © cenera :
Add policy details.
Servers o Policy Details l All Piatform:
Chassis Configured Boot Mode
@ Unified Extensible Firmware Interface (UEFI) | O Legacy
Fabric Interconn:
Abria imetconnects (D Enable Secure Boot @

HyperFlex Clusters Add Boot Device

Integrated Systems

Local Disk (m2-1) @ @D cnavied [ v
© Analyze A Local Disk (m2-2) © @ enaved [ A v
Explor N .
Aplorer e Virtual Media (vmedia-1) © @ enaves [ A

©  Configure
Profiles
Templates
Policies

Pools

New Command Palette

Note: This feature is only supported with the Intersight Advantage Tier License.

Note: Make sure the certified Cohesity Data Cloud ISO is available from a local repository, for example an
HTTPS/NFS/CIFS server. This is a one-time process for each version of the Cohesity Data Cloud ISO.
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Note: OS Installation through Intersight for Fl-attached servers in IMM requires an In-Band Management
IP address.(ref: https://intersight.com/help/saas/resources/adding OSimage ). Deployments not using In-
Band Management address can install OS by mounting the ISO through KVM.

Step 1. Login to Cisco Intersight and click System.
Step 2. Click Software Repository and click the OS Image Links tab.
Step 3. Click Add OS Image Link.

duis Intersight B System v o ED ® Q

O setings Software Repository

U Admin A
Firmware Links 0S Image Links SCU Links OS Configuration Files
Targets  —
Software Repository Add 0S Image Link

Tech Support Bundles

Audit Logs * ANl 0Simage Links &

Sessions Add Fitter = Bxpert 10 items found 10+ per page 1 oft

Name Vendor Version File Location Description L

Licensing

Step 4. Add the location of the Cohesity Data Cloud ISO (NFS/CIFS or HTTPS server) and click Next.

= ol Intersight =B System v

OS Image Links

&) Settings
U Admin © ceneral General

Targets 2 Details
Organization *

Software Repository [ getaun |

Audit Logs File Location*
hitps://10108.18/cohesity-6.8.2_ul_release-202405090) |

Sessions

Mount Options

Licensing

New Command Palette

Navigate Intersight with CtrieK o
30 to Halp > Command Palette

— m

Step 5. Enter a name for the Repository, for the Vendor enter RedHat, and for the Version enter RHEL7.9. Click
Add.
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https://intersight.com/help/saas/resources/adding_OSimage

duk Intersight

OS Image Links
& settings
U Admin © oceneral Details
Review Operating System image details, modiy as required, and save the Operating Syste
Targets i
© oeuis | _—
Software Repository | CohesitylL.TS . ‘
Tech Support Bundies Vendor® Version*
| Rea Hat | [ Rea Hat Enterprise Linux 79 |
Audit Logs
Set Tags Description
Sessions. ‘ | |
Licensing
New Command Palette
Navigate intersight with CirteK
301 Help > Command Paiette
Cancel

&) -

Step 6. Make sure the OS Repository is successfully created in Cisco Intersight.

2 Intersight

@ System v

Software Repository

@ settings
t Firmware Links 0S Image Links SCU Links 0S Configuration Files
Software Repository
i . e )
() Name Vendor Version File Location Description Last Update &
Sessions.

Step 7. From Cisco Intersight, click Infrastructure Service, then click Servers, and select the Cisco UCS C-

Series nodes ready for the Cohesity Data Cloud installation.

Step 8. Click the ... and select Install Operating System.

R, 32 Infrastructure Service v/ Q search
i
Servers
Overview
Al
O Operate =
D | = Firers 4 resur
Servers oWk
Power HCL Status Bundle Version Firmware Version

HyperFlex Clusters

C © ® 0

Models

an o ol

" Export

ContractS

Chassis System
(ona Incompiets 4 © NotCov
Profile ®434240152) 4 ®4314240152) & 8 C240 6L 4
Fabric Interconnects

Step 9. Make sure the servers are already selected and click Next.
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Health Model cpuC Memory C. UCS Domain Server Profile Bundle ¢
Integrated Systems
-1 © Heaithy JCSC Coh-ServerTemplate_DERIVED-1 4.3(4.2
ppr
54-2 © Healthy )CS Coh-ServerTemplate_DERIVED-2 43(4.2
) Analyze 1op Alarm Suppre
54-3 © Heaithy UCSC-C240-M. 128.0 Coh-ServerTemplate_DERIVED-3
Explorer New d " =
Anvw T wr we54-4 © Healthy UCSC-C240-M. Coh-ServerTemplate_DERIVED-4
©  configure e
(4 Show Selected Unselect All B
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2 Infrastructure Service v

Overview

O  Operate
Servers
Chassis
Fabric Interconnects
HyperFlex Clusters

Integrated Systems

Analyze

Explorer New

©  configure
Profiles
Templates
Policies

Pools

New Command Palette

Install Operating System

© cenern

2 Operating System
3 Configuration

4 Server Configuration Utility
5 Installation Target

6 Summary

General

Select Secvers.

Fitters 4 result
User Label Health Model Serial Number

© Healthy UCSC-C240-Mé NZP2651050

© Hoalthy UCSC-C240-M6L

© Hoalthy uc

AAO9-FI-DF © Healthy
Show Selected  Unselect All Rows per ¢ |:]
[

Cancel

=D

Step 10. Select the Operating System repository which was previously created with the Cohesity Data Cloud
ISO and click Next.

o* Infrastructure Service -

Overview

O Operate
Servers
Chassis
Fabric Interconnects
HyperFiex Clusters

Integrated Systems

Analyze

Explorer New

© Configure
Profiles
Templates
Policies

Pools

New Command Palette

Install Operating System

© ceneral
© operating System

3 Configuration

4 Server Configuration Utility
5 Installation Target

6 Summary

Operating System

erating System Image

Add OS Image Link

@ selected servers belong to : ‘default’. You can choose to Install Operating System from one of the common organizations. Learn more at

| | = Fitters 1re
Name File Location Vendor Version Description
(@ CahesityLTS-6.8 hitps//10108.1.8/cohesity-  Red Hat Red Hat Enterprise Linux J
,
f1  ShowSelected  Unselect All Rows per page | 1 &3
[

Cancel

=) -

Step 11. From Configuration, click Embedded and click Next (the OS configuration file is already part of
Cohesity ISO).
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Intersight o2 Infrastructure Service

OPERATE > Servers

Install Operating System

@ Overview

Q. Operate -~
Coenfiguration
Servers @ General g
Select a configuration source and provide the necessary configuration parameters
Chassis

@ Dperating System

Fabric Interconnects i
Select Sonfiguration Source.
Configuration

HyperFlex Clusters

4 | Server Configuration Utility

Virtualization

B  operating System image must includa 3 configuration file. For an example of the configuraticn filz, see Halp

Kubemates 5 Installation Target Center.

Integrated Systems
-] Summary
& Configure ~
Profilas
Templates

Policies

Pools

[e Cancel Back

Step 12. Click Next.

DPERATE » Servers

Install Operating System

&l Overview

0 Operate -~

Sarvers @ General Server Configuration Utility

anfiguration Liility fram the list or add 2 new image 1a the repasitary
Chassis
@ Qperating System
Fabric Intarconnacts
Salec Server Configaration Uhilty Opticnal
@ Configuration -~ 5
HyperFlex Clusters
| Add sou Link
:
LN Server Configuration Utility |
Kubametas 5 Instalation Target
Inlegrated Systems & Summary B seevar Configuration Utiity images are filterar hased an tha Cparating Systam imaga salection. | earn mare
a1 Help Center.
& configure -~
Erciee B Instaling an Operating System is susported only # the Server Carfiguration Usility image is al version 81.3(x)
and later.
Templates
Palicias o, Add Filter 1 itams faund 10« per page af 1 [}
Pools Hamea Fila Location arsian Supported Mad... Daseription

MO ITEMS AVAILAELE

Cancel | Back |@

Step 13. Click Next from the Installation target. Cohesity ISO automatically identifies the Installation target as the
2x M.2 internal drives configured in the Boot Order Server Policy.

Step 14. Verify the summary and click Install.
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- Install Operating System

© ceneral Summary

Verify details of your selections, make changes where required and proceed to install the Operating System

O Operate -
@ Operating System
[
© configuration Operating System Image
Chassis
(© server Configuration Utility Name Version
s CohesityLTS-6.8 Red Hat Enterprise Linux 7.9
© nstatiation Target Vaidor
HyperFlex Clusters Red Hat
© summary
In
tegrated Systems
Configuration Source
@ Analyze A Embedded
Explorer New
Selected Servers.
& Configure - Seriat: View Details

|
i

£
g
<
H
g
E

New Command Palette

: f [

Step 15. Accept the warning for overwriting the existing OS image on the node and click Install.

A

Warning!

Existing Operating System, if any, will be overwritten and
system files will be deleted. Configuration changes required
to facilitate OS installation will be made and restored at
completion.

Step 16. Monitor the OS installation progress and wait for completion. Depending on the network bandwidth
between the node management network and the repository network, it can take up to 45 minutes for the OS
installation to complete.
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Operating System Install

Details Execution Flow

Status Progress 33%

n Progress

Install Operating System on Cisco UCS server

= Confirm Server Configuration for Installation

644aa929696f6e3101ec4824

Target Type

Blade Server

Step 17. Since this is an embedded installation without the Cisco Server Configuration utility, Cisco Intersight
displays the OS installation completion in about five minutes. Open a virtual KVM session and monitor the
Cohesity OS install progress. Since this is an automated install, you are not required to provide any inputs on the
virtual KVM screen. The OS installation progress is shown below:

"‘ll','él." Intersight AAD9-F1-DP-6454-1 (Coh-Server Template_DERIVED-1) | KVM Console UCSC-C240-M6L WZP26510590

- ] Reached target Initrd File Systens
=1 Console » 35.676993] EXT4-fs (dmn-0): mounted filesystem with ordered data mode. Opt (null)
Started dracut mount hook
File > } Reached target Initrd Default Target
Starting dracut pre-pivot and cleanup hook..
View > K Started dracut pre-pivot and cleanup hook
Starting Cleaning Up and Shutting Down Daemons
% Macros > Stopped dracut pre-pivot and cleanup hook
Stopped target Remote File S
% Tools , I stopped target Remote File
stopped target Initrd Default Target
stopped et Timers
Stopped mount hook

Power

BootDevice Stopped dracut pre-mount hook
Stopped target Basic System
Stopped arget is
ol N topped targ ocket )
losed Open I iscsiuio Socket
Stopped targ ystem Initialization
Stopped Apply Kernel Variable

Stopped target Local File Systenms

=) Chat

Stopped target Slice

Stopped target Paths

Stopped target Local Encrypted Volume

Starting Plymouth switch root service

Stopped target Swap

Stopped dracut initqueue hook

Stopping Open-iSCSI

Stopped Open-iSCSI

Stopping Device-Mapper Multipath Device Controller
stopped Device-Mapper Multipath Device Controller
Started Cleaning Up and Shutting Down Daemon
Stopped udev Coldplug all Devices

Stopped ut pre-trigger hook

Stopping udeu Kernel Device Manager

Stopped udeu Kernel Device Manager

Stopped dracut pre-udev hook

opped dracut cndline hook
Stopped Create Static Device Nodes in sdev
Stopped Create list of required static device nodes for the current kernel
los rnel Socket
lo ntrol Socket
Starting Cleanup udevd DB
Started Cleanup udevd DB
Reached target Switch Root
Started Plymouth switch root service
arting Switch Root
41.570236] systend- journald(463]: Received SIGTERM from PID 1 (systemd)

Step 18. Ensure Cohesity OS is successfully installed on Cisco UCS C-Series nodes.
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‘Uses’ Intersight AAD9-FI-DP-6454-1 (Coh ServerTemplate DERIVED-1)| KVM Console ~ UCSCC240M6L  WZP2651059D

Console

Cohesity Uersion: 6.8.2_ul_release-28248589_aSda41644
Product Name: UCS-C248M6H12
File > . : wzp2651859d -node-1

> View 2 Node 6
Link Local IPv4: 169.254.11.118
Macros > Link Local IPu6: feBB: :ccf?:alff :fec9:2941

A Tools > FOR LOCAL ACCESS, PLEASE CONNECT TO THE SAME SWITCH AS THE NODE AND USE THE

LINK LOCAL IP ADDRESS. ENTER THE IP IN YOUR BROWSER TO ACCESS THE COHESITY UI

. Power
Hint: Num Lock on

Boot Device
chass is-wzp2651859d-node-1 login

T virtual Media

=) Chat

Install OS through Virtual Media

Procedure 1. |Install the Cohesity Data Cloud through virtual media

This procedure expands on the process to install the Cohesity Data Cloud operating system through virtual
media. You need to open a virtual KVM session for each node. Virtual KVM session can be accessed through
Cisco Intersight or logging into node management IP assigned during Server Profile deployment.

Note: During the OS installation, it is recommended to open vKVM through node management IP. Access
the vKVM through the user created in useraccess policy (admin/<<password>>)

Step 1. Login to Intersight, Navigate to Infrastructure Service > Servers and identify the node management IP >
Identify the node Management IP
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= dud Intersight J*3 Infrastructure Service \/

« Servers
Overview (AA09-FI-DP-6454-4] o civcu
General Inventory UCS ServerProfile HCL Topology Metrics Connectivity
O Operate
- Details Properties
Chassis th
@ Critical
Fabric Interconnects
HyperFlex Clusters AA09-FI-DP-6454-4 I

Integrated Systems

Mana oy Power On Locator LEC oft @D Health Overlay
Analyze 10.108.0.164, 10.108.0.167

Explorer New

2 928
WZP26510561
© configure di i
Profiles
32 1
UCSC-C240-M6L
Templates
: 32 01010101-0100-1110-0101-010101011114
Policies Cisco Systems Inc
Pools ! 128.0

New Command Palette

Advantage v

Note: The existing deployment displays two management IPs. These are IN-Band and Out of Bank
management IPs as defined in the Cisco IMC Access Policy. If customers want to install the Cohesity OS
only through KVM access then only Out of Band Management IP is required.

Step 2. Login to vKVM with the username/password as defined in the user access policy.

Sign In

Usermame *

Step 3. Select the Cohesity Data Cloud ISO from your local file system and click Map Drive.
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Map Virtual Media - CD/DVD

cohesity-6.8.2_u1_releas X

Step 4. Modify the Boot Device to Any Virtual Media , this will implement a one time boot through virtual media
and override the default Boot Order Policy.

Heeht VKVM KVM Console ~ UCSC-C240-M6L  WZP26510561

Product Name: UCS-CZ246M6H1Z
Hostname: chx-c248-1-wzp26518561
Node IPv4: 16.1688.1.165
File Node IPu6:

Link Local IPv4: 169.254.11.133
= Link Local IPuv6: feB88::9871:fdff :

Console

Macros FOR LOCAL ACCESS, PLEASE CONNECT
LINK LOCAL IP ADDRESS. ENTER THE
Tools
Hint: Num Lock on

Power

chx-c248-1-wzp26518561-node-1 log

026 .3832211 IPMI Watchdog: r
958 .967724]1 power_meter ACPI
682 .4498881 X (loopl): Sup
1682 . 6: ? (loopl): Sup
1682 . 88€ A g (loopl): S
1683 .A9234¢ (loopl):
13178685 .5139¢ X (loop2):

2

Boot Device
Virtual Media Any Virtual Media

Chat Local HDD

Step 5. Click Power and then click Reset System to reset the power cycle on the node. The Cohesity ISO
automatically loads (with virtual Media having highest priority in Boot Order Server Policy).
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ekt VKVM KVM Console ~ UCSX-210C-M6  FCH243974YZ

Console

File

Conf iguring and testing memory..

View

Macros

Tools

Power
Boot Device Power Off System
Virtual Media Reset System

Chat Power Cycle System

Step 6. The ISO automatically identifies the drives to install the Cohesity ISO; the OS installation completes in
about 45-60 minutes.

bitte=//10.108.0.21/kvm/

s KVMConsole  UCSX-210CM6  FCH243974YZ

Starting installer, one moment
Console anaconda 21,48.22.159-1 for Cent0S 7 started
» installation log files are stored in /tmp during the installation
File >  shell is available on TTYZ
» when reporting a bug add logs from /tmp as separate text/plain attachment
2:25:22 Running pre-installation scripts

7:47 Not asking for UNC because of an automated install
MACOE 17:27:47 Not asking for UNC because text mode was explicitly asked for in kickstart
Starting automated install
Checking sof tware selection
Generating updated storage configuration

> View

Tools

) Checking storage conf iguration
) Power You have wot specified a swap partition. Although not strictly required in all cases, it will si
for most installations

Boot Device

Virtual Media > Installation

e 1) [x] Language settings 2) Ix] Time settings

(English (United States)) (AmericasLos_fingeles timezone)
1) [x] Installation source 1) [x] Software selection

(Local media) (Custom sof tware selected)

Installation Destination 6) [x] Kdump

(Warning checking storage (Kdump is enabled)

conf iguration) 8 User creation

Network conf iguration (No user will be created)

(Not commected)

Progress

Setting up the installation environment
Creating ext4 on sdev/numelnip
Creating mimember on /dev/numelinipl

Creating ext4 on /dev/numeBnipZ

Step 7. Repeat this procedure for all the other Cohesity C-Series nodes to be configured for the Cohesity
cluster.

Configure Cohesity Data Cloud

This section elaborates on the configuration of the Cohesity Data Cloud on Cisco UCS C-Series Rack servers.
The existing deployment is deployed with four (4) Cisco UCS C240 M6 nodes with each node configured with
both compute and storage.
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Note: Make sure the Cohesity OS ISO is installed on each node.

Note: The network bonding mode on the Cohesity operating systems (RHEL 7.9)_ with Cisco UCS C-
Series or Cisco UCS Fabric Interconnect Managed C-Series servers does not support bond mode 4. For
reference, go to: https://www.cisco.com/c/en/us/su

The Data Cloud Cluster configuration is a two-step process:
« Initial network configuration on 1x Cisco UCS C-Series node

« Cluster configuration across all Cisco UCS C-Series nodes

Configure First Node

Procedure 1. Initial Network Configuration on 1x Cisco UCS C-Series Node

In this procedure, any one of the Cisco UCS nodes are accessed through the virtual KVM and the initial
operating system network is configured.

Step 1. Login to Cisco Intersight, click Infrastructure Service and click Servers. Identify the Cisco UCS C-
Series nodes installed with the Cohesity ISO.

el Intersight ¢ Infrastructure Service v

Servers

@ Overview

O Operate P —

Servers
Health Power HCL Status Bundle Version Utility Storage Firmware Version Models

Chassis

\ Hond Wotnpied i

4 e \ ® 4304240152 4 ®43(4240152) 4 wC240M
Fabric Interconnects ® Healthy 3

HyperFiex Clusters

] Name Health Model Server Profile UCS Domain Bundle Ver. Serial

Integrated Systems

) AA09-FI-DP-6454-1 © Healthy Coh-ServerTemplate_DERIVED-1

0 AAD9-FI-DP-6454-2 © Healthy Coh-ServerTemplate_DERIVED-2
) Analyze
) AAQ9-FI-DP-6454-3 © Hoaithy Coh-ServerTemplate_DERIVED-3 AOD-F
Explores oo O] AAQO-FI-DP-8454-4 @ Critical Coh-ServerTemplate_DERIVED-4
[N
© Configure (1)

Step 2. Select the first node and launch the virtual KVM.

= il Intersight ¢ Infrastructure Service

Servers
& Overview 3
Al
O  Operate _ Profile
Filters 4 rosuls
Servers
Heaith Power HCL Status Bundie Version Utllity Storage Firmware Version

Chassis
\ Oons Incomplete 4 Nod
o
a ! ®4308240152) & ®43(4240152) 4
Fabric Interconnects ® Heatry 3

HyperFlex Clusters

| Name Health Model Server Profile UCS Domain Bundle Ver. St Start Alarm Suppressi
Integrated Systems
AAQ9-FI-DP-6454-1 © Healthy Coh-ServerTemplate_DERIVED-1
AA09-FI-DP-6454-2 © Healthy Coh-ServerTemplate_DERIVED-2
©  Analyze
AA09-FI-DP-6454-3 © Heantny Coh-ServerTemplate_DERIVED-3 pport Bundle
Explorer ey AAD9-FI-DP-6454-4 © Critical JCSC-C240-M..  Coh-ServerTemplate_DERIVED-4 C)
&  Configure Rows per page | 1 ‘ (1]
Profiles

Step 3. Confirm Cohesity OS is installed on the node.
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el Intersight AAD9-FI-DP-6454-4 (Coh-ServerTemplate_DERIVED-4) | KVM Console ~ UCSC-C240-M6L  WZP26510561

Console Cohesity Uersion: 6.8.2_ul_release-28248589_aSda4644

Product Name: UCS MoH12
Hostname: chass is-wzp26518561-node-1
Node [Pv4:
> View Node [Pu6

Link Local IPv4: 169.2 11.133
3 Macros > Link Local IPu6: feB8::6895:31ff :fe3

File

L3
A Tools FOR LOCAL ACCESS ’LE 2CT TO THE SAME
LINK LOCAL IP AL ENTER THE IP IN YOUR BROWSER TO ACCESS THE COHESITY UI.

Power
Hint: Num Lock on

Boot Device
chass is-wzp26518561-node-1 login

F Virtual Media Cohesity Uersion: 6.8.2_ul_release-28248589_aSda4644
Product Name: UCS-C248M6H12

Hostname: chassis-wzp26518561-node-1

Node 1Pu4:

Node IPu6

Link Local IPu4: 169.254.11.133

Link Local IPu6: feB8::6895:31ff :fe37:7949

) Chat

FOR LOCAL ACCESS ONNECT TO THE SAME SWITCH AS THE
LINK LOCAL IP ADDR ER THE IP IN YOUR BROWSER TO ACCE:S

Hint: Num Lock on
chass is-wzpZ26518561-node-1 login:

Cohesity Version: 6.8.2_ul_release-2
Product Name: UCS-CZ248M6H1Z
. s -wzp26518561-node -1

Link Local IPv4: 169.254.11.133
Link Local IPu6: feB8::6895:31ff :fe3

FOR LOCAL ACCE CONNECT TO THE SAME
LINK LOCAL IP AD ENTER THE IP IN YOUR

Hint: Num Lock on
chass is-wzp26518561-node-1 login
Cohesity Uersion: 6.8.2_ul_release-2

Product Name: UCS 248M6H12
Hostname: chassis-wzp26518561-node-1

Step 4. Login to the node with the username <cohesity> and password <received from Cohesity>.

Step 5. Edit the network configuration through the network configuration script:
sudo ~/bin/network/configure network.sh.

Step 6. Select option 2 Configure IP Address on interface.

Step 7. Select default interface bond0.

Step 8. Enter the IP Address, Interface Prefix, and Gateway.
Step 9. Select the default MTU to 1500.

Step 10. Select Y/Yes to make the interface active.

Step 11. Quit the configure_network script by entering option 12.

Step 12. Test the network is working properly by pinging the default gateway. You can also verify the IP address
configuration by issuing the following command:

ip addr
Step 13. When network is configured, make sure the OS IP is reachable.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 99 of 143



= Sice’ Intersight AADS-F-DP-6454-1 (Coh-ServerTemplate_DERIVED-1) | KVM Console  UCSCL240M6L  WZP26510590

= console

& File

View

% Macros

R Tools
Power

™ Boot Device
Virtual Media

=) Chat

l
"
)
y

od, 28
8.449/8.64
15

Setup Cohesity Cluster

Procedure 1. Cohesity Cluster Configuration Across all Cisco UCS C-Series Nodes

The initial setup of the Cohesity cluster is done through the configuration webpage, which is now accessible on
the first node, at the IP address which was configured in the previous steps. Prior to beginning the initial cluster
configuration, make sure that all Cohesity nodes which are to be included in the cluster have completed their
initial software installation, and are fully booted. Additionally, make sure that all necessary IP addresses for all
interfaces are known and assigned, and the DNS round-robin entries have been created.

Step 1. In a web browser, navigate to the IP address of the first Cohesity node, which was configured in the
previous steps. For example: http://10.108.1.163

Step 2. Accept any SSL warnings or errors due to the default self-signed certificate on the server and proceed
to the Cohesity Dashboard login screen.

Step 3. Log into the Cohesity Dashboard webpage using the following credentials:
« Username: admin

« Password: <password>

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 100 of 143


http://192.168.110.151/
http://192.168.110.151/

- ____________________________________________________________________________________________________|
COHESITY

Cohesity Dashboard

Username

Password

Step 4. When the Start Initial Cluster Setup screen appears, make sure that the number of nodes detected
matches the number of servers you intend to install for this cluster. Click Get Started.

COHESIT

Start Initial Cluster Setup
The following hardware was detected.

4 4

n hour. You will need the following information to set

VII IP address for each of your Node
cluster domain name

1y and subnet mask

iteway and Subnet Mask

e and password

Step 5. Select the nodes to add to this initial cluster, then click Select Nodes.
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COHESITY

Cluster Setup

elect Node

Step 6. Enter the OS IP determined for each node, The IPMI IP should be 0.0.0.0 for all nodes in the cluster

Note: With Cohesity release 6.6 or later, all Cisco UCS servers do not require any IPMI configuration.
Keep the IPMI IP as 0.0.0.0 and delete any pre-existing IPMI IP during cluster creation.

COHESITY
Cluster Setup
Chassis WZP26510561
& A ( )

Node P IPMI IP

10.108.1.164 0.0.0.0
r; 1
Chassis WZP2651056H
Node P IPMIIP

10.108.1.165 0.0.0.0
Host Narr 6F
Chassis WZP2651059D

[y

Node P IPMILIP

10.108.1.163 0.0.0.0

J

Continue to Cluster Settings Back Cancel

Step 7. Enter the Cluster Subnet, Gateway, DNS, NTP, Virtual IP and FQDN details and click Create Cluster.
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COHESITY

Cluster Setup

ter Name ®

chx-c240-1

aao&rtpl.local

10.108.1.254 255.255.255.0

10.108.1.6

172.20.10.18 172.20.10.15

chx-c240-1.aa08.rtp4.local

VIPs

Add

VIP

Delete

10.108.1.167

10.108.1.168

10.108.1.169

10.108.1.170

2 5 =@ =2

B Storage Domain Encryption @

Cancel

Step 8. When the cluster is created, login with FQDN and register the cluster to Cohesity Helios.
Step 9. Confirm the 4x Cisco UCS C240 nodes are configured for the new Cohesity cluster.
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08 Dashboards

Cluster

© Data Protection > Summary  Storage Domains Key Management System  Syslog

& infrastrucure >

Chassis v NodeStats » Q
B smartFile: >
Slot D Host Name Node Serial Node Status Capacity w Version E;*"‘m
Security Tools >
s e
= Chassis: WZP26510552
@ Test&Dev
161963887787 chx-€240-1 P} 24 o .
! WZP265 Active 1744 TiB 10.108.1.166 16HDDs  §
JCS-C240MEH12 5z-node g s d
B Marketplace >
Chassis: WZP26510561
D system >
161963887789 ] 24
10561 9 Active 174478 10,108.1.165 16 HODs H
a aare @ w0
B Reporting
) = Chassis: WZP2651056H
Settings
161963887 1 WZp265105
: 61963887788 WZp265105 \\occt056H 2 Active 174478 10.108.1.164 < 4 H
Summary JCS-C240MEH12 :
Access Management = Chassis: WZP26510590
2 161963887786 chx-€240-1-wz S 164t 63 P D
Nt kel ghreeo 17448 10.108.1.163 B moos 3
.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 104 of 143



Cluster Expansion and Firmware Upgrades
This chapter contains the following:

« Cohesity Cluster Expansion

« Upgrade Firmware and Software

Cohesity Cluster Expansion

This section details the process to expand the existing cluster deployed on Cisco UCS C-Series nodes. You can
add a new Cisco UCS C-Series node in the existing Cisco Fabric Interconnect, derive a Server Profile from
existing Template, install the Cohesity OS from Cisco Intersight, and expand the cluster in Cohesity Helios.

The new Cisco UCS C-Series node has to be cabled to the existing Cisco Fabric Interconnect requiring minimal
effort to expand both compute and storage.

Note: Before adding a node to existing Cohesity cluster , please check with Cohesity support for
compatibility of new node with the nodes configured in existing cluster.

Procedure 1. Derive and Deploy Server Profile to New Node

Note: Skip this step if you already have a Cisco Intersight account.

Step 1. Go to https://intersight.com/, click Infrastructure Service and click Server. Identify the new Cisco UCS
C-Series node provisioned for the existing Cohesity cluster expansion.

Note: The node would be auto discovered , if the C-Series node is connected to the configured server

port of Fabric Interconnect.

Note: The following screenshot demonstrates a Cohesity certified C-Series node which is discovered on
Intersight and not assigned to any Server Profile.

Wil Intersight %2 Infrastructure Service

L Ouniaw Servers
S Opersta o) % All Servers @
- . oot it Mo parpsga (1] 1 o2 Bl
Chassis
Health Power HCL Status Models Contract Status Profile Status
Fabric Intercannects e ‘ " ———
Q 0 Incampshate & o8 Cervariand

™\ e 12 B N s e ran

HyperFlex Clusters 23 Werning 1 ©onip & Validated 4 7 d & Hat Jesigned
B) W b

virtualization

it Managament 1P Mods! Sarvar Profila. : Sarial uEs Damain Hama Firm..

[ UCSX-210C-M3 FCH243974v3 ANDA-HIeries @ AADE-XSeries-2-4 50l - J
Integrated Systems

0,000 UCS-53260-M55RE FCHZIZ07EIV ) SIHBOMS-FCHZ1307..  413B] -

& Configure ~
0005 ICS-53260-MESRE FCH2EABTEN0 ) GIHGOMS-FCH2Z. ©  41(3b)

Step 2. Click “... “, select Profile and Derive Profile from the template.
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https://intersight.com/

asco’ Intersight frastructure Service

Servers

@ Overview

¥ All Servers

O Operate 3
| ) = Filters 4 results
Servers
Health Power HCL Status Bundie Version Utllity Storage Firmware Version Models
Chassis
\ i 4 Mot @ Incomplete 4 Nod >
ritical
®43042
Fabric Interconnects 4 e Bons
HyperFiex Clusters
() Name Health Mode! Server Profile UCS Domain Bundle Ver... Serial $
Integrated Systems
O © Aace-Fi-op-8454-1 © Healthy UCSC-C240-M. AAOS-FI-DP-64..  4.3(4.241063) WZP2651059D
D AA09-FI-DP-8454-2 © Healthy UCSC-C240-M. Coh-ServerTemplate_DERIVED-2 AA09-FI-DP-64, 4.3(4,241063) W Power -
©  Analyze
'm| AAOO-FI-DP-6454-3 © Healthy UCSC-C240-M...  Coh-ServerTemplate_DERIVED-3 AAOQ-FI-DP-84... 4.3(4.241063) W System
Explorer New O ) AA09-FI-DP-6454-4 © Critical UCSC-C240-M Coh-ServerTemplate_DERIVED-4 AA09-FI-DP-84, (Denvc from Template  profile )
P VMware
Configure Rows per page
Profiles
Upgrade Firmware
Templates Launch vKVM
Policies
Start Alarm Suppression
Pools

New Command Palette

Open TAC Case
Set License Tier

Collect Tech Support Bundle

Step 3. Select the Server Profile template created to deploy the Cisco UCS C-Series node for the Cohesity

cluster and click Next.

Infrastructure Service

dud Intersi

Servers

@ Overview

Template

General

emplate that need t

O Operate A
Template |
UCS Server Profile Template
Servers
3 Details

Chassis l
4 Summary

Fabric Interconnects Name

= Filters 1 results

Description Last Update

( @® Con-ServerTemplate

HyperFlex Clusters

2 minutes ago

Selected 10f 1 Show Selected

Integrated Systems

©  Analyze

Explorer New

& Cconfigure
Profiles
Templates
Policies

Pools.

New Command Palette
Close

Step 4. Rename the Derive profile and click Next.
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s Intersight

*3 Infrastructure Service

- Servers

@ Overview

O Operate A
Servers
Chassis
Fabric Interconnects
HyperFlex Clusters

Integrated Systems

@  Analyze ~

Explorer New

© Configure -~
Profiles
Templates
Policies

Pools

New Command Palette

© cenera
© Template
© oeuis

4 Summary

Details

Edit the description, tags, and auto-generated names of the profiles

~ General

Organization*

Target Platform

Description

l

Set Tags

~ Derive

1 Name*

Assigned Server

[[ Coh-ServerTemplate_DERIVED-S

J AA09-FI-DP-6454-1

Organization *
5)| (et

Close

Step 5. Verify the policies and click Derive. As we are using the original Server Template to derive Server
Profile, the policies would be exactly the same. To ensure consistency and avoid misconfigurations , it is

recommended to use the same Server Template as that of original cluster.
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dses Intersight 2 Infrastructure Service v

Servers
& Overview
© ceneral Summary
Summary of the profifes that need to be derived from mplat
O Operate
© Tempiate ~ General
Servers
© oetails Name ganizati
Chassis Coh-ServerTemplate default
© summary B ;
Fabne itercoonacta UCS Server (Fi-Attached)
HyperFlex Clusters UCS Server Profiles
Integrated Systems Name Assigned Server Organization ®
Coh-ServerTemplate_DERIVED-S AAQ9-FI-DP-64541 default
© Anayze - gement Confi Storage Configuration  Network Configuration
Explorer New
BIOS Coh-BI0S
© Configure « Boot Order Coh-BootOrder
Profiles Wi Coh-UUID
Virtual Media virtualMedial
Templates
Policies
Pools

New Command Palette
Close m
’

Infrastructure Service

Servers

@ Overview

© oenerai Summary
immary of the profiles that need to be derived from the profile template
O Operate
© Template ~ General
Servers
© oetaiss Name Organization
Chassis Coh-ServerTemplate default
© summary )

Fabric Interconnects. UCS Server (Fi-Attached)

HyperFlex Clusters UCS Server Profiles

Integrated Systems Name. Assigned Server Organization
Coh erverTemplate_DERIVED-S AA0S-FI-DP-6454-1 default
@ Anaiyze : Compute Storage Configuration  Network
Explorer New
IMC Access Coh-IMCAccess
& configure IPMI Over LAN Coh-1PMI
Profiles. Local User Conh-localuser
Serial Over LAN Coh-sol
Templates
Syslog
Policies
Virtual KVM
Pools

New Command Palette

: e
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Intersight

Infrastructure Service

@  Overview

O Operate

Servers

Chassis

Fabric Interconnects

HyperFlex Clusters

Integrated Systems

(C]

Analyze

Explorer New
© Configure

Profiles

Templates

Policies

Pools

New Command Palette

@ Overview

O Operate
Servers
Chassis
Fabric Interconnects
HyperFlex Clusters

Integrated Systems

©  Analyze

Explorer New
&  Configure

Profiles

Templates

Policies

Pools

New Command Palette

Servers

Summary

© ceneral

Template

~ General

©
© Detaiss B
(<]

Coh-ServerTemplate
Summary B
UCS Server (Fi-Attached)

UCS Server Profiles

Name

default

Assigned Server

Organization

Coh-Ser

Compute Configuration Management Configuration

Close

Infrastructure Service

Servers
@© oenenal Summary
© Tempiate ~ General
© oetaits
Coh-ServerTemplate
© summary e

UCS Server (FI-Attached)

UCS Server Profiles

Name

mplate_DERIVED-S

AA09-FI-DP-6:

default

Assigned Server

Storage Configuration

Network Configuration

Organization

Coh-ServerTemplate_DERIVED-5

Compute Configuration ~ Management Configuration  Storage Configuration [ Network Configuration

LAN C

nectivity

Close

AA09-FI-DP-6454-1

Step 6. When the Sever Profile is derived, go to the Servers tab, identify the Profile displayed as “Not
Deployed,” click the “...” and select Deploy.
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teeh Intersight

o*3 Infrastructure Service
- Profiles
@ Overview

HyperFlex Cluster Profiles UCS Chassis Profiles

O Operate ~
Servers

* All UCS Server Profil

Chassis

UCS Domain Profiles

(@ seac = Filters 4 results

Fabric Interconnects

Q search

UCS Server Profiles

Create UCS Server Profile

Status Inconsistency Reason Target Platform
HyperFlex Clusters
@ok3 Fi-Attached 4
No data available
Integrated Systems T oy
oy
O Analyze - () Name Status Target Platform UCS Server Template Server Last Update $
Explorer New () coh-ServerTemplate_DERIVED-5 £ NotDeployed UCS Server (FI-Attached) Coh-ServerTemplate AA09-FI-DP-6454-1 a few seconds ago (
[J coh-ServerTemplate_DERIVED-4 @ oK UCS Server (Fi-Attached) Coh-ServerTemplate AA0S-FI-DP-6454-4 2 hours ag{ Deploy
& configure ~ A
[) con-ServerTemplate_DERIVED-2 @ oK UCS Server (FI-Attached) Coh-ServerTemplate AAQ9-FI-DP-6454-2 2 hours agy Activate
Profiles () con-serverTemplate DERIVED-3 @ oK UCS Server (Fl-Attached) Coh-ServerTemplate AAQS-FI-DP-6454-3 2hours ag: Unassign Server
Templates
v Rows per page | 25
—— Edit
Policies
Delete
Pools Set User Label

New Command Palette

»

Detach from Template

Server Actions

Step 7. On the Deploy Profile confirmation screen, enable Reboot Immediately to Activate and click Deploy.

. Deploy UCS Server Profile

UCS Server profile {Coh-ServerTempIate_DERIVED—5"}~il| be deployed to server "AA09-FI-DP-

6454-1".

A If policy configuration requires an immediate reboot and the option below is disabled, then profile

deployment will not be initiated.

v More Details

Reboot Immediately to Activate
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Cancel Deploy

Step 8. Once the server profile is deployed, ensure the firmware is same or higher than the firmware deployed
on existing nodes. Please update the firmware to recommended firmware release.
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Step 9.

Events

Alarms

Requests

Advisories

Install the OS using Cisco Intersight or through vMedia, provided in section Install Cohesity on Cisco

UCS C-Series Nodes The screenshot below displays on the OS deployed on the new Cisco UCS C-Series

node.

AAD8-XSeries-2-4 (AAD8-XSeries-Manual_DERIVED-4) | KVM Console

Cohesity Uersion: 6.6.8d_ub_release-208
Product Name: U( Z18CMESN1S
Hostname: chas fch243974v3-node-1
Node IPv4:

Node IPu6:

Link Local : 7

Link Local IPu6: f Ac dff :fedc:774c

21284 _cB3629f8

FOR LOCAL ACCESS, . CONNECT TO THE ¢ CH AS
LINK LOCAL IP >. ENTER THE IP IN YOUR BROWSER TO

chassis-fch243974v3-node-1 login: [ 782.262846]1 kum [532331:

Cohesity Version: 6.6.8d ub release- 284 ch3629f8
Product Name: X218CMH6SN1S

Hostname: chassis-fchZ243974u3-node-1
Node IPv4:

Node [PuU6:

Link Local IPVv4: 169 ?7.287

Link Local IPu6: feB8::88c7:3dff :fe2

FOR LOCAL ACCE
LINK LOCAL IP ADD

ONNECT TO THE SA
ENTER THE IP IN

Hint: Num Lock on

chassis 3974v3-node-1 login

vepuB disabled perfctr wemsr: Bxc2

DE AND US
SS THE COHESITY UI.

NODE AND USE

data Bxffff

. THE

Procedure 2. Expand existing Cluster through Cohesity Helios

When the new Cisco UCS C-Series node is configured with the Cohesity OS, the Cohesity Cluster is expanded
to add the Cisco UCS C-Series node. This process expands both compute and storage on the Cohesity Cluster.

Step 1.
Node.
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Access the Cohesity Cluster dashboard. Go to Summary > Nodes and click the + sign and select Add
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< 73 > /\  Enable Multi-Factor Authentication to improve system security
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Add Node
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Step 2. The Cohesity cluster automatically identifies the new node. Confirm the serial number of the node,
which was configured for the cluster expansion, select the node, and click Next.

P— e axc2901 C @ H QA &
08 Dashboards Add Node
@ Data Protection > 0
& Infrastructure > Select Node(s)
B> SmartFiles >

The following Nodes were detected

®, Test& Dev

Cha: WZP26510590

& Marketplace >
o
D system > e :
4

[ Rreport

2U4N Node fisplayed ng t f th L
@ seuings > K ! '

Step 3. Add the available Node IP and click Next.
Step 4. Add the Virtual IP as configured on DNS and click Finish.
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B> SmartFiles >

Assign VIPs
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8 Settings >
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Step 5. The Cohesity Cluster is expanded from three to four nodes of Cisco UCS C-Series servers. It takes
some time to assimilate the drives of the new Cisco UCS C-Series node to the existing Cohesity Cluster.

08 Dashbcards Cluster
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@ pataprotection > Summary  Storage Domains sey Management System  Syslag
&, nfrastrucure E °
B> File Services »
Chassis - Mode Stats - O
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Upgrade y
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License
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Upgrade Firmware and Software

Note:

With the Intersight SaaS Management platform, the server firmware upgrade does not require you

to download any firmware bundles to a local repository. When the suggested firmware upgrade request is
issued, it automatically downloads the selected firmware and starts the upgrade process.

For detailed instructions to perform firmware upgrades, see Firmware Management in Intersight

Firmware for Cisco UCS C-Series with the Cohesity can be upgraded for the following main use cases:

« Upgrade Cisco UCS C-Series node firmware in combination with software upgrades for the Cohesity

Data Cloud. Cohesity non-distributive upgrades manage the sequential server reboot, allowing upgrades of
Cisco UCS C-Series node firmware during a Cohesity software upgrade. Because each node is upgrading
sequentially, the Cohesity Cluster upgrade time increases by about 25 to 30 minutes per Cohesity node.
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« Upgrade Cisco UCS C-Series node independent of the Cohesity Data Cloud software upgrades. In this
process, you need to manually reboot the Cisco UCS C-Series node and verify that the Cohesity node is
back online after the server firmware upgrade. Verify that each node is rebooted serially, and that the first
node comes back online and joins the Cohesity cluster before initiating a reboot on the second node. This
process can also be done in parallel across all Cisco UCS C-Series nodes but requires maintenance window
for Cohesity Cluster downtime.

Note: Prior to upgrading Cisco UCS C-Series node firmware, you are required to upgrade the Cisco
Fabric Interconnect.

To successfully upgrade the Cisco UCS Fabric Interconnect and 10 module firmware, see:
https://intersight.com/help/saas/resources/Upgrading Fabric Interconnect Firmware imm#procedure

Note: During the upgrade of the Intersight Managed Fabric Interconnect, the fabric interconnect traffic
evacuation is enabled by default. The fabric interconnect traffic evacuation evacuates all traffic that flows
through the fabric interconnect from all servers attached to it, and the traffic will fail over to the peer fabric
interconnect for fail over vNICs with no disruptions in the network.

Upgrade Fabric Interconnect

Procedure 1. Upgrade Cisco UCS Fabric Interconnect and Cisco UCSX 9108 IFM Firmware

This procedure expands on the high-level procedure to upgrade firmware of the Cisco UCS Fabric Interconnect
in Intersight Managed Mode (IMM). For more details, go to:
https://intersight.com/help/saas/resources/Upgrading Fabric Interconnect Firmware imm#before you begin

Step 1. Login to https://Intersight.com, click Infrastructure Service, then click Fabric Interconnects, and select
the Fabric Interconnect Pair (IMM) . Click “...” and select Upgrade Firmware.
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~ Fabric Interconnects
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Step 2. Click Start and from Upgrade firmware make sure the UCS Domain Profile is selected and click Next.
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Domain N... Sarial Serial

Model Bundle Version ___Model Bundie Version

HyperFlex Clusters AAOS-FI-DP-B. UCS-FI-6454 FDO260419XX 4.3(4.240066) UCS-FI-6454 FDO2604192ZA 4.3(4.240066)

Integrated Systems ~
Selected1of 1 Show Selected  Unselect All Rows per page | 0 | 1

©  Analyze

Explorer New

©  Configure A
Profiles
Templates
Policies

Pools

New Command Palette

Step 3. Select the recommended Firmware release. By default, the upgrade enables the Fabric Interconnect
traffic evacuation. Use Advanced Mode to exclude the Fabric Interconnect traffic evacuation.

Note: In the existing document, we are upgrading to a Firmware version which is not a recommended
version. This is just to demonstrate the process of Firmware upgrades. You should make sure to be on the
recommended version of Cisco UCS Firmware.

duda Intersight Infrastructure Service ™ Q search

« Fabric Interconnects

o Overviow Upgrade Firmware
Version

B © enern lon:

Servers © version

@ The selected firmware bundle will be downloaded from intersight.com. By default, the upgrade enables Fabric Interconnect traffic evacuation.
s\ Use Advanced Mode 1o exclude Fabric Interconnect traffic evacuation.
Chassis 3 summary
Fabric Interconnects QD Advanced Mode

HyperFlex Clusters

( " ~ Filters 36 results
ENCEaIDIS Version size Release Date Description ®
O 43(5240032) 182GiB  Oct 22,2024 1201..  Cisco Intersight Infrastructure Bundle
O Analyze 2 ( @® 4:3(4.240078) 185Gi8  Sep 2, 2024 10:50 ] Cisco Intersight Infrastructure Bundie
Explorer New O 4a3(a:240066) 184 GiB  Jun 4, 2024 11:03 Cisco Intersight Infrastructure Bundie
4.3(3.240007) 172GiB Feb15,202410:21... Cisco Intersight Infrastructure Bundie
©  configure
4.3(2.240002) 172GiB  Jan 25,2024 7:31 Cisco Intersight Infrastructure Bundie
Profiles 4.3(2.230129) 170GiB  Nov15,202311:52...  Cisco Intersight Infrastructure Bundie
Yomplates 43(2.230117) 170GiB  Aug 15,2023 11:55..  Cisco Intersight Infrastructure Bundie
O a2m 173GiB  Oct1,2024 10:52 Cisco Intersight Infrastructure Bundie
Policies
O 4230 172Gi8  Jun17,2024 4:23 Cisco Intersight Infrastructure Bundle
Pools -~
O a2a) 172GiB  Feb 22,2024 10:11... Cisco Intersight Infrastructure Bundie
ted 10f 35 Show Selected  Unselect All Rowe ner nane | 10 1l 2 a &

New Command Palette
B

Step 4. On the Summary page, confirm the firmware to be upgraded and click Upgrade.
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Intersight ¢ Infrastructure Service

 Fabric Interconnects

o o ool Upgrade Firmware
Summal
S Operate N © ceneral "~
Confirm configuration and initiate the upgrade.
Sivers @© version
o Selected firmware bundie will be downloaded to the Fabric Interconnects and upgraded. Click on Requests to monitor the progress of the
firmware ade.
Chassis o Summary i upgr;

Fabric Interconnects

Firmware
HyperFlex Clusters Version Size
4.3(4.240074) <« 185 GiB
Integrated Systems Fabric Interconnects to be Upgraded

-abric Interconnect A

Fabric Interconnect B ]@
Explorer New Model Serial Bundle Version Model Serial Bundle Version

Domain N...
AA09-FI-DP-6. UCS-FI-6454 FDO260419XX 4.3(4.240066) (¢ UCS-FI-6454 FDO260419ZA 4.3(4.240066)

© A
Configure Rows per page | 25 @
Profiles
Templates
Policies
Pools

New Command Palette
< Cancel

Step 5. Monitor the upgrade process and wait for it to complete.

Step 6. When the Firmware downloads, acknowledge the Fabric Interconnect B upgrade, and click Continue.

€ Requests X

Upgrade Firmware

Details Execution Flow

e 2
Status Progress 19%

@ Action Required )
® Wait for a user on Fabric -B.

Name @ Ensure Fabric Interconnects meet requirements to continue upgrade. Please acknowledge to continue with Fabric Interconnect -
Upgrade Firmware B upgrade. Learn more at Help Center.
1D Proceed
6732771e696f623201a36844 L )

© Evacuate data traffic on Fabric Interconnect - B.
Target Type

Fabric Interconnect © Wait for image to in

Image ucs-intersight-infra-4gfi.4.3.4.240074.bin successfully cached in Fabric Interconnect(s)

Target Name
AAO09-FI-DP-6454 FI-A

AA09-FI-DP-6454 FI-B

© Initiate image download to the endpoint.

Download request for ucs-intersight-infra-4gfi.4.3.4.240074.bin submitted successfully.

© validate the requirements for the endpoint.

Source Type Validation of pre-upgrade space availability completed successfully

Upgrade Firmware

Source Name
AAQ9-FI-DP-6454 FI-A AA...

Initiator
andhiman@cisco.com

Start Time
Nov 11,2024 1:29 PM

Step 7. When Fabric Interconnect -B is upgraded, acknowledge the alarms and Fabric Interconnect - A
upgrade.
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€ Requests

Upgrade Firmware

Details

Status
@ Action Required

Name
Upgrade Firmware

D
6732771e696f6e3201a36844

Target Type
Fabric Interconnect

Target Name
AA09-FI-DP-6454 FI-A
AA09-FI-DP-6454 FI-B

Source Type
Upgrade Firmware

Source Name
AAQ9-FI-DP-8454 FI-A AA...

Initiator
andhiman@cisco.com

Start Time
Nov 11,2024 1:29 PM

Execution Flow

Progress 52%

@ Wait for a user on Fabric -A.

A\ Before continuing the upgrade, ensure that it meets requirements. Review all new alarms to understand implications and address
any potential issues. To continue with the Fabric - A upg select “Proceed". Learn more at Help Center.

y on Fabric -B Nov 1, 2024 1:57 PM

© Wait for 10 Path C
10 paths are up.

53 PM

© Wait for image download to complete. Nov 11, 20
Image ucs-intersight-infra-4gfi.4.3.4.240074.bin successfully cached in Fabric Interconnect(s).

53 PM

@ Initiate image download to endpoint. N

Image ucs-intersight-infra-4gfi.4.3.4.240074.bin is already available in the cache. Skipping the download. The image will be synced to the
selected endpoints.

© Check if the image has been cached. Nov
Verified that the image is available in the cache.

© Wait for firmware upgrade in Fabric Interconnect - B. Nov 11, 2
Fabric Interconnect upgraded from 4.3(4.240066) to 4.3(4.240074) successfully.

@ Initiate firmware upgrade in Fabric Interconnect - B. Nov 11, 2024 1:38 PM
Firmware upgrade request submitted successfully.

© Wait for a user on Fabric -B.

© Evacuate data traffic on Fabric Interconnect - B.

Nov 11, 2024 1:37 PM

© Wait for image to in

Step 8. Make sure the Firmware upgrade completed successfully.

€ Requests

Upgrade Firmware

Details

Status
© Success

Name
Upgrade Firmware

D
6732771e696f6e3201a36844

Target Type
Fabric Interconnect

Target Name
AAOQ9-FI-DP-6454 FI-A
AA09-FI-DP-6454 FI-B

Execution Flow

© Wait for 10 Path Cq ivity on Fabric -A Nov 11, 2024 2:17 PM
10 paths are up.
© Wait for in Fabric -A Nov 11, 2

Fabric Interconnect upgraded from 4.3(4.240066) to 4.3(4.240074) successfully.

@ Initiate fi pg in Fabric -A.
Firmware upgrade request submitted successfully.

@ Evacuate data traffic on Fabric Interconnect - A.

© Wait for a user

© Wait for IO Path Ci
10 paths are up.

© Wait for image download to complete. Nov 11
Image ucs-intersight-infra-4gfi.4.3.4.240074.bin successfully cached in Fabric Interconnect(s).

Step 9. Verify the firmware upgraded on the Cisco UCS Fabric Interconnect.
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dutle Intersight ¢ Infrastructure Service Q search

" Fabric Interconnects

@ Overview

% All Fabric Interconne.

O Operate o
‘ et Filters 2 results (™ Export
Servers

Health Connection Contract Status Bundle Version NX-OS Version Models

Chassis
© Connected 2 © Not Covered 2
® Healthy 2 ®43(4240074) 2 ®9.3(5)143(4b) 2 64542
Fabric Interconnects

HyperFlex Clusters

[ Name Health Model Bundie Version UCS Domain Profie Ports -
Jotal Used Availa...
Integrated Systems
(] AAO9-FI-DP-8454 FI-A © Healthy UCS-FI-6458 4.3(4.240072) Coh-DomainProfile 54 18 36
D AA09-FI-DP-8454 FI-B © Healthy UCS-FI-6454 4.3(4.240074) Coh-DomainProfile 54 18 36
@  Analyze
T 0
Explorer New per page ‘_‘

Rolling Upgrades (Node Firmware and Cohesity software)

Procedure 1. Upgrade Cisco UCS C-Series Node Firmware with Cohesity Data Cloud Software Upgrade

This procedure expands on the procedure to upgrade the firmware of Cisco UCS C-Series Cohesity certified
nodes with Cohesity Cluster software upgrade.

Note: Before starting the upgrade procedure, make sure the recommended Cisco UCS C-Series firmware
is compatible with the Cohesity software version.

Step 1. Login to https://Intersight.com, click Infrastructure Service, then click Servers. Select the Cisco UCS
C-Series nodes that are part of the Cohesity cluster. Click the ... icon and select Upgrade Firmware.

etk Intersight ¢ Infrastructure Service v

- Servers
@ Overview
* Al Servers
O Operate e ——
@ ‘ = Filters 4 results
Servers Power

Chassis System
Gona @ Incomplete 4 No4
Profile ®4.23(4.240152) 4 843(4.240152) 4 . c240M
Fabric Interconnects $
VMware

HyperFlex Clusters

Install Operating System
Health Model Server Profile UCS Domain Bundie Ver... Serial ¢
Integrated Systems | Upgrade Firmware i
4-1 .

© Healthy UCSC-C240-M. Coh-ServerTemplate DERIVED-1 ©  AA09-FI-DP-64..| 4.3(4.240152) WZP2651059D

Power HCL Status Bundie Version Utility Storage Firmware Version Models 44

Start Alarm Suppression

54-2 © Heatthy UCSC-C240-M..  Coh-ServerTemplate DERIVED-2 ©  AA09-FI-DP-64..| 4.3(4.240152) WZP26510552

©  Analyze A Stop Alarm Suppression
54-3 © Healthy UCSC-C240-M...  Coh-ServerTemplate DERIVED-3 ©  AA0S-FI-DP-64..| 4.3(a240152) WZP2651056H

Set License Tier

Eveion e L p——Y © Critical UCSC-C240-M..  Coh-ServerTemplate DERIVED-4 ©  AAQG-FI-DP-64..| 4.3(4.240152) WZP26510561

& Configure 2 . Selected 4of 4  Show Selected  Unselect All Rows per page | 10 | E]

Drafilae

Step 2. Make sure all Cisco UCS C-Series nodes which are part of single Cohesity cluster are selected for
upgrade. Click Next.
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https://intersight.com/

= dul Intersight b8 Infrastructure Service - Q search

« Servers

Upgrade Firmware

@ Overview

General
S Operate \ © cone - . ; ‘
Sarvars 2 Version
Chassis 3) Summary I ) Filters 4 results
Fabric It . Name User Label Model Firmware Version UCS Domain @®
abric Interconnects
AAD9-FI-DP-8454-4 UCSC-C240-M6L 4.3(4.240152) AAO9-FI-DP-6454
HyperFlex Clusters
AAD9-FI-DP-6454-1 UCSC-C240-M6L 4.3(4.240152) AAD9-FI-DP-6454
Integrated Systems AAQ9-FI-DP-6454-3 UCSC-C240-MBL 4,3(4.240152) AADY-FI-DP-6454
AAO9-FI-DP-6454-2 UCSC-C240-M6L 4.3(4.240152) AAO9-FI-DP-6454
© Analyze —
ected4of 4  ShowSelected  Unselect All Rows per page I 10 |
Explorer New

Step 3. Select the recommended Server Firmware version and click Next. At the time of publishing this guide,
the suggested firmware was 4.3(4.240152). If the firmware upgrade does not require drive firmware updates,
select Advanced Mode, and check the Exclude Drive option.

Note: In the existing document, we are upgrading to a Firmware version which is not a recommended
version. This is just to demonstrate the process of Firmware upgrades. You should make sure to be on the
recommended version of Cisco UCS Firmware.

a2 Infrastructure Service

4 Intersight

« Servers
Ovaceion Upgrade Firmware
Version
B S © oo reler A
o © versien
o The selected firmware bundie will be downloaded from intersight.com. All the server components will be upgraded along with drives and
=Y 3) Simnary storage controliers. Use Advanced Mode to exclude upgrade of drives and storage controliers.

Fabric Interconnects

HyperFlex Clusters

Integrated Systems

= Filters 29 results

Version size Release Date Description @
O 43(5.240021) 89729 MIB  Oct 22,2024 1117 ...  Cisco Intersight Server Bundle
® ~
L Analyze O 43(4.242038) 88916 MiB  Sep 26, 2024 7:57 Cisco Intersight Server Bundle
Explorer New [ © 43(a241063) S1700MIB  Aug21,20248:25... Cisco Intersight Server Bundle ]
QO a3(a240152) 91698 MiB  Jun 4,20241013...  Cisco Intersight Server Bundle
& configure A =
O 43(3.240043) 85135MB  Apr24,2024 706...  Cisco Intersight Server Bundle
Profiles O  43(3.240022) 85158 MiB  Feb 15, 2024 9:32 Cisco Intersight Server Bundle
Templates QO 43(2.240009) BOSIOMIB Mar7,2024 9:47 AM  Cisco Intersight Server Bundle
O 43(2.240002) 804.51MiB  Jan 24,2024 10:38...  Cisco Intersight Server Bundle
Policies
O a3(2230270) 804.67MB  Nov15,202311:12...  Cisco Intersight Server Bundle
Pool ~
s O 43(2230207) 797.52MiB  Aug 15, 2023 N:11 Cisco Intersight Server Bundle
ad1af70  ShowSelected  Unselact All Rowe nar nans | 10 112 a ~
New Command Palette
=

Step 4. Click Upgrade.
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‘tyehe Intersight  »2 Infrastructure Service v/

« Servers

@ Overview Upgrade Firmware

Summary
— © cenen e

© version )
Servers Firmware

Chassis © summary I Versior Ex Driv
4.3(4.241063) Yes

Fabric Interconnects

917.00 MiB Yes

HyperFlex Clusters
o Servers to be Upgraded

Integrated Systems

Filters 4 results & Export

© Ansyze Name User Label Mode! Firmware Versi.. Requires Reboot UCS Domain

=i = Yes AAD9-FI-DP-6454
xplorer iew

©  Configure A AAOS-F

Yes AAD9-FI-DP

Yes AAD9-FI-DP

Profiles

Templates Rows per page | 25 | 1)
Policies

Pools

New Command Palette

> Cancel m
B

Step 5. Retain the Reboot Immediately to Begin Upgrade option as unselected. When the firmware is mounted
and the reboot server message appears, start upgrading the Cohesity Cluster software which will ensure the
serial reboots of each node (rolling reboots) and avoid any disruption of operations on Cohesity Data protection
services.

Step 6. Click Upgrade.

~ & Servers
AR Ovorview Upgrade Firmware
Summai
O Operate ~ © ocenenai ,
. Confirm configuration and initiate the upgrade.
I Servers. @ Version Firmware
Chassis © summary Version Exclude Drives
4.3(4.241063) © Yes
DS T connacIR size Exclude Storage Controllers
Clusters. § e
HyperFlex
$ Upgrade Firmware
Integrated ems.
i Firmware will be installed on next boot. To reboot
[ immediately, please enable the option bel
@ analyze = B |G Reboot immediately 1o Begin Uparade e e e Patot DI L e d
i Now 4.3(4.240152) (\5“ Yes AAD9-FI-DP-6454
4.3(4.240152) (@ Yes AAD9-FI-DP-6454
& Configure ~ AA0S-FI-DP-6454-3 UCSC-C240-M6L 43(4240152) (@) Yes AA09-FI-DP-6454
Profiles AAQ9-FI-DP-8454-2 UCSC-C240-M6L 4.3(4.240152) @ Yes AAQ9-FI-DP-6454
Tonprse B[ | <[5)
Policies
Pools

New Command Palette *

= < Cancel m Upgrade
« I

Step 7. The Firmware image is downloaded to the end point and staged to the respective node:
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€ Requests

Upgrade Firmware

Details

Status
“ InProgress

Name
Upgrade Firmware

D
6732851f6966e3201a4043¢

Target Type
Rack Server

Target Name
AA09-FI-DP-6454-3

Source Type
Upgrade Firmware

Source Name
AA09-FI-DP-6454-3

Initiator
andhiman@cisco.com

Start Time
Nov 11,2024 2:28 PM

End Tima
‘

Step 8. Once the firmware staging completes, the Server Power cycle option is displayed, close the message,

Execution Flow

Progress 56%

Wait for firmware staging to complete.
Upgrade is in progress.20% completed.

@ Initiate firmware upgrade. Nov 11, 2024 2:36 PM
Initiated upgrade from 4.3(4.240152) to 4.3(4.241063) successfully.

@ Cancel the previous firmware upgrade task if it is in pending state. Nov 11, 2024 2:36 PM
© Wait for the server to be powered on Nov 11, 2024 2:36 PM

© Update server power status. Nov 11,2

© Wait for BIOS POST completion. Nov 11

© Power On server. Nov 11

© Find image source to download. Nov 11, 2024 2

@ Wait for image download to complete in endpoint. Nov 11, 2024 2:36 PM
Image intersight-ucs-server-c240-mé6.4.3.4.241063.bin successfully cached in Fabric Interconnect(s)

@ Initiate image download to endpoint. Nov 11, 2024 2:28 PM
Download request for intersight-ucs-server-c240-mé6.4.3.4.241063.bin submitted successfully.

© validate the requirements for the endpoint. Nov 11, 2024 2:28 PM

and do not click Proceed. Before proceeding to the next step, make sure all nodes are at this stage.

€ Requests %
Upgrade Firmware
Details Execution Flow
Status Progress B1%
(3 Action Required
@ Wait for server reboot.
Name B  Ensure server meet requirements to continue upgrade. Please acknowledge to continue with server power
. cycle. Learn more at Help Center.
upgrane Firmware
D
645020276966e310112c55b Do ﬂOf C.’ICk on proceed
Target Type © Wait for firmware staging to complete. May 1, 2023 1:26 PM
Blade Server Staging completed successfully.
€ Requests X
Upgrade Firmware
Details Execution Flow
Status g 61%
@ Action Required
@ Wait for server reboot.
Name

Upgrade Firmware

D
6732851f696f6e3201a4043¢

@ Ensure server meet requirements to continue upgrade. Please acknowledge to continue with server power cycle. Learn more at
Help Center.

Step 9. Login to the Cohesity cluster dashboard and click Settings. Click Upgrade.

Step 10. Run a Pre-Check to ensure cohesity cluster is in a healthy state and compatible for upgrades.
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= COHESITY

B8 Dashboards Update
© Data Protection >

Product Patches  Security Patches  Upgrade
& Infrastructure >

During the upgrade, the listed Nodes will be updated with the Cohesity Software Version selected previously.
B> smartFiles >

Current Version: 6.8.2_u1_release-20240509_a5dad644

& Security Tools >

Available Upgrade Packages Get New Package
&, Test&Dev These packages were automatically found and available for upgrading. You can also get a different package and upgrade to it by clicking "Get New Package’
B Marketplace N Version Package Name Release Date Status
[ system >

There are currently no Packages on the Cluster. Use the Upload Software Package form to add a Package.

[ Reporting

Upgrade Pre-check

82 Settings >
To ensure a smoother cluster upgrade, It is recommended to run a pre-check before upgrading
@ Passed Nov 11, 2024 2:44pm
Status Last Run Time

Run Pre-check | View Details

Step 11. Click on get New package, upload the latest version of Cohesity. At the time of writing this document
cohesity was tested for upgrade to cohesity-7.1.2_u2_release-20240925_66722648. Click on upload and
upgrade option.

r 3

Upgrade Options

O Provide download URL @ Upload a package file

[cohesuyv7.1 .2_u2_release-20240925_66722648.tar.gz X Select File J

During a rolling Cluster upgrade, all Nodes are updated and the Cluster continues to be available.

Upload and Upgrade Cancel

Step 12. This step of the upgrade process will take some time, about 20-30 minutes per node when the Cisco
UCS C-Series nodes are rebooted and upgraded serially. It will take an additional 2-hours for the four node
Cohesity Cluster rolling upgrade of the server firmware.

|-

Upgrade Options

g a rolling Cluster upgrade, all Nodes are updated and the Cluster continues to be avallable

Cancel

Step 13. During the Rebooting of Cohesity node executed through the Cohesity upgrade process, upgrade of
Cisco UCS C-Series nodes is invoked through the staged UCS firmware from Intersight.
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= COHESITY

26 ¢

||

& B 8

Summary

[ Q search axc01 C @ W Q
Cluster
7.1.2_u2_release-20240925_66722648 ng

Current Version 6.8.2_u1_release-20240509_a5dad4644
Upgrade in progress.
e

Hide St

C % us-east-lintersight.com/cisco-vkvm/direct?selectedServerMoid=66f7045a6176753701c030578&selectedServerName =AA09-FI-DP-6454-28iserverProfileName=Coh-ServerTemplate_DERIVED-2

aisco  Intersight

Bl Cconsole

File

View

Macros

Tools

Power

Boot Device

Virtual Media

Chat

AA09-FI-DP-6454-2 (Coh-ServerTemplate_DERIVED-2) | KVM Console UCSC-C240-M6L WZP2651055Z

Resoluing modules dependancy. .

Installing module

deu/sril

Checking sdeussri

Booted from sdev/sril

Mounted the boot device

Container file type: squashf

Copying container This may take a few minute
15,761,408 13 833.33kB 0:01:58

Step 14. You can also monitor the firmware upgrade status of the node with Cisco Intersight in Progress

Request.

Details

In Progress

Target Name
AA09-FI-DP-6454-2

Upgrade Firmware

Execution Flow

Progress

Wait for firmware upgrade to complete.

Wait for server reboot

Wait for firmware staging to complete
Initiate firmware upgrade.

Cancel the previous firmware upgrade task if it is in pending state
Wait for the server to be powered on
Update server power status.

Wait for BIOS POST completion

Step 15. The details of the firmware and software upgrade completing the first Cisco UCS C-Series node and
the beginning of the upgrade procedure for the second Cisco UCS C-Series node initiated through the Cohesity
Data Cloud is shown below:
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tees’ Intersight 2 Infrastructure Service

Servers
@ Overview
% All Servers
©  Operate A
| earct J Filters 4 results
Servers
Health Power HCL Status Bundle Version Utility Storage Firmware Version Models =

Chassis \ .
o Oona Incomplete 4 r Ty No 4 r
4 Critical 1 4 'n:lu-J. 3 4

eCc240Mm

Fabric Interconnects @ Healthy 3 42 1
HyperFlex Clusters

) Name Health Model Server Profile UCS Domain Bundie Ver. Serial $
Integrated Systems.

[ © AAO9-FI-DP-8454-1 ® © Healthy UCSC-C240-M..  Coh-ServerTemplate_DERIVED-1 ©  AAOS-FI-DP 4.3(4.240152) WZP2651058D

[G AAO9-FI-DP-6454-2 © Healthy UCSC-C240-M..  Coh-ServerTemplate DERIVED-2 ©  AAO9-FI-DP-64.. 4.3(4.241063) WZP26510552 )
©  Analyze

C] ) AA09-FI-DP-8454-3 © © Healthy UCSC-C240-M. Coh-ServerTemplate_DERIVED-3 ©  AA0S-FI-DP-64 4.3(4.240152) WZP2651056H

Explorer o 0 AAO9-FI-DP-8454-4 D © Critical UCSC-C240-M... Coh-ServerTemplate_DERIVED-4 ©  AAO9-FI-DP-64.. 4.3(4.240152) WZP26510561

©  configure A e Rows per page | 10 ] [D

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 124 of 143



AA09-FI-DP-6454-2 (Coh-ServerTemplate_DERIVED-2) | KVM Console UCSC-C240-M6L WZP2651055Z

Cohesity Version: 7.1.2_uZ_release-28248925_66722648
Product Name: UCS-C248M6H12

Hostname: chx-c248-1-wzp2651855z-node-1

Node IPv4: 18.1688.1.166

Node IPu6:

Link Local IPVv4: 169.254.11.123

Link Local IPuv6: fe88 4ba:elff :feel:f94f

FOR LOCAL ACCESS, PI > CONNECT TO THE SAME SWITCH AS THE NODE AND US
LINK LOCAL IP ADDR “NTER THE IP IN YOUR BROWSER TO AC( THE COHESITY UI.

Hint: Num Lock on

chx-cZ248-1-wzpl651855z-node-1 login:

Cluster

@ Upgraded to 7.1.2_u2_release-20240925_66722648
Upgrade in progress.
&8 Infrastructure > =

45% completed

Show Subtasks

E‘y Sr ¢ >
r B
curity T 2 > Current Version 6.8.2_u1_release-20240509_a5dad4644
o
— : 5
@ syster > \ j
f_§3 Settir v
Summary

Current Version 6.8.2_u1_release-20240509_a5da4644

v

Step 16. All the nodes are upgraded serially in the cluster, confirm the upgraded versions for the Cohesity
Cluster and Cisco UCS C-Series node firmware.
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(@ Enable Multi-Factor Authentication for Linux support user to improve system security.

chx-c240-1

Summary

gement

Cluster

Summary  Storage Domains  Nodes

Cluster Summary

721.2TiB

Total Size

® Used

Q search

Key Management System

Syslog

avU0dDeU1aeTZaQyt B

chx-c240-1

>
>
>
B Marketpla >
>
Reporting
Summary

Cluster

Summary  Storage Domains  Nodes

= Chassis: WZP2651056H

Infrastructure Service

Key Management System

Host Name Node

Serial

Syslog

Node Status Capacity

1Y

@

[t

44 TiB

Version

Data Disks
us

© 16mo0

@ Overview

O Operate
Servers
Chassis
Fabric Interconnects
HyperFlex Clusters

Integrated Systems.

©. Analyze

Explorer Now

©  Configure

Profiles

Servers

* All Servers

¥ Filters 4 results

Health Power HCL Status Bundle Version Utility Storage Firmware Version Models
\ ona ® Incomplete 4 Nod
a4 . 84.3(4241063) 4 ®.43(4.241063] . M
[] Name Health Model Server Profile UCS Domain Serial
EI AA09-FI-DP-6454-1 © Healthy Coh-ServerTemplate_DERIVED-1 AAD9-FI-DP-64. 4.3(4.241063) WZP2651059D
(] AA09-FI-DP-6454-2 © Healthy Coh-ServerTemplate_DERIVED-2 AAO9-FI-DP-64 41063) wzP26
[_J AA09-FI-DP-68454-3 © Healthy Coh-ServerTemplate_DERIVED-3 4.3(4.241063) WZP:
O AA09-FI-DP-6454-4 © Critical Coh-ServerTemplate_DERIVED-4 4.3(4.241063) WZP26510561

Rows per page [ 10 ]

Upgrade Node Firmware (Cohesity Cluster in maintenance window)

Procedure 1.

Upgrade Cisco UCS C-Series Firmware
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Note: This procedure expands on the procedure to upgrade the firmware of only Cisco UCS C-Series
Cohesity certified nodes. The Cohesity software upgrade is not part of this procedure.

Note: Before starting the upgrade procedure, make sure the recommended Cisco UCS C-Series firmware
is compatible with the Cohesity software version.

Note: Since the Cisco UCS C-Series node firmware upgrade requires a reboot, please initiate support of
Cohesity to shut down the Cohesity cluster during the maintenance window.

This procedure is utilized in three key circumstances.
« Only the Cisco UCS C-Series node firmware requires an upgrade.
« You are comfortable with having a maintenance window for the Cohesity cluster downtime.

« Since the Rolling upgrade adds up to 20-30 minutes per node and is executed serially, it could be time
consuming for Cohesity cluster with several nodes. In this case, you can initiate a node reboot from Cisco
Intersight and upgrade the Cisco UCS C-Series node firmware in parallel to all nodes. This requires
downtime for Cohesity cluster and can only be initiated in a maintenance window.

Step 1. Login to https://intersight.com and select the account registered to Cohesity C-Series nodes managed
through Intersight.

Step 2. Select Infrastructure Service, then select Servers and identify the new Cisco UCS C-Series nodes
available for Cohesity cluster creation or nodes available to add to existing cluster. Ensure Server Profile is
successfully deployed to the Cohesity nodes.

= i Intersight 2 Infrastructure Service -

Servers
¥ All Servers
° e —
K S —
@
Heaith Power HCL Status Bundle Version Firmware Version Models Contract Status Profile Status
4
(Hona @) Incomplete 4 © Not Covered 4
® Healthy 4 ®a2(3n) 4 ®a2(3n) 4 ®C240 MeL 4 ®oK4
(] Name Health Model CPU Cap.. Memory Cap... UCS Domain Server Profile Bundle Ve ¢
0O AA09-FI-DPpRa54-1 © Healthy ucs! 128.0 1280 AA09-FI-DP-6454 Coh-ServerTemplate_DERIVED-1 42(3n)
\:\ AA09-FI-DP-6454-2 © Healthy ucs 1280 AAD9-FI-DP-6454 Coh-ServerTemplate_DERIVED-2 4.2(3n)
‘:J AA09-FI-DP-6454-3 © Healthy UCSC-C240-M6L 1280 1280 AA09-FI-DP-6454 Coh-ServerTemplate_DERIVED-3 4.2(3n)
0O AA09-FI-DP-6454-4 © Healthy UCSC-C240-M6L 128.0 1280 AA09-FI-DP-6454 Coh-ServerTemplate_DERIVED-4 4.2(3n)
sovspecssn [0 ~ ] ¢ (1)

Step 3. Select the servers, click the ellipses “...” and select ‘Upgrade Firmware’ option.
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O Power
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(Hona 7) Incomplete 4 © Not Covered 4
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VMware
Health Model CPU Cap.. Memory Cap. UCS Domain Server Profile Bundle Ve $

© Healthy 128.0 1280 AAO9-FI-DP-6454  Coh-ServerTemplate_DERIVED-1 4.2(3h)

54-2 © Healthy 128.0 1280 AAO9-FI-DP-6454  Coh-ServerTemplate_DERIVED-2 42(3h)

ior

54-3 © Heaithy 128.0 1280 AAO9-FI-DP-6454  Coh-ServerTemplate_DERIVED-3 4.2(3n)
Set License Tier
- Anve vrur w54-4 © Healthy 1280 1280 AAQ9-FI-DP-6454  Coh-ServerTemplate_DERIVED-4 4.2(3n)

»
Show Selected  Unselect All Rows per page | 10 | [7‘|

ek Intersight b8 Infrastructure Service v
« Servers
Upgrade Firmware
" © ceners | General
°
) 2 Version
(] 3 Summary ‘ ‘ Filters 4 results
Name I User Label Model Firmware Version UCS Domain
AADD-FI-DP-6454-4 4.2(3n) AADQ-FI-DP-6454
(3h 1-OP
4.2(3n 1-DP-8454
4.2(3n) AAD9-FI-DP-6454
Show Selected  Unselect Al Rows per page | 10 (1)

Step 5. Identify the recommended Firmware version. In general, the recommended sign is displayed on the
firmware. Click Next.

By default the drive and storage controller firmware is also upgraded. To avoid drive failure and improve the
resiliency of drives, it is recommended to upgrade drive firmware. Drives can be excluded from firmware
upgrades, through ‘Advanced Mode’.
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= b Intersight ¢ infrastructure Service -

« Servers

Upgrade Firmware

- O ¢ o— Version

°
e) Vi
@ The selected firmware bundie will be downloaded from intersight.com. All the server components will be upgraded along with drives and

storage controllers. Use Advanced Mode 10 exclude upgrade of drives and storage controllers.

Filters 27 results

“ 3  Summary

Version size Release Date Description

) Intersight Server Bundle

) Intersight Server Bundle

¢ ) ) Intersight Server Bundle

10t Show Selactad  Unselact All Rews nar nana | 10 R

[ -

Step 6. Confirm the firmware version for upgrades on Cohesity nodes. Click Upgrade.

ki Intersight ¢ Infrastructure Service v

« Servers

Upgrade Firmware

& © ocenerai Sommacy

© version
Firmware

<« © summary

4.3(4.240152)

916.98 Mi8
Servers to be Upgraded

| Filters 4 results

User Label Model Firmware Vers: ‘ Requires Reboot UCS Domain UCS Domain
DP-8454-4 UCSC-C240-M6L 4.2(3r Yes AAO9-FI-DP-6454 AA09-FI-DP-6454

Cancel Upggade

Step 7. On the Upgrade Firmware confirmation screen, enable Reboot Immediately to Begin Upgrade.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 129 of 143



b Intersight ¢ infrastructure Service v

asco

Templates

UCS Chassis Profile Templates UCS Domain Profile Templates UCS Server Profile Templates vNIC Templates VHBA Templates
o
° Create UCS Server Profile Template
L7 -

Filters 1 result [ & Expont |
[ Name Usage Target Platform ] Description Last Update
J

Step 8. Select Infrastructure Service, then select Servers and identify the new Cisco UCS C-Series nodes
available for Cohesity cluster creation or nodes available to add to existing cluster.

+ Servers

@ Upgrade Firmware

= © conern Summary
Confirm configuration and initiate the upgrade.
.
[2) © version
“

© summary Version Exclude Drives
4.3(4.240152) = No

Firmware

size Exclude Storage Controllers
916.98 MiB .

Serverstobe Upgraded |Jpgrade Firmware

Name e — 5 ] Requires Reboot ©' UCS Domain UCS Domain (]
AAQ9-FI-DP-8454-4 Yes AADD-FI-DP-6454 AAQ9-FI-DP-6454

Cancel m
AAOS-FI-DP-8454-1 Yes FI-DP-
AAO9-FI-DP-6454-3 UCSC-C240-M6L 42(3n) % Yos AAD9-FI-DP-6454 AAO9-FI-DP-6454
AAQS-FI-DP-6454-2 UCSC-C240-M6L 4.2(3n) \'} Yes AADG-FI-DP-6454 AADS-FI-DP-8454

e @

< o

Step 9. Monitor the firmware upgrade process. The firmware is automatically downloaded to the sever end
point.
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AA09-FI-DP-6454-2

Initiator

andhiman@cisco.com
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* All Servers & +
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Servers
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Integrated Systems
[0 © AA09-FI-DP-6454-1 © Heathy UCSC-C240-M..  Coh-ServerTemplate_DERIVED-1 ©  AAD9-FI-DP-64..| 4.3(4.240152) WZP26510590
[J © AAos-FI-DP-6454-2 © Heaithy UCSC-C240-M..  Coh-ServerTemplate_DERIVED-2 ©  AA09-FI-DP-64..| 4.3(4.240152) WZP26510552
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Step 11. When the firmware across all Cisco UCS C-Series nodes are upgraded, restart the Cohesity Cluster.
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Solution Validation
This chapter contains the following:

« Backup the SQL Server with Cohesity File Based Protection Group

« Restore SQL Server with Cohesity File Based Protection Group

This chapter provides a high level solution validation summary for protection of standalone Microsoft SQL Server
database hosted on Cisco Compute Hyperconverged with Nutanix cloud platform. The validation environment
for this CVD are detailed below:

. Cohesity Data Cloud was deployed on a four (4) node Cisco UCS C-Series cluster configured with Cisco
UCS C240 M6 LFF rack servers

« SQL Server 2022 was deployed on Windows VM configured on AHV based Nutanix cluster on Cisco
Compute Hyperconverged HCIAF240C M7 All-NVMe servers

« SQL Server Operational database workload (OLTP) was generated with HammerDB tool (v4.10) with a
size of 500GB loaded using 5000 warehouse IDs and stored on multiple vDisks

Note: The HammerDB tool is used to simulate and run TPROC-C-like workloads on the SQL Server virtual
machines. It is a leading benchmarking and load testing software for the world’s most popular

databases like Microsoft SQL Server. It implements a fair usage of TPC specifications for benchmarking the
database workloads such as Online Transactional (OLTP) and Decision Support System(DSS). TPC is an
industry body most widely recognized for defining benchmarks.

Cohesity supports the following MS SQL Server backups:

» Volume-based Backup
» File-based Backup
» VDI-based Backup

In the existing validation, File-based Backup was used to test protection of SQL Server on Nutanix AHV with the
Cohesity Data Cloud. File-based backup protects only the MS SQL databases you choose. It captures only the
database files for those selected databases. This approach contrasts with a volume-based backup, which
captures any and all the files contained on the volume.

Note: To enable file-based backup, you must install the File System CBT component during Cohesity

agent installation.

Note: The steps to enable protection of SQL Server with Cohesity is outside the scope of this document.

To learn more, please refer to the Cohesity documentation on protection of Microsoft SQL Server
Backup the SQL Server with Cohesity File-based Protection Group

The objective of this test is to demonstrate protection of a large SQL server database deployed on a single AHV
based VM on Cisco Compute Hyperconverged with Nutanix. Cohesity File-based Protection Groups protect only
the specific MS SQL databases that you select.

Table 16 lists the test configuration details.
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Table 16. File Based Backup configuration details

Component

vCPUS 1

No of Cores 8

Memory 32GB

Storage Layout 1x 120G disk for Widows OS + SQL Binaries + System

Databases

Following disks are used for storing 500G user/test database
4x 200G disks for user Database data files

2x 300G disks for TempDB data files

1x 600G disk for user database and TempDB T-Log files

1x 800G disks for backup

Database Site and file Layout 500G
Created with 4x data files each is 100G and 1x T-Log file of size
300G
SQL Server Settings Max Memory = 122
Soft-NUMA disabled
Enabled Lock Pages in memory and Instant file Initialization
Workload details SQL Server Operational database workload (OLTP) generated
with HammerDB tool (v4.10)
Database Size= 500GB
Warehouse IDs= 5000

Cohesity Agent File Based Agent

Backup Type Full backup

The screenshot below captured through the Cohesity dashboard details the successful backup of 500GB OLTP
database on SQL Server in approximately 5 minutes.

= COHESITY Q_ search axc201 G @O H A &

D2 Dashboart
i} DEshtomds & Runs for tpcS00G-protect

@ Data Protection v
Gy @ Run Details: tpc500G-protect
Nov 1, 2024 9:12am
Recoveries
Backup
Sources
3 succeeded 2 Met @ 1 Succeeded © orailed 3 0 Canceled &3 0 skipped ® sm16s Delats Snapshots
Status SLA Status Objects Objects Objects Objects Duration
Policies
s Q
CloudRetrieve S
D Microsoft SQL Object Name Start Time End Time Duration Data Read Logical Size Message
Runbooks
O @ kinny Nov1,20249:12am Nov 1,20249:17am 5m 11s 650.1 GiB 650.1 Gig
& Infrastructure > seciksadae
iy ok v1,20249:12am Nov1,20249:17am 4m 59s 650.1 Gig 650.1 Gi
B SmartFiles > wcsainziidlld
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Cohesity protection group setting for the backup job is shown below:

02 pashboards
08 Dashboard: & Protection

© DataProtection v [ (00 Group Details: tpcSOOG-protect]

Policy: SQLPolicy

Protection
Runs  AuditTrail  Settings  Consumption  Trend
Recoveries
Sources Source
MS SQL Servers
Policies

CloudRetrieve

Objects
Runbooks 1 1
Microsoft SQL Objects Manually Protected
& Infrastructure >
B SmartFiles >
Policy
&, Test&Dev
SQLPolicy
& Marketplace >
& Backup
[ system > Every day | Retain 2 weeks
c, RetryOptio
Ratry 3 tmes on apa
[ Reports
196 Log Backup (Databases)
- = Every 1 hour | Retan 2 weeks
Last login: Nov 12, 2024 201pm

= COHESITY ‘ aman1 G @ H Q

02 Dashbo
B8 Dashboards & Protection

@ Data Protection v P
Settings
Protection <OLD
SQLDomain
Recoveries 9:12am | America/Los_Angeles
Sources Full: 1 day
Incremental: 1 day
Policies

(D  SLAwill be met if Full Backups complete within 1 day and Incremental Backups complete within 1 day

CloudRetrieve

Microsoft SQL Settings

Runbooks
File-based
& Infrastructure >
Off
B> smartFiles >
All user and system databases. Use server preferences for AAG databases.
& Test&Dev
Additional Settings
& Marketplace >
@ Future F No
D system >
End Date Never
@) Rreports Backup HDD

Last login: Nov 12, 2024 2:01pm

Restore SQL Server with Cohesity File Based Protection Group

The objective of this test is to demonstrate restoration of the protected SQL server database deployed on a
single AHV based VM on Cisco Compute Hyperconverged with Nutanix. As mentioned in the previous section
Cohesity File-based Protection Groups was utilized to protect the existing 500G TPC database. SQL Database
was restored to same VM but as a different database

The screenshot below showcases the successful restore of SLQ database in approximately 9 minutes:
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ITY

08 pashboards
OF Dashboards & Recoveries

Data Protection >

@ Recover_Microsoft_SQL_Nov_14_2024_11_36_AM

Infrastructure >

B> SmartFiles > Details Options
& Test&Dev

Succeeded 9m 19s
B Marketplace > Status Duration
D system > Object Recovered From Recovery Point Status Start Time ¢ Duration
[ Reports @ MSSQLSERVER/tpccS00g © Local Nov 14, 2024 11:12am @ Succeeded Nov 14, 2024 11:39am 9m 19s
@ setings > SRR ¥ LA

The screenshot below elaborates on the restored SQL Server database
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& W System Databases ey Py o
& W Database Snapshots
3 B tet <_discount smallmoney 2
5 i tpccs00g <_credit lim money %]
= @ tpecS00grestore clast char(16) %}
?’:"‘“ Disgrams e first char(16) <]
ables
@ W System Tobles c_credit char(2) %]
3 W FileTables <_balance money 2
& W Extemal Tables v prasesiy R g
4 1l Graph Tables
5 B dbo.customer <_payment_cnt smallint E
5 W Columns <_delivery_cnt smallint
5 M Keys c_street 1 char(20) %]
i O Constisirti Cstreet 2 char(20) ]
5 W Tiggers
o Indaxes c_city char(20) %)
. Statistics c_state char(2)
= ER dbodistrict = char(9) %]
@ W Columns
5 o Xeys <_phone char(16)
5 W Constraints csince datetime
@ W Triggers c_middle char(2) %]
B M Indexes c_data char(500) =]
Statistics
@ g dbo.history a
@ @0 dbo.item
4 8 dbo.new_order
# B8 dbo.order_line
& BB dbo.orders
© BB dbo.stock
7 @8 dbo.warehouse s
& 1 Dropped Ledger Tobles ) Column Properties
B W Views )
& W Extemal Resources Elua
2 1 Synonyms v (General) ~
% W Programmability (Name) cid
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Cohesity Certified Cisco UCS Nodes

This solution utilizes 4x Cisco UCS C240 M6 LFF nodes connected to Cisco UCS Fabric Interconnect in
Intersight Managed Mode (IMM). Along with this configuration, Cisco and Cohesity have certified solutions with
different capacity points available on All NVME Cisco X-Series modular system, all NVME Cisco UCS C-Series
Rack Servers. This allows you to select your configuration based on key characteristics such as:

« Total Capacity
« Workload configurations such as Data Protection and File Services

« Performance requirements based on Cisco X-Series Modular System with All NVMe Cisco UCS X210c
nodes, Cisco UCS C220 M6 All Flash or Cisco UCS C240 M6 LFF HDD configurations.

 Single node deployments for Remote offices and Branch offices (ROBO)
« Cohesity SmartFiles solution with Cisco UCS C-Series nodes

Table 17 lists the Cohesity-certified nodes on Cisco UCS Platform.

Table 17. Cohesity Certified Cisco UCS Nodes

Solution Name Cisco UCS Platform Capacity per Node Caching SSDs/NVMe per

Node

Cohesity X-Series All NVMe Cisco UCS X9508 platform 91.8TB

nodes

Cohesity-C240 M6 LFF- Cisco UCS C240 M6 LFF 12 TB 3.2TB

Nodes Rack Server
24 TB 3.2TB
36 TB 3.2TB
48 TB 3.2TB
64 TB 3.2TB
96 TB 6.4 TB
128 TB 6.4 TB
144 TB 6.4 TB
192 TB 6.4 TB
216 TB 12.8 TB
288 TB 12.8 TB

Cohesity-M6-ROBO-Nodes  Cisco UCS C220 M6 LFF 8 TB 1920 GB

Rack Server

16 TB 1920 GB
24 TB 1920 GB
36 TB 1920 GB

Cohesity-C220-All-NVMe- Cisco UCS C220 M6 All 76 TB
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Solution Name Cisco UCS Platform Capacity per Node Caching SSDs/NVMe per

Node

Nodes NVMe Rack Server 153 TB
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Appendix

This appendix is organized into the following sections:

- Appendix A - Bill of Materials

» Appendix B - References Used in Guide

»  Appendix C - Known Issues and Workarounds

« Appendix D - Recommended for You

Appendix A - Bill of Materials

Table 18 provides an example the Bill of Materials used for four (4) node Cohesity cluster for protection of SSLQ
Server on Cisco Compute Hyperconverged with Nutanix, along with a pair of Cisco Fabric Interconnects, used in
the testing and reference design described in this document.

Table 18. Cohesit

C-Series (4 nodes) on Cisco UCS Bill of Materials

1.0 UCS-M6-MLB UCS M6 RACK, BLADE MLB 1

1.1 DC-MGT-SAAS Cisco Intersight SaaS 1

1.1.1 DC-MGT-IS-SAAS-AD Infrastructure Services SaaS/CVA - 4
Advantage

1.1.2 SVS-DCM-SUPT-BAS Basic Support for DCM 1

1.1.3 DC-MGT-UCSC-1S UCS Central Per Server - 1 Server 4
License

1.1.4 DC-MGT-ADOPT-BAS Intersight - 3 virtual adopt session 1
http://cs.co/requestCSS

1.2 UCSC-C240-M6L UCS C240 M6 Rack w/o CPU, mem, 4
drives, 2U w LFF

1.2.0.1 CON-LTNCO-UCSCC2L4 CX LEVEL 1 8X7XNCDOSUCS C240 4
M6 Rack wo CPU mem drives 2

1.2.1 UCS-HD12T7KL4KM 12TB 12G SAS 7.2K RPM LFF HDD 16
(4K)

1.2.2 UCSC-M-V25-04 Cisco UCS VIC 1467 quad port 4
10/25G SFP28 mLOM

1.2.3 CIMC-LATEST IMC SW (Recommended) latest 4
release for C-Series Servers.

1.2.4 UCS-M2-1240GB 240GB M.2 Boot SATA Intel SSD 8

1.2.5 UCS-M2-HWRAID Cisco Boot optimized M.2 Raid 4
controller

1.2.6 UCSX-TPM-002C TPM 2.0, TCG, FIPS140-2, CC EAL4+ | 4

Certified, for M6 servers
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1.2.7 UCSC-RAIL-M6 Ball Bearing Rail Kit for C220 & C240 | 4
M6 rack servers

1.2.8 UCSC-BBLKD-S2 UCS C-Series M5 SFF drive blanking | 8
panel

1.2.9 UCS-DIMM-BLK UCS DIMM Blanks 96

1.2.10 UCSC-RIS1B-240M6 C240 M6 Riser1B; 2xHDD/SSD; 4
StBkt; (CPU1)

1.2.11 UCSC-RIS2A-240M6 C240 / C245 M6 Riser2A; 4
(x8;x16;x8);StBkt; (CPU2)

1.2.12 UCSC-RIS3B-240M6 C240 M6 Riser 3B; 2xHDD; StBkt; 4
(CPU2)

1.2.13 UCSC-HSLP-M6 Heatsink for 1U/2U LFF/SFF GPU 8
SKU

1.2.14 UCSC-M2EXT-240M6 C240M6 / C245M6 2U M.2 Extender | 4
board

1.2.15 UCSC-MPSTOMG6L-KIT C240M6L MID PLANE KIT 4x3.5" 4
HDD

1.2.16 UCS-CPU-16326 Intel 6326 2.9GHz/185W 16C/24MB 8
DDR4 3200MHz

1.2.17 UCS-MR-X16G1RW 16GB RDIMM SRx4 3200 (8Gb) 32

1.2.18 UCSC-SAS-M6HD Cisco M6 12G SAS HBA (32 Drives) 4

1.2.19 UCS-HD12T7KL4KN 12TB 12G SAS 7.2K RPM LFF HDD 48
(4K)

1.2.20 UCS-NVME4-6400 6.4TB 2.5in U.2 15mm P5620 Hg 8
Perf Hg End NVMe (3X)

1.2.21 UCSC-PSU1-1200W 1200w AC Titanium Power Supply for | 8
C-series Rack Servers

1.2.22 CAB-C13-C14-2M Power Cord Jumper, C13-C14 8
Connectors, 2 Meter Length

1.2.23 UCS-SID-INFR-DTP Data Protection Platform 4

1.2.24 UCS-SID-WKL-OW Other Workload 4

1.3 UCS-FI-6454-U UCS Fabric Interconnect 6454 2

1.3.0.1 CON-LTNCO-SFI6454U CX LEVEL 1 8X7XNCDOSUCS Fabric | 2
Interconnect 6454

1.3.1 N10-MGTO018 UCS Manager v4.2 and Intersight 2

Managed Mode v4.2
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1.3.2 UCS-PSU-6332-AC UCS 6332/ 6454 Power 4
Supply/100-240VAC

1.3.3 CAB-C13-C14-2M Power Cord Jumper, C13-C14 4
Connectors, 2 Meter Length

1.3.4 UCS-ACC-6332 UCS 6332/ 6454 Chassis Accessory | 2
Kit

1.3.5 UCS-FAN-6332 UCS 6332/ 6454 Fan Module 8

Appendix B - References Used in Guide

Cisco Intersight: https://www.cisco.com/c/en/us
Cisco Unified Computing System: http://www.cisco.com/en/US/products/ps10265/index.html

Cisco Compute Hyperconverged with Nutanix for Microsoft SQL Server 2022 Databases:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/UCS CVDs/cisco nutanix sqgl.html

Cisco Compute Hyperconverged with Nutanix in Intersight Standalone Mode:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/UCS CVDs/CCHC Nutanix ISM.html

Cisco UCS C-Series

Product Installation Guide:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c/hw/c240m6/install/b-c240-m6-install-

quide.html

Cohesity on Cisco: https://www.cisco.com/c/en/us/solutions/global-partners/cohesity.html and
https://www.cohesity.com/solutions/technology-partners/cisco

Cohesity Guide for Backup of Microsoft SQL Server:

https://docs.cohesity.com/6 8 1/Web/UserGuide/Content/MSSQL/SQLProtection.htm?tocpath=Databases%7
CMicrosoft%20SQL%20Server%7CBackup%20Microsoft%20SQL%20Server%7C 0 and

https://docs.cohesity.com/HomePage/PDFs/Cohesity-Solution-Guide-Protect-SQL -Server-Databases.pdf

Appendix C - Known Issues and Workarounds

IPMI Warning on Cohesity System Health Status

When the Cohesity cluster is configured, you may see “IPMI config Absent” alerts on Cohesity Health Tab. Cisco
UCS C-Series with Cohesity does not require any IPMI configuration on the cluster. Please ignore this warning
or contact Cohesity support for more details.

The warning is detailed below:
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https://www.cisco.com/c/en/us/products/servers-unified-computing/intersight/index.html
http://www.cisco.com/en/US/products/ps10265/index.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/cisco_nutanix_sql.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/CCHC_Nutanix_ISM.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m6/install/b-c240-m6-install-guide.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m6/install/b-c240-m6-install-guide.html
https://www.cisco.com/c/en/us/solutions/global-partners/cohesity.html
https://www.cohesity.com/solutions/technology-partners/cisco/
https://docs.cohesity.com/6_8_1/Web/UserGuide/Content/MSSQL/SQLProtection.htm?tocpath=Databases%7CMicrosoft%20SQL%20Server%7CBackup%20Microsoft%20SQL%20Server%7C_____0
https://docs.cohesity.com/6_8_1/Web/UserGuide/Content/MSSQL/SQLProtection.htm?tocpath=Databases%7CMicrosoft%20SQL%20Server%7CBackup%20Microsoft%20SQL%20Server%7C_____0
https://docs.cohesity.com/HomePage/PDFs/Cohesity-Solution-Guide-Protect-SQL-Server-Databases.pdf

Details for IpmiConfigAbsent

25 Occurrences | First Occurrence Jun 5, 2023 7:58am | Last Occurrence Jun 5, 2023 10:04am
((May 30, 2023 - Jun 05, 2023 ) Q )
Chart

Chart with 25 data points.
The chart has 1 X axis displaying Time. Range: 2023-06-05 00:00:00 to 2023-06-05 23:59:59.
The chart has 1Y axis displaying values. Range: -1to 3

CADEIEESER
02:00 am 04:00 am 06:00 am 08:00 am 10:00 am 12:00 pm 14:00 pm 16:00 pm 18:00 pm 20:00 pm 22:00 pm
End of interactive chart.
Alert Code Severity Type Category Status
CEN3701074 Info Maintenance Configuration Active

Description
IPMI config is absent on cluster id 2138224323806634.

Cause

IPMI Config is highly recommended on physical dluster but not configured.
Resolution

© Create new resolution O Associate with existing resolution

Appendix D - Recommended for You

Cisco Intersight
Cisco Intersight Help Center: https://intersight.com/help/saas/home

Cisco UCS C-Series

Product Installation Guide:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c/hw/c240m6/install/b-c240-m6-install-

quide.html

Cohesity on Cisco

https://www.cisco.com/c/en/us/solutions/global-partners/cohesity.html

https://www.cohesity.com/solutions/technology-partners/cisco

Microsoft SQL Server protection with Cohesity

https://docs.cohesity.com/HomePage/PDFs/Cohesity-Solution-Guide-Protect-SQL -Server-Databases.pdf

Cohesity on Cisco X-Series

Validated Design:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/UCS CVDs/ucs xseries cohesity.html

Ansible Automation

Ansible automation for Cohesity server profile for Cisco UCS X-Series:
https://developer.cisco.com/codeexchange/github/repo/ucs-compute-

solutions/intersight cohesity xseries ansible/
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https://intersight.com/help/saas/home
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m6/install/b-c240-m6-install-guide.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m6/install/b-c240-m6-install-guide.html
https://www.cisco.com/c/en/us/solutions/global-partners/cohesity.html
https://www.cohesity.com/solutions/technology-partners/cisco/
https://docs.cohesity.com/HomePage/PDFs/Cohesity-Solution-Guide-Protect-SQL-Server-Databases.pdf
https://docs.cohesity.com/HomePage/PDFs/Cohesity-Solution-Guide-Protect-SQL-Server.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/ucs_xseries_cohesity.html
https://developer.cisco.com/codeexchange/github/repo/ucs-compute-solutions/intersight_cohesity_xseries_ansible/
https://developer.cisco.com/codeexchange/github/repo/ucs-compute-solutions/intersight_cohesity_xseries_ansible/

Feedback
For comments and suggestions about this guide and related guides, join the discussion on Cisco Community at

https://cs.co/en-cvds.

CVD Program

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS (COLLECTIVELY,
"DESIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND ITS SUPPLIERS
DISCLAIM ALL WARRANTIES, INCLUDING, WITHOUT LIMITATION, THE WARRANTY OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING,
USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT,
SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS
OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THE DESIGNS, EVEN IF
CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. USERS ARE SOLELY RESPONSIBLE FOR THEIR
APPLICATION OF THE DESIGNS. THE DESIGNS DO NOT CONSTITUTE THE TECHNICAL OR OTHER
PROFESSIONAL ADVICE OF CISCO, ITS SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT THEIR OWN
TECHNICAL ADVISORS BEFORE IMPLE-MENTING THE DESIGNS. RESULTS MAY VARY DEPENDING ON
FACTORS NOT TESTED BY CISCO.
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