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     [bookmark: pgfId-779761]Release Notes for Cisco UCS C-Series Software, Release 2.0(7)
      
      
 
     
 
 
     [bookmark: pgfId-779762]First Published Date: September 17, 2015
 
     [bookmark: pgfId-781687]Last Revision Date: January 8, 2016
 
     [bookmark: pgfId-779763]
 
     [bookmark: pgfId-779764]This document describes the new features, system requirements, open caveats and known behaviors for C- series software release 2.0(7) including Cisco Integrated Management Controller software and any related BIOS, firmware, or drivers. Use this document in conjunction with the documents listed in the “Related Documentation” section.
 
     
      
    
 
    
 
    [bookmark: pgfId-779768]Note We sometimes update the documentation after original publication. Therefore, you should also review the documentation on Cisco.com for any updates.

     
    

    
 
      shows the online change history for this document.
 
     [bookmark: pgfId-779796]
 
     
      
       
        [bookmark: pgfId-779779]Table 1 [bookmark: 93176]Online History Change 
 
       
      
        
        	
          
          [bookmark: pgfId-779785]Revision
         
  
        	
          
          [bookmark: pgfId-779787]Date
         
  
        	
          
          [bookmark: pgfId-779789]Description
         
  
       
 
        
        	 [bookmark: pgfId-779791]A0
  
        	 [bookmark: pgfId-779793]September 17, 2015
  
        	 [bookmark: pgfId-779795]Created release notes for Release 2.0(7d).
  
       
 
        
        	 [bookmark: pgfId-781750]B0
  
        	 [bookmark: pgfId-781752]January 8, 2016
  
        	 [bookmark: pgfId-781754]Following changes were made:
 
          
          	 [bookmark: pgfId-782354]Added the Resolved Caveats section. 
 
          	 [bookmark: pgfId-782491]Updated the HUU versions to 2.0(7e).
 
         
  
       
 
      
     
 
    
 
   
 
    
     [bookmark: pgfId-779797]Contents
 
     [bookmark: pgfId-779798]This document includes the following sections:
 
     
     	 [bookmark: pgfId-779802]Introduction
 
     	 [bookmark: pgfId-779806]Supported Features
 
     	 [bookmark: pgfId-782728]Resolved Caveats
 
     	 [bookmark: pgfId-779810]Open Caveats
 
     	 [bookmark: pgfId-779814]Known Behavior
 
     	 [bookmark: pgfId-779818]Related Documentation
 
     	 [bookmark: pgfId-779822]Obtaining Documentation and Submitting a Service Request
 
    
 
   
 
    
     [bookmark: pgfId-779824][bookmark: 26461]Introduction
 
     [bookmark: pgfId-779825]This section includes the following sections:
 
     
     	 [bookmark: pgfId-779829]Overview of Cisco UCS C3260 Rack Servers
 
     	 [bookmark: pgfId-779833]Hardware and Software Interoperability
 
     	 [bookmark: pgfId-779837]Transceivers Specifications
 
     	 [bookmark: pgfId-779841]Firmware Files
 
     	 [bookmark: pgfId-779845]Host Upgrade Utility
 
     	 [bookmark: pgfId-779849]System Requirements
 
     	 [bookmark: pgfId-779853]Updating the Firmware
 
     	 [bookmark: pgfId-779857]Recommended Best Practices
 
     	 [bookmark: pgfId-779861]Upgrading BIOS and BMC Firmware
 
    
 
   
 
    
     [bookmark: pgfId-779864][bookmark: 95667][bookmark: 91969]Overview of Cisco UCS C3260 Rack Servers
 
     [bookmark: pgfId-779865]The Cisco UCS C3260 is a modular, dense storage rack server with dual server nodes, optimized for large datasets used in environments such as big data, cloud, object storage, and content delivery.
 
     [bookmark: pgfId-779866]The UCS C3260 chassis is a modular architecture consisting of the following modules:
 
     
     	 [bookmark: pgfId-779867]Base Chassis: contains four power supplies, eight fans, and a rail kit.
 
     	 [bookmark: pgfId-779868]Server Node: one or two server nodes, each with two CPUs, 128, 256, or 512 GB of DIMM memory, and a RAID card in pass-through mode or a RAID card with a 1 GB or 4 GB cache.
 
     	 [bookmark: pgfId-779869]System I/O Controller (SIOC): one or two System I/O Controllers, each of which includes a 1300-series VIC.
 
     	 [bookmark: pgfId-779870]Optional Drive Expansion Node: choice of either 4 x 4 TB drives (total capacity: 16TB) or 4 x 6 TB drives (total capacity: 24 TB).
 
     	 [bookmark: pgfId-779871]Solid-State Boot Drives: up to two SSDs per server node.
 
     	 [bookmark: pgfId-779872]The enterprise-class UCS C3260 server extends the capabilities of Cisco's Unified Computing System portfolio in a 4U form factor that delivers the best combination of performance, flexibility, and efficiency gains.
 
    
 
     
      [bookmark: pgfId-779873]Differences Between Cisco UCS C3160 and C3260 Systems
 
       lists the differences between Cisco UCS C3160 and Cisco UCS 3260 systems.
 
      [bookmark: pgfId-779878]
 
      
       
        
         [bookmark: pgfId-779882]Table 1-2 [bookmark: 77683]Differences Between Cisco UCS C3160 and Cisco UCS C3260
 
        
       
         
         	 
           
           [bookmark: pgfId-779896]System
          
  
         	 
           
           [bookmark: pgfId-779898]Cisco IMC Firmware Minimum
          
  
         	 
           
           [bookmark: pgfId-779900]Supported SIOC
          
  
         	 
           
           [bookmark: pgfId-779902]Number of Server Nodes Supported
          
  
         	 
           
           [bookmark: pgfId-779904]UCSM- Managed or Standalone
          
  
         	 
           
           [bookmark: pgfId-779906]Label on Right-Front Handle
          
  
         	 
           
           [bookmark: pgfId-779908]Rear-Panel SSD Drives Supported
          
  
        
 
         
         	 [bookmark: pgfId-779910]C3160
  
         	 [bookmark: pgfId-779912]2.0(3)
  
         	 [bookmark: pgfId-779917]UCSC-C3160-SIOC1
  [bookmark: pgfId-779918]Intel i350 
  VIC 1227-T
  
         	 [bookmark: pgfId-779921]1
  
         	 [bookmark: pgfId-779923]Standalone
  
         	 [bookmark: pgfId-779925]C3160
  
         	 [bookmark: pgfId-779927]2
  
        
 
         
         	 [bookmark: pgfId-779929]C3260
  
         	 [bookmark: pgfId-779931]2.0(7)
  
         	 [bookmark: pgfId-779939]UCSC-C3260-SIOC2
  [bookmark: pgfId-779940]Integrated VIC 1300 Series chip
  
         	 [bookmark: pgfId-779942]2 (two SIOCs required; one for each server) 
  
         	 [bookmark: pgfId-779944]Standalone
  
         	 [bookmark: pgfId-779946]C3260
  
         	 [bookmark: pgfId-779948]4
  [bookmark: pgfId-779949](two server nodes required)
  
        
 
       
      
 
     
 
      
      
        
        	 1.[bookmark: pgfId-779916]This SIOC and supported VIC cards are not forward-compatible with the Cisco UCS C3260 system.
 1.[bookmark: pgfId-779916]This SIOC and supported VIC cards are not forward-compatible with the Cisco UCS C3260 system.
 2.[bookmark: pgfId-779935]This SIOC is not backward-compatible with the Cisco UCS C3160 system.
 2.[bookmark: pgfId-779935]This SIOC is not backward-compatible with the Cisco UCS C3160 system.
  
       
 
      
     
 
    
 
     
      [bookmark: pgfId-779956][bookmark: 43165][bookmark: 67372][bookmark: 73729][bookmark: 12834][bookmark: 45932]Hardware and Software Interoperability 
 
      for your release located at:
 
      
 
    
 
     
      [bookmark: pgfId-779961][bookmark: 29645]Transceivers Specifications
 
      [bookmark: pgfId-779962]The Cisco UCS C-Series servers supports a wide variety of 10 Gigabit Ethernet connectivity options using Cisco 10GBASE SFP+ modules.
 
       details the controllers and the supported transceivers.
 
      
       
        
         [bookmark: pgfId-779972]Table 3 [bookmark: 39180]Controllers and SFP+ Twinax Transceivers Support Matrix
 
        
       
         
         	 
           
           [bookmark: pgfId-779984]Controllers (LOM and PCIe)
          
  
         	 
           
           [bookmark: pgfId-779986]10GBASE-CU SFP+ Cable 1 Meter, passive
          
  
         	 
           
           [bookmark: pgfId-779988]10GBASE-CU SFP+ Cable 3 Meter, passive
          
  
         	 
           
           [bookmark: pgfId-779990]10GBASE-CU SFP+ Cable 5 Meter, passive
          
  
         	 
           
           [bookmark: pgfId-779992]10GBASE-CU SFP+ Cable 7 Meter, active
          
  
         	 
           
           [bookmark: pgfId-779994]10GBASE-CU SFP+ Cable 10 Meter, active
          
  
        
 
         
         	 
         	 [bookmark: pgfId-779998]SFP-H10GB-CU1M
  
         	 [bookmark: pgfId-780000]SFP-H10GB-CU3M
  
         	 [bookmark: pgfId-780002]SFP-H10GB-CU5M
  
         	 [bookmark: pgfId-780004]SFP-H10GB-ACU7M
  
         	 [bookmark: pgfId-780006]SFP-H10GB-ACU10M
  
        
 
         
         	 [bookmark: pgfId-780008]Cisco UCS Virtual Interface Cards 
  
         	 [bookmark: pgfId-780010]x
  
         	 [bookmark: pgfId-780012]x
  
         	 [bookmark: pgfId-780014]x
  
         	 [bookmark: pgfId-780016]x
  
         	 [bookmark: pgfId-780018]x
  
        
 
       
      
 
     
 
      
       
        
         [bookmark: pgfId-780023]Table 4 [bookmark: 99498]Controllers and SFP+Optical Transceivers Support Matrix
 
        
       
         
         	 
           
           [bookmark: pgfId-780031]Controllers (LOM and PCIe)
          
  
         	 
           
           [bookmark: pgfId-780033]Intel SR Optics
          
  
         	 
           
           [bookmark: pgfId-780035]JDSU (PLRXPL-SC-S43-22-N) SFP+
          
  
         	 
           
           [bookmark: pgfId-780037]Cisco SFP-10G-SR
          
  
        
 
         
         	 [bookmark: pgfId-780039]Cisco UCS Virtual Interface Cards 
  
         	 [bookmark: pgfId-780041]NA
  
         	 [bookmark: pgfId-780043]NA
  
         	 [bookmark: pgfId-780045]x
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780048][bookmark: 41859]Firmware Files
 
      [bookmark: pgfId-780083]The C-Series software release 2.0(7) includes the following software files:
 
      
       
        
         [bookmark: pgfId-780051]Table 5 Files in this release
 
        
       
         
         	 
           
           [bookmark: pgfId-780057]CCO Software Type
          
  
         	 
           
           [bookmark: pgfId-780059]File name(s) 
          
  
         	 
           
           [bookmark: pgfId-780061]Comment 
          
  
        
 
         
         	 [bookmark: pgfId-780063]Unified Computing System (UCS) Server Firmware
  
         	 [bookmark: pgfId-780065]ucs-c3260-huu-2.0.7e.iso
  
         	 [bookmark: pgfId-780067]Host Upgrade Utility
  
        
 
         
         	 [bookmark: pgfId-780069]Unified Computing System (UCS) Drivers
  
         	 [bookmark: pgfId-780071]ucs-cxxx-drivers.2.0.7.iso
  
         	 [bookmark: pgfId-780073]Drivers
  
        
 
         
         	 [bookmark: pgfId-780075]Unified Computing System (UCS) Utilities
  
         	 [bookmark: pgfId-780077]ucs-cxxx-utils-efi.2.0.7.iso
  [bookmark: pgfId-780078]ucs-cxxx-utils-linux.2.0.7.iso 
  [bookmark: pgfId-780079]ucs-cxxx-utils-vmware.2.0.7.iso 
  [bookmark: pgfId-780080]ucs-cxxx-utils-windows.2.0.7.iso 
  
         	 [bookmark: pgfId-780082]Utilities
  
        
 
       
      
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-780084]Note Always upgrade the BIOS, the BMC and CMC from the HUU ISO. Do not upgrade individual components (only BIOS or only BMC or CMC), since this could lead to unexpected behavior. If you choose to upgrade BIOS, the BMC and the CMC individually and not from the HUU ISO, make sure to upgrade both BMC, BIOS and CMC to the same container release. If the BIOS, CMC and the BMC versions are from different container releases, it could result in unexpected behavior. Cisco recommends that you use the Update All option from the Host Upgrade Utility to update the firmware versions of BMC, BIOS, CMC and all other server components (VIC, RAID Controllers, PCI devices, and LOM) together.

      
     

     
 
    
 
     
      [bookmark: pgfId-780086][bookmark: 70163]Host Upgrade Utility
 
      [bookmark: pgfId-780087]The Cisco Host Upgrade Utility (HUU) is a tool that upgrades the following firmware: 
 
      
      	 [bookmark: pgfId-780088]Baseboard Management Controller (BMC)
 
      	 [bookmark: pgfId-780089]System BIOS
 
      	 [bookmark: pgfId-780090]Chassis Management Controller (CMC1 and CMC2)
 
      	 [bookmark: pgfId-780091]SAS Expander
 
      	 [bookmark: pgfId-780092]UCSC-C3260-SIOC
 
      	 [bookmark: pgfId-780093]LSI controllers: 
 
     
 
      [bookmark: pgfId-780094]–[image: ] RAID controller for UCS C3X60 Storage Servers 
 
      [bookmark: pgfId-780095]–[image: ] UCS C3X60 12G SAS Pass through Controller
 
      
      	 [bookmark: pgfId-780096]HDD 
 
     
 
      [bookmark: pgfId-780097]–[image: ] ST4000NM0023
 
      [bookmark: pgfId-780098]–[image: ] MG03SCA400
 
      [bookmark: pgfId-780099]–[image: ] PX02SMF040
 
      [bookmark: pgfId-780100]–[image: ] ST6000NM0014
 
      [bookmark: pgfId-780101]The image file for the firmware is embedded in the ISO. The utility displays a menu that allows you to choose which firmware components to upgrade. For more information on this utility see specific version of the:
 
      
 
      [bookmark: pgfId-780105]The ISO image is now named as ucs-<server_platform>-huu-<version_number>.iso. 
 
      [bookmark: pgfId-780106]The Cisco Host Upgrade Utility contains the following files:
 
      
       
        
         [bookmark: pgfId-780109]Table 6 Files in ucs-c3260-huu-2.0.7e.iso
 
        
       
         
         	
           
           [bookmark: pgfId-780117]Server(s)
          
  
         	
           
           [bookmark: pgfId-780119]Type
          
  
         	
           
           [bookmark: pgfId-780121]Component
          
  
         	
           
           [bookmark: pgfId-780123]Version
          
  
        
 
         
         	 [bookmark: pgfId-780125]C3260
  
         	 
         	 [bookmark: pgfId-780129]BMC 
  
         	 [bookmark: pgfId-780131]2.0(7e)
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-780137]BIOS 
  
         	 [bookmark: pgfId-780139]2.0.7c.0
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-780145]Chassis Management Controller (CMC1 and CMC 2)
  
         	 [bookmark: pgfId-780147]2.0.7e
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-780153]SAS-EXPANDER
  
         	 [bookmark: pgfId-780155]B058
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-780161]UCSC-C3260-SIOC
  
         	 [bookmark: pgfId-780163]4.0(7b)-uboot-4.0(7b)
  
        
 
         
         	 
         	  [bookmark: pgfId-780167]LSI
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-780177]RAID controller for UCS C3X60 Storage Servers 
  
         	 [bookmark: pgfId-780179]24.7.3-0007-0
  
        
 
         
         	 
         	 
         	 [bookmark: pgfId-780185]UCS C3X60 12G SAS Pass through Controller
  
         	 [bookmark: pgfId-780187]08.00.03.00-07.01.00.0A-08.17.01.00-09.00.00.00
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780189]HDD Firmware
 
      [bookmark: pgfId-780190]Following table lists the supported HDD models and the firmware versions that can be updated using Host Upgrade Utility (HUU).
 
      [bookmark: pgfId-780212]Table 7 Supported HDD models and firmware versions 
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780193]HDD Model
          
  
         	 
           
           [bookmark: pgfId-780195]Firmware version
          
  
        
 
         
         	 [bookmark: pgfId-780197]ST4000NM0023
  
         	 [bookmark: pgfId-780199]0004
  
        
 
         
         	 [bookmark: pgfId-780201]MG03SCA400
  
         	 [bookmark: pgfId-780203]5702
  
        
 
         
         	 [bookmark: pgfId-780205]PX02SMF040
  
         	 [bookmark: pgfId-780207]0205
  
        
 
         
         	 [bookmark: pgfId-780209]ST6000NM0014
  
         	 [bookmark: pgfId-780211]K0B1
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780214][bookmark: 68495]System Requirements 
 
      [bookmark: pgfId-780215]The management client must meet or exceed the following minimum system requirements: 
 
      
      	 [bookmark: pgfId-780216]Sun JRE 1.8.0_ 45 to Sun JRE 1.8.0_ 60
 
      	 [bookmark: pgfId-780217]Microsoft Internet Explorer10 and 11, Mozilla Firefox 30 or higher, Chrome 40 or higher, Safari 7 or higher
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-780218]Note You may face some issues with Chrome 41 or 43. We recommend you avoid using these versions. 

      
     

     
 
      
      	 [bookmark: pgfId-780219]Microsoft Windows 7, Microsoft Windows XP, Microsoft Windows Vista, Apple Mac OS X v10.6, Red Hat Enterprise Linux 5.0 or higher operating systems
 
     
 
    
 
     
      [bookmark: pgfId-780221][bookmark: 89682]Updating the Firmware 
 
      [bookmark: pgfId-780222]Use the Host Upgrade Utility to upgrade the C-Series firmware. Host Upgrade Utility can upgrade the following software components: 
 
      
      	 [bookmark: pgfId-780223]BIOS
 
      	 [bookmark: pgfId-780224]Baseboard Management Controller (BMC)
 
      	 [bookmark: pgfId-780225]Chassis Management Controllers (CMC1 and CMC 2)
 
      	 [bookmark: pgfId-780226]SAS Expander
 
      	 [bookmark: pgfId-780227]LSI Adapters
 
      	 [bookmark: pgfId-780228]System I/O Controller (SIOC)
 
      	 [bookmark: pgfId-780229]HDD firmware
 
     
 
      [bookmark: pgfId-780230]All firmware should be upgraded together to ensure proper operation of your server.
 
      
       
     
 
     
 
     [bookmark: pgfId-780231]Note Cisco recommends that you use the Update All option from the Host Upgrade Utility to update the firmware versions of BMC, BIOS, CMC and all other server components (VIC, RAID Controllers, and LOM) together.

      
     

     
 
      . 
 
    
 
     
      [bookmark: pgfId-780236][bookmark: 57080]Recommended Best Practices
 
    
 
     
      [bookmark: pgfId-780237]Best Practices to Configure Cisco UCS 3X60 RAID Controllers
 
    
 
     
      [bookmark: pgfId-780238]Choosing Between RAID0 and JBOD
 
      [bookmark: pgfId-780239]The Cisco C3X60 RAID controller supports JBOD mode on the drives where the physical drives are in pass-thru mode and the physical drive is directly exposed to the OS. We recommended you use JBOD mode instead of individual RAID0 volumes when possible. 
 
      [bookmark: pgfId-780240] 
 
    
 
     
      [bookmark: pgfId-780241]RAID5/6 Volume Creation
 
      [bookmark: pgfId-780242]The Cisco C3X60 allows you to create of large RAID5/RAID6 volume by including all the drives in the system with a spanned array configuration (RAID50/RAID60). Where possible, we recommended you to create multiple, smaller RAID 5/6 volumes with fewer drives per RAID array. This provides redundancy and reduces the operations time for initialization, RAID rebuilds and other operations. 
 
    
 
     
      [bookmark: pgfId-780243]Choosing I/O Policy
 
      [bookmark: pgfId-780244]The I/O policy applies to reads on a specific virtual drive. It does not affect the read ahead cache. RAID volume can be configured in two types of I/O policies. These are: 
 
      
      	 [bookmark: pgfId-780245]Cached I/O - In this mode, all reads are buffered in cache memory. Cached I/O provides faster processing. 
 
      	 [bookmark: pgfId-780246]Direct I/O - In this mode, reads are not buffered in cache memory. Data is transferred to the cache and the host concurrently. If the same data block is read again, it comes from cache memory. Direct I/O makes sure that the cache and the host contains the same data.
 
     
 
      [bookmark: pgfId-780247]Although Cached I/O provides faster processing, it is only useful when the RAID volume has a small number of slower drives. With the C3X60 4TB SAS drives, Cached I/O has not shown any significant advantage over Direct I/O. Instead, Direct I/O has shown better results over Cached I/O in a majority of I/O patterns. We recommended you to use Direct I/O (Default Policy) in all cases and to use Cached I/O cautiously.
 
    
 
     
      [bookmark: pgfId-780248]Background Operations (BGOPS) 
 
      [bookmark: pgfId-780249]Cisco C3X60 RAID Controller conduct different background operations like Consistency Check (CC), Background Initialization (BGI), Rebuild (RBLD), Volume Expansion & Reconstruction (RLM) and Patrol Real (PR).
 
      [bookmark: pgfId-780250]While these BGOPS are expected to limit their impact to I/O operations, there have been cases of higher impact during some of the operations like Format or similar I/O operations. In these cases, both the I/O operation and the BGOPS may take more time to complete. In such cases, we recommend you to limit where possible concurrent BGOPS and other intensive I/O operations.
 
      [bookmark: pgfId-780251]BGOPS on large volumes can take an extended period of time to complete, presenting a situation where operations complete and begin with limited time between operations. Since BGOPS are intended to have a very low impact in most I/O operations, the system should function without any issues. If there are any issues that arise while running concurrent BGOPS and I/O operations, we recommend you to stop either activity to let the other complete before reusing and/or schedule the BGOPS at a later time when the I/O operations are low.
 
    
 
     
      [bookmark: pgfId-780253][bookmark: 65462]Upgrading BIOS and BMC Firmware
 
      
       
     
 
     
 
     
      [bookmark: pgfId-780254]Caution When you upgrade the BIOS, BMC or the CMC firmware, you must also upgrade all the three firmwares from the same HUU ISO, or the server may not boot. Do not power off the server until the BIOS, BMC and CMC firmware are updated.
       
       
 
      

     
 
      [bookmark: pgfId-780255]Cisco provides the Cisco Host Upgrade Utility to assist you in upgrading the BIOS, BMC, CMC LOM, LSI storage controller, and Cisco UCS Virtual Interface Cards firmware to compatible levels. 
 
      
       
     
 
     
 
     [bookmark: pgfId-780256]Note When upgrading the CMC and BMC firmware for the servers, ensure that you update using the full image (for example upd-pkg-c3260-cimc.full.2.0.7d.bin or C3260-CMC.2.0.7d.img).

      
     

     
 
      [bookmark: pgfId-780257]The correct and compatible firmware levels for your server model are embedded in the utility ISO.
 
      [bookmark: pgfId-780258]To use this utility, use the Cisco Host Upgrade Utility User Guide which includes the instructions for downloading and using the utility ISO. Select the guide from this URL:
 
      [bookmark: pgfId-780260]http://www.cisco.com/en/US/products/ps10493/products_user_guide_list.html
 
    
 
   
 
    
     [bookmark: pgfId-780262][bookmark: 56362]Supported Features
 
     [bookmark: pgfId-780263]This section includes the following topics:
 
     
     	 [bookmark: pgfId-780267]Supported Features
 
     	 [bookmark: pgfId-780271]Software Utilities
 
     	 [bookmark: pgfId-780275]Supported Platforms
 
     	 [bookmark: pgfId-780279]SNMP
 
    
 
     
      [bookmark: pgfId-780282][bookmark: 33795][bookmark: 49195]Supported Features
 
    
 
     
      [bookmark: pgfId-780283]Supported Features in Release 2.0(7d)
 
      [bookmark: pgfId-780284]The following software features were added in Release 2.0(7d):
 
      
      	 [bookmark: pgfId-780285]Web user interface is developed using HTML5 with the eXtensible Widget Framework (XWT).
 
      	 [bookmark: pgfId-780286]Chassis level functionality in the standalone mode- shared components such as storage adapters, fans and power supply units are configured at the chassis level.
 
      	 [bookmark: pgfId-780287]Support for up to two server modules.
 
      	 [bookmark: pgfId-780288]Management IP or Hostname that can be used to configure setting on both the servers.
 
      	 [bookmark: pgfId-780289]Chassis Management Controllers (CMC1 and CMC2) for redundancy. When one of the CMCs is active the other acts as a backup. 
 
      	 [bookmark: pgfId-780290]Dynamic storage: 
 
     
 
      [bookmark: pgfId-780291]–[image: ] SAS Expanders that allow you to maximize the storage capability of an SAS controller card
 
      [bookmark: pgfId-780292]–[image: ] Zoning - support for assigning individual Hard Disk Drives (HDD) to either server in the dedicated or shared modes.
 
      
      	 [bookmark: pgfId-780293]40 Gigabit Ethernet System IO Controllers (SIOC).
 
      	 [bookmark: pgfId-780294]Data Center Ethernet connectivity to a server host through a shared dual virtual interface card (VIC).
 
      	 [bookmark: pgfId-780295]Exporting or importing configurations for individual components.
 
      	 [bookmark: pgfId-780296]New BIOS parameters.
 
     
 
    
 
     
      [bookmark: pgfId-780298][bookmark: 53686]Software Utilities
 
      [bookmark: pgfId-780299]The following standard utilities are available in Release 2.0(7):
 
      
      	 [bookmark: pgfId-780300]Host Update Utility (HUU)
 
      	 [bookmark: pgfId-780301]Server Config Utility (SCU) including Interactive Offline Diagnostics (IOD) 
 
      	 [bookmark: pgfId-780302]BIOS and BMC Firmware Update utilities 
 
     
 
      [bookmark: pgfId-780303]The utilities features are as follows:
 
      
      	 [bookmark: pgfId-780304]Availability of HUU, SCU on the USB as bootable images. The USB also contains driver ISO, and can be accessed from the host operating system.
 
     
 
    
 
     
      [bookmark: pgfId-780306][bookmark: 38177]Supported Platforms
 
      [bookmark: pgfId-780307]The following platforms are supported in Release 2.0(7): 
 
      
      	 [bookmark: pgfId-780308]UCS-C3260
 
     
 
    
 
     
      [bookmark: pgfId-780310][bookmark: 81571]SNMP
 
      [bookmark: pgfId-780311]The supported MIB definition for Release 2.0(7) and later releases can be found at the following link: ftp://ftp.cisco.com/pub/mibs/supportlists/ucs/ucs-C-supportlist.html 
 
      
       
     
 
     
 
     [bookmark: pgfId-780314]Note The above link is incompatible with IE 9.0. 

      
     

     
 
    
 
     
      [bookmark: pgfId-780315]Supported Storage Controllers 
 
      [bookmark: pgfId-780316]SNMP supports the RAID controller for UCS C3X60 Storage on C3260 servers.
 
    
 
   
 
    
     [bookmark: pgfId-782759][bookmark: 77116]Resolved Caveats
 
     [bookmark: pgfId-782797]The following defect was resolved in release 2.0(7e)
 
     
      [bookmark: pgfId-782804]Hardware
 
      
       
       
         
         	 
           
           [bookmark: pgfId-782807]Defect ID
          
  
         	 
           
           [bookmark: pgfId-782809]Symptom
          
  
         	 
           
           [bookmark: pgfId-782811]First Affected Release
          
  
         	 
           
           [bookmark: pgfId-782813]Resolved in Release
          
  
        
 
         
         	 [bookmark: pgfId-782815]CSCux36351
  
         	 [bookmark: pgfId-782902]PIDs not supported for the following hardware:
 
           
           	 [bookmark: pgfId-782903]HGST_Helium_8T_A7JX 
 
           	 [bookmark: pgfId-782904]SS1635 400G/800G 
 
           	 [bookmark: pgfId-782905]SanDisk Lighting SSD 400G/1.6T
 
          
  
         	 [bookmark: pgfId-782819]2.0(7d)
  
         	 [bookmark: pgfId-782821]2.0(7e)
  
        
 
       
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-780319][bookmark: 45162][bookmark: 20748]Open Caveats
 
     [bookmark: pgfId-780320]The following section lists the open caveats:
 
     
      [bookmark: pgfId-780395]Cisco IMC
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780323]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780325]Symptom
          
  
         	 
           
           [bookmark: pgfId-780327]Workaround
          
  
         	 
           
           [bookmark: pgfId-780329]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780331] CSCuv18970
  
         	 [bookmark: pgfId-780333]On the C3260 server, low level firmware update does not start automatically after the HUU update.
  
         	 [bookmark: pgfId-780335]Power off both the server nodes and manually update Low level firmware using the CLI:
 
          
  
  
  
  
         	 [bookmark: pgfId-780340]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780342]CSCuv51153
  
         	 [bookmark: pgfId-780344]On the C3260 server, you may get logged out of WebUI and get prompted to logout indicating that a session is already progress. This happens when browser cookies are not cleared. 
  
         	 [bookmark: pgfId-780346]Clear cookies from the browser. 
  options in the browser or you can delete the server specific Cookies by following the below steps:
  :
 
          
  .
  
  
         	 [bookmark: pgfId-780353]2.0.7(d)
  
        
 
         
         	 
         	 
         	 
 
          
  section.
  section.
  [bookmark: pgfId-780362]Step 3[image: ] Select the webUI IP Address in the dialog box and click on close at the right top corner of the selected element.
  
 
          
  
  .
  .
  [bookmark: pgfId-780367]Step 4[image: ] Select the webUI IP Address and delete the cookie.
  
         	 
        
 
         
         	 [bookmark: pgfId-780372]CSCuv63296
  
         	 [bookmark: pgfId-780374]On the C3260 server, the server properties information, such as, Serial Number, Model is incorrect in the XML API responses. 
  
         	 [bookmark: pgfId-780376]View this server details using Web UI or CLI. 
  
         	 [bookmark: pgfId-780378]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780380]CSCuv70538
  
         	 [bookmark: pgfId-780382]On the C3260 server, when a self-signed certificate is uploaded and the user logs in again, an error is displayed stating the server is not responding. 
  
         	 [bookmark: pgfId-780384]Wait for two to three minutes for the web application to update all the plug-ins, and then log in.
  
         	 [bookmark: pgfId-780386]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780388]CSCuv39688
  
         	 command fails on the CMC when run manually.
  
         	 [bookmark: pgfId-780392]None.
  
         	 [bookmark: pgfId-780394]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-781151]CSCuw27217
  
         	 [bookmark: pgfId-781153]On the C3260 server, when a static IP is configured, BMC1 and BMC2 management IP is not reachable.
  
         	
          
  Step 1[image: ] Login to CLI by connecting to ssh using the C3260 Management IP. 
  
  ". This will update BMC mac address in the gateway.
  
         	 [bookmark: pgfId-781157]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-781323]CSCuw10190
  
         	 [bookmark: pgfId-781325]On the C3260 server, the CMC may remain unresponsive after a reboot. This may occur after an action that initiates a CMC reboot, for example, activating new CMC firmware or resetting to factory default.
  
         	 [bookmark: pgfId-781327]Physically remove and then replace the corresponding SIOC, or AC power cycle the chassis.
  
         	 [bookmark: pgfId-781329]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780424]External LSI Controllers
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780398]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780400]Symptom
          
  
         	 
           
           [bookmark: pgfId-780402]Workaround
          
  
         	 
           
           [bookmark: pgfId-780404]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780406]CSCuu56166
  
         	 [bookmark: pgfId-780408]On the C3260 server, after you perform expansion or raid-level migration operations Virtual Drives (VD) do not display the updated size. 
  
         	
          
  
  
  
  [bookmark: pgfId-780413]Step 4[image: ] Check whether the disk is added back with the updated size.
  
         	 [bookmark: pgfId-780415]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780417]CSCut93836
  
         	 utility to view the SAS HBA/drives. 
  
         	 [bookmark: pgfId-780421]None.
  
         	 [bookmark: pgfId-780423]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780442]XML API
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780427]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780429]Symptom
          
  
         	 
           
           [bookmark: pgfId-780431]Workaround
          
  
         	 
           
           [bookmark: pgfId-780433]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780435]CSCuv95856
  
         	 returns incorrect values. It returns four values instead of two; the two extra values returned show association of SIOC-1 with server node 2 and SIOC-2 with server node 1 which are incorrect.
  
         	 [bookmark: pgfId-780439]None.
  
         	 [bookmark: pgfId-780441]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780460]Utilities
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780445]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780447]Symptom
          
  
         	 
           
           [bookmark: pgfId-780449]Workaround
          
  
         	 
           
           [bookmark: pgfId-780451]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780453]CSCuv66222 
  
         	 [bookmark: pgfId-780455]On the C3260 server, the running CMC firmware version is not activated after a firmware update when the HUU firmware update is running on both server nodes. 
  
         	 [bookmark: pgfId-780457]Activate the firmware using WebUI or CLI.
  
         	 [bookmark: pgfId-780459]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780495][bookmark: 75344]VIC firmware
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780464]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780466]Symptom
          
  
         	 
           
           [bookmark: pgfId-780468]Workaround
          
  
         	 
           
           [bookmark: pgfId-780470]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780472]CSCuu40185 
  
         	 [bookmark: pgfId-780474]On the C3260 server, 40G and 4x10G port speed auto negotiation requires additional programming. It uses the cable PID information to negotiate the speed.
  
         	 [bookmark: pgfId-780476]Configure the port speed manually using the F8 BIOS utility, command line, or the Web UI.
  
         	 [bookmark: pgfId-780478]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780480]CSCuv49700
  
         	 [bookmark: pgfId-780482]On the C3260 server, when using RoCE on a Cisco VIC interface, to avoid a hardware resource conflict, the remaining features such as VMQ, NVGRE, VxLAN and usNIC must not be configured on the same VIC interface.
  
         	 [bookmark: pgfId-780484]None.
  
         	 [bookmark: pgfId-780486]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780488]CSCuv68277
  
         	 [bookmark: pgfId-780490]On the C3260 server, CRC errors are displayed on C3260 SOIC when connected to Nexus 5624Q switches. 
  
         	 [bookmark: pgfId-780492]None.
  
         	 [bookmark: pgfId-780494]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780513]BIOS
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780498]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780500]Symptom
          
  
         	 
           
           [bookmark: pgfId-780502]Workaround
          
  
         	 
           
           [bookmark: pgfId-780504]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780506]CSCuv66192 
  
         	 [bookmark: pgfId-780508]On the C3260 server, the dedicated mode network port speed setting of 10Mbps is not available, thus affecting auto-negotiation of port speed. This happens when network switches are only capable of 10Mbps and not compatible with cards supporting 100/1000Mbps speeds.
  
         	 [bookmark: pgfId-780510]Use the latest switch available. Older switches support 10 Mbps. However, recent switches support fast Ethernet (100Mbps) and Gigabit Ethernet (1000Mbps) speeds.
  
         	 [bookmark: pgfId-780512]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-780516][bookmark: 55472]Known Behavior
 
     [bookmark: pgfId-780517]The following section lists the known behaviors:
 
     
      [bookmark: pgfId-780583]Cisco IMC
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780520]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780522]Symptom
          
  
         	 
           
           [bookmark: pgfId-780524]Workaround
          
  
         	 
           
           [bookmark: pgfId-780526]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780528]CSCuv34476
  
         	 . This happens after swapping or changing a CMC and making it active or master.
  
         	 [bookmark: pgfId-780532]Regenerate the certificate using the Web UI or CLI and reboot the CMC.
  
         	 [bookmark: pgfId-780534]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780536]CSCuv28734
  
         	 [bookmark: pgfId-780538]On the C3260 server, boot or crash file download fails with a Network error, when you use the Chrome 43 version browser for downloading. 
  
         	 [bookmark: pgfId-780540]Use other browsers or use Chrome version 42.
  
         	 [bookmark: pgfId-780542]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780544]CSCuu50850
  
         	 [bookmark: pgfId-780546]On the C3260 server, you cannot establish an IPMI session to a BMC when BMC is reset to factory default.
  
         	 [bookmark: pgfId-780548]Reconfigure user using active CMC.
  
         	 [bookmark: pgfId-780550]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780552]CSCur77980
  
         	 [bookmark: pgfId-780554]On the C3260 server, unable to configure users after resetting CMC to factory defaults. This issue occurs when you attempt to configure a user with a different index number after the reset. 
  
         	 [bookmark: pgfId-780556]Use the same index number that was used before the reset to configure a user.
  
         	 [bookmark: pgfId-780558]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780560]CSCuu43406
  
         	 [bookmark: pgfId-780562]On the C3260 server, the server does not respond and displays an error message when the GUI is idle for a few minutes. This happens when you use Chrome Version 41.
  
         	 [bookmark: pgfId-780564]Use other browsers or use Chrome version 42.
  
         	 [bookmark: pgfId-780566]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780568]CSCuu43330
  
         	 [bookmark: pgfId-780570]On the C3260 server, unable to login to Web UI when the login screen is left idle for a few minutes. This happens when you use Crome Version 41. 
  
         	 [bookmark: pgfId-780572]Use other browsers or use Chrome version 42.
  
         	 [bookmark: pgfId-780574]2.0.7(d)
  
        
 
         
         	 [bookmark: pgfId-780576]CSCur60690
  
         	 When a user is configured using the IPMI on BMC the local user, database may not sync with the active CMC. Hence when the same user is configured with a different index on active CMC this error occurs.
  
         	 [bookmark: pgfId-780580]Check for the user index number on the local user database on BMC using IPMI and use the same index number to configure the user using the active CMC’s CLI or Web UI.
  
         	 [bookmark: pgfId-780582]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-780602]External LSI Controllers
 
      
       
       
         
         	 
           
           [bookmark: pgfId-780586]Defect ID
          
  
         	 
           
           [bookmark: pgfId-780588]Symptom
          
  
         	 
           
           [bookmark: pgfId-780590]Workaround
          
  
         	 
           
           [bookmark: pgfId-780592]First Affected Release
          
  
        
 
         
         	 [bookmark: pgfId-780594]CSCuu36101
  
         	 [bookmark: pgfId-780596]On the C3260 server, MegaRAID card does not support raid level migration when the card has maximum allowed number of virtual drives created on it.
 
           
            
          
 
          
 [bookmark: pgfId-780597]Note This is a limitation of the MegaRAID software stack that requires a temporary or ghost VD to do the RLM operation. 

           
          

  
         	 [bookmark: pgfId-780599]Do not create maximum number of allowed virtual drives.
  
         	 [bookmark: pgfId-780601]2.0.7(d)
  
        
 
       
      
 
     
 
    
 
   
 
    
     [bookmark: pgfId-780607][bookmark: 70059][bookmark: 95264][bookmark: 76994]Related Documentation
 
     [bookmark: pgfId-780608]For configuration information for this release, please refer to the following: 
 
     
     	 [bookmark: pgfId-780609] Cisco UCS C-Series Servers Integrated Management Controller CLI Configuration Guide 
 
     	 [bookmark: pgfId-780610] Cisco UCS C-Series Servers Integrated Management Controller GUI Configuration Guide 
 
    
 
     The following related documentation is available for the Cisco Unified Computing System: 
 
     
     	 [bookmark: pgfId-780614] Cisco UCS C-Series Servers Documentation Roadmap 
 
     	 [bookmark: pgfId-780616] Cisco UCS Site Preparation Guide 
 
     	 [bookmark: pgfId-780618] Regulatory Compliance and Safety Information for Cisco UCS 
 
    
 
   
 
    
     [bookmark: pgfId-780620][bookmark: 88315]Obtaining Documentation and Submitting a Service Request
 
     .
 
     , which lists all new and revised Cisco technical documentation, as an RSS feed and deliver content directly to your desktop using a reader application. The RSS feeds are a free service.
 
     
      [bookmark: pgfId-780627]
      
         
      
 This document is to be used in conjunction with the documents listed in the “Related Documentation” section.
 
    
 
     
      [bookmark: pgfId-780628]Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:  www.cisco.com/go/trademarks . Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a partnership relationship between Cisco and any other company. (1110R)
 
    
 
     
      [bookmark: pgfId-780633] Release Notes for Cisco UCS C-Series Software 
   2015-2016 Cisco Systems, Inc. All rights reserved.
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