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Preface

From Release 6.1.2 onwards, Cisco introduces support for the 64-bit Linux-based IOS XR operating system.
Extensive feature parity is maintained between the 32-bit and 64-bit environments. Unless explicitly marked
otherwise, the contents of this document are applicable for both the environments. For more details on Cisco
10S XR 64 bit, refer to the Release Notes for Cisco ASR 9000 Series Routers, Release 6.1.2 document.

The Segment Routing Configuration Guide for Cisco ASR 9000 Series Aggregation Services Routers preface
contains these sections:

* Changes to This Document, on page xv
» Communications, Services, and Additional Information, on page xv

Changes to This Document

This table lists the changes made to this document since it was first printed.

Date Change Summary

December 2023 Initial release of this document

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

* To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, 10S XR Release 7.11.x .


http://www.cisco.com/c/en/us/support/ios-nx-os-software/ios-xr-software/products-release-notes-list.html
https://www.cisco.com/offer/subscribe
https://www.cisco.com/go/services
https://www.cisco.com/c/en/us/support/index.html
https://developer.cisco.com/site/marketplace/
http://www.ciscopress.com
http://www.cisco-warrantyfinder.com

Preface |

. Preface

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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CHAPTER 1

New and Changed Information for Segment
Routing Features

This table summarizes the new and changed feature information for the Segment Routing Configuration Guide
for Cisco ASR 9000 Aggregation Services Routers, and lists where they are documented.

» New and Changed Segment Routing Features, on page 1

New and Changed Segment Routing Features

Segment Routing Features Added or Modified in I0S XR Release 7.11.x

Feature Description Introduced/Changed in | Where Documented
Release
SR Policy Liveness This feature was Release 7.11.1 SR Policy Liveness
Monitoring on Segment | introduced Monitoring, on page 652
Routing over IPv6 (SRv6)
Configure Segment Lists | This feature was Release 7.11.1 Configure Segment Lists
to Activate Candidate introduced to Activate Candidate
Paths in SRv6 for PM Paths in SRv6 for PM
Liveness Liveness, on page 660
Configure Flow Labels in | This feature was Release 7.11.1 Configure Flow Labels in
SRv6 Header for PM introduced SRv6 Header for PM
Liveness Liveness, on page 663
Two-Way Active This feature was Release 7.11.1 Two-Way Active
Measurement Protocol | introduced Measurement Protocol
Light Source Address Light Source Address
Filtering Filtering, on page 708
SRv6 ESI Filtering This feature was Release 7.11.1 SRv6 ESI Filtering
introduced
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. New and Changed Segment Routing Features

New and Changed Information for Segment Routing Features |

Feature

Description

Introduced/Changed in
Release

Where Documented

SRv6-Services: L2 EVPN
Services with Local SIDs
from W-LIB

This feature was
introduced

Release 7.11.1

SRv6 Services: L2 EVPN
Services with Local SIDs
from W-LIB

SRv6-Services: L3
Services with Local SIDs
from W-LIB

This feature was
introduced

Release 7.11.1

SRv6-Services: L3
Services with Local SIDs
from W-LIB

SR-TE Application
Programming Interface
(API)

This feature was
introduced

Release 7.11.1

SR-TE Application
Programming Interface
(API)

SR-TE Explicit Path with
a BGP Prefix SID as First
Segment

This feature was
introduced

Release 7.11.1

Explicit Path with a BGP
Prefix SID as First
Segment

IS-IS Flexible Algorithm
with Exclude Minimum
Bandwidth Constraint

This feature was
introduced

Release 7.11.1

Flexible Algorithm with
Exclude Minimum
Bandwidth Constraint

IS-IS Flexible Algorithm
with Exclude Maximum
Delay Constraint

This feature was
introduced

Release 7.11.1

Flexible Algorithm with
Exclude Maximum Delay
Constraint

Maximum Paths Per IS-IS
Flexible Algorithm Per
Prefix

This feature was
introduced

Release 7.11.1

Maximum Paths Per IS-IS
Flexible Algorithm Per
Prefix

Microloop Avoidance for
IS-IS with Per-Prefix
Filtering

This feature was
introduced

Release 7.11.1

Microloop Avoidance for
IS-IS with Per-Prefix
Filtering

Microloop Avoidance for
OSPFv2 Single-Node
Cost-in and Single-Node
Cost-out Events

This feature was
introduced

Release 7.11.1

Configure Segment
Routing Microloop
Avoidance for OSPF
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CHAPTER 2

YANG Data Models for Segment Routing Features

This chapter provides information about the YANG data models for Segment Routing features.

* Using YANG Data Models, on page 3

Using YANG Data Models

Cisco I0S XR supports a programmatic way of configuring and collecting operational data of a network
device using YANG data models. Although configurations using CLIs are easier and human-readable,
automating the configuration using model-driven programmability results in scalability.

The data models are available in the release image, and are also published in the Github repository. Navigate
to the release folder of interest to view the list of supported data models and their definitions. Each data model
defines a complete and cohesive model, or augments an existing data model with additional XPaths. To view
a comprehensive list of the data models supported in a release, navigate to the Available-Content.md file in
the repository.

You can also view the data model definitions using the YANG Data Models Navigator tool. This GUI-based
and easy-to-use tool helps you explore the nuances of the data model and view the dependencies between
various containers in the model. You can view the list of models supported across Cisco IOS XR releases and
platforms, locate a specific model, view the containers and their respective lists, leaves, and leaf lists presented
visually in a tree structure. This visual tree form helps you get insights into nodes that can help you automate
your network.

To get started with using the data models, see the Programmability Configuration Guide.
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CHAPTER 3

About Segment Routing

\}

Note Segment Routing is not supported on 1st generation Cisco ASR 9000 Ethernet Line Cards or the Cisco ASR
9000 SIP-700 SPA Interface Processor. Refer to the Cisco ASR 9000 Ethernet Line Card Installation Guide
for details about 1st generation line cards.

This chapter introduces the concept of segment routing and provides a workflow for configuring segment
routing.

* Scope, on page 5

* Need, on page 6

* Benefits, on page 6

» Workflow for Deploying Segment Routing, on page 7

Scope

Segment routing is a method of forwarding packets on the network based on the source routing paradigm.
The source chooses a path and encodes it in the packet header as an ordered list of segments. Segments are
an identifier for any type of instruction. For example, topology segments identify the next hop toward a
destination. Each segment is identified by the segment ID (SID) consisting of a flat unsigned 20-bit integer.

Segments

Interior gateway protocol (IGP) distributes two types of segments: prefix segments and adjacency segments.
Each router (node) and each link (adjacency) has an associated segment identifier (SID).

* A prefix SID is associated with an IP prefix. The prefix SID is manually configured from the segment
routing global block (SRGB) range of labels, and is distributed by IS-IS or OSPF. The prefix segment
steers the traffic along the shortest path to its destination. A node SID is a special type of prefix SID that
identifies a specific node. It is configured under the loopback interface with the loopback address of the
node as the prefix.

A prefix segment is a global segment, so a prefix SID is globally unique within the segment routing
domain.

* An adjacency segment is identified by a label called an adjacency SID, which represents a specific
adjacency, such as egress interface, to a neighboring router. An adjacency SID can be allocated dynamically
from the dynamic label range or configured manually from the segment routing local block (SRLB) range

Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, 10S XR Release 7.11.x .


https://www.cisco.com/c/en/us/td/docs/iosxr/asr9000/hardware-install/ethernet-line-card-installation-guide/b-asr9k-ethernt-line-card-install-guide/b-asr9k-ethernt-line-card-install-guide_chapter_00.html#con_926721

. Need

Need

Benefits
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of labels. The adjacency SID is distributed by IS-IS or OSPF. The adjacency segment steers the traffic
to a specific adjacency.

An adjacency segment is a local segment, so the adjacency SID is locally unique relative to a specific
router.

By combining prefix (node) and adjacency segment IDs in an ordered list, any path within a network can be
constructed. At each hop, the top segment is used to identify the next hop. Segments are stacked in order at
the top of the packet header. When the top segment contains the identity of another node, the receiving node
uses equal cost multipaths (ECMP) to move the packet to the next hop. When the identity is that of the receiving
node, the node pops the top segment and performs the task required by the next segment.

Dataplane

Segment routing can be directly applied to the Multiprotocol Label Switching (MPLS) architecture with no
change in the forwarding plane. A segment is encoded as an MPLS label. An ordered list of segments is
encoded as a stack of labels. The segment to process is on the top of the stack. The related label is popped
from the stack, after the completion of a segment.

Services

Segment Routing integrates with the rich multi-service capabilities of MPLS, including Layer 3 VPN (L3VPN),
Virtual Private Wire Service (VPWS), Virtual Private LAN Service (VPLS), and Ethernet VPN (EVPN).

Segment Routing for Traffic Engineering

Segment routing for traffic engineering (SR-TE) takes place through a policy between a source and destination
pair. Segment routing for traffic engineering uses the concept of source routing, where the source calculates
the path and encodes it in the packet header as a segment. Each segment is an end-to-end path from the source
to the destination, and instructs the routers in the provider core network to follow the specified path instead

of the shortest path calculated by the IGP. The destination is unaware of the presence of the policy.

With segment routing for traffic engineering (SR-TE), the network no longer needs to maintain a per-application
and per-flow state. Instead, it simply obeys the forwarding instructions provided in the packet.

SR-TE utilizes network bandwidth more effectively than traditional MPLS-TE networks by using ECMP at
every segment level. It uses a single intelligent source and relieves remaining routers from the task of calculating
the required path through the network.

» Ready for SDN: Segment routing was built for SDN and is the foundation for Application Engineered
Routing (AER). SR prepares networks for business models, where applications can direct network
behavior. SR provides the right balance between distributed intelligence and centralized optimization
and programming.

» Minimal configuration: Segment routing for TE requires minimal configuration on the source router.

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



| About Segment Routing
Workflow for Deploying Segment Routing .

« Load balancing: Unlike in RSVP-TE, load balancing for segment routing can take place in the presence
of equal cost multiple paths (ECMPs).

* Supports Fast Reroute (FRR): Fast reroute enables the activation of a pre-configured backup path
within 50 milliseconds of path failure.

* Plug-and-Play deployment: Segment routing policies are interoperable with existing MPLS control
and data planes and can be implemented in an existing deployment.

Workflow for Deploying Segment Routing

Follow this workflow to deploy segment routing.
Configure the Segment Routing Global Block (SRGB)
Enable Segment Routing and Node SID for the IGP

Configure Segment Routing for BGP

Configure TI-LFA and Microloop Avoidance

1

2

3

4. Configure the SR-TE Policy
5

6. Configure the Segment Routing Mapping Server
7

Collect Traffic Statistics
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CHAPTER 4

Configure Segment Routing over IPv6 (SRv6) with
Micro-SIDs

N

Note 1OS XR release 7.3.2 supports SRv6 with Full-length SID and Micro-SID formats; however, only one format
is supported in the network at a time.

To use SRv6 Micro-SID (uSID), globally enable SRv6 and configure the 48-bit locator. See Configuring
SRv6, on page 26.

To use SRv6 Full-length SID, see the Configure Segment Routing over IPv6 (SRv6) with Full-Length SIDs,
on page 145.

Segment Routing for IPv6 (SRv6) is the implementation of Segment Routing over the IPv6 dataplane.

» Segment Routing over IPv6 Overview, on page 10

* SRv6 Micro-Segment (uSID), on page 14

* Usage Guidelines and Limitations, on page 25

* Configuring SRv6, on page 26

* Configuring SRv6 under IS-IS, on page 31

* Configuring SRv6 Flexible Algorithm under IS-IS, on page 33

* Configuring SRv6 Locator Prefix Summarization, on page 35

* Configuring TI-LFA with SRv6 IS-IS, on page 35

* Configuring SRv6 IS-IS Microloop Avoidance, on page 38

* Configuring Static SIDs, on page 39

* Configuring Explicit SRv6 uSID Allocation Start Range, on page 44
* Configuring SRv6 BGP-Based Services, on page 45

* SRV6/MPLS L3 Service Interworking Gateway, on page 112

» L3 EVPN/SRv6 and L3 EVPN/MPLS Interworking Gateway, on page 116
* L3 EVPN/SRv6 and L3VPN/MPLS Interworking Gateway, on page 119
* SRv6/MPLS Dual-Connected PE, on page 122

* SRv6 Provider Edge (PE) Lite Support, on page 124

* SRv6 SID Information in BGP-LS Reporting, on page 130

* DHCPv4 Relay Agent and Proxy Support over SRv6, on page 130

* DHCPv6 Relay Agent Support over SRv6, on page 131

* Full-Replace Migration to SRv6 Micro-SID, on page 131
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* SRv6 Traffic Accounting, on page 135

Segment Routing over IPv6 Overview

Segment Routing (SR) can be applied on both MPLS and IPv6 data planes. Segment Routing over IPv6 (SRv6)
extends Segment Routing support with [Pv6 data plane.

In an SR-MPLS enabled network, an MPLS label represents an instruction. The source nodes programs the
path to a destination in the packet header as a stack of labels.

SRv6 introduces the Network Programming framework that enables a network operator or an application to
specify a packet processing program by encoding a sequence of instructions in the [Pv6 packet header. Each
instruction is implemented on one or several nodes in the network and identified by an SRv6 Segment Identifier
(SID) in the packet. The SRv6 Network Programming framework is defined in IETF RFC 8986 SRv6 Network
Programming.

In SRv6, an IPv6 address represents an instruction. SRv6 uses a new type of IPv6 Routing Extension Header,
called the Segment Routing Header (SRH), in order to encode an ordered list of instructions. The active
segment is indicated by the destination address of the packet, and the next segment is indicated by a pointer
in the SRH.

Figure 1: Network Program in the Packet Header

Source Address Destination Address

P heacer |
Segment Active Segment ‘

Routing
Header

Payload
IPv4, IPv6, Ethernet

521485

The SRv6 SRH is documented in IETF RFC IPv6 Segment Routing Header (SRH).
The SRH is defined as follows:

0 1 2 3
01234567890123456789012345678901

Fot—t—t—t—t -ttt -ttt —F—F—F—F -ttt —F -ttt -ttt -+ -+ -+
| Next Header | Hdr Ext Len | Routing Type | Segments Left |
B e s e e E E E E E Et el et e
| Last Entry | Flags | Tag

B e s e et e

| |
| Segment List[0] (128-bit IPv6 address)

| |
| |
ottt ettt —F—F—F—F—t—t -ttt —t—t—+—+—+
| |
| |
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| |
| |
fof—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t+—+
| |
| Segment List[n] (128-bit IPv6 address)

| |
| |
fof—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t+—+

// //
// Optional Type Length Value objects (variable) //
// //

L et s e st e et s e e e

The following list explains the fields in SRH:
* Next header—Identifies the type of header immediately following the SRH.

* Hdr Ext Len (header extension length)—The length of the SRH in 8-octet units, not including the first
8 octets.

* Segments left—Specifies the number of route segments remaining. That means, the number of explicitly
listed intermediate nodes still to be visited before reaching the final destination.

* Last Entry—Contains the index (zero based) of the last element of the segment list.
* Flags— Contains 8 bits of flags.
» Tag—Tag a packet as part of a class or group of packets like packets sharing the same set of properties.

* Segment list—128-bit [Pv6 addresses representing the nth segment in the segment list. The segment list
encoding starts from the last segment of the SR policy (path). That means the first element of the segment
list (Segment list [0]) contains the last segment of the SR policy, the second element contains the
penultimate segment of the SR policy and so on.

In SRv6, a SID represents a 128-bit value, consisting of the following three parts:

* Locator: This is the first part of the SID with most significant bits and represents an address of a specific
SRv6 node.

* Function: This is the portion of the SID that is local to the owner node and designates a specific SRv6
function (network instruction) that is executed locally on a particular node, specified by the locator bits.

* Args: This field is optional and represents optional arguments to the function.

The locator part can be further divided into two parts:

+ SID Block: This field is the SRv6 network designator and is a fixed or known address space for an SRv6
domain. This is the most significant bit (MSB) portion of a locator subnet.

* Node Id: This field is the node designator in an SRv6 network and is the least significant bit (LSB) portion
of a locator subnet.

SRv6 Node Roles
Each node along the SRv6 packet path has a different functionality:

* Source node—A node that can generate an IPv6 packet with an SRH (an SRv6 packet), or an ingress
node that can impose an SRH on an IPv6 packet.
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* Transit node—A node along the path of the SRv6 packet (IPv6 packet and SRH). The transit node does
not inspect the SRH. The destination address of the IPv6 packet does not correspond to the transit node.

* Endpoint node—A node in the SRv6 domain where the SRv6 segment is terminated. The destination
address of the IPv6 packet with an SRH corresponds to the end point node. The segment endpoint node
executes the function bound to the SID

SRv6 Head-End Behaviors

The SR Headend with Encapsulation behaviors are documented in the IETF RFC 8986 SRv6 Network
Programming.

The SR Headend with Insertion head-end behaviors are documented in the following IETF draft:
https://datatracker.ietf.org/doc/draft-filsfils-spring-srv6-net-pgm-insertion/
This section describes a set of SR Policy headend behaviors. The following list summarizes them:
* H.Encaps—SR Headend Behavior with Encapsulation in an SRv6 Policy
* H.Encaps.Red—H.Encaps with Reduced Encapsulation
* H.Insert—SR Headend with insertion of an SRv6 Policy

» H.Insert.Red—H.Insert with reduced insertion

SRv6 Endpoint Behaviors
The SRv6 endpoint behaviors are documented in the IETF RFC 8986 SRv6 Network Programming.
The following is a subset of defined SRv6 endpoint behaviors that can be associated with a SID.

* End—Endpoint function. The SRv6 instantiation of a Prefix SID [RFC8402].

* End. X—Endpoint with Layer-3 cross-connect. The SRv6 instantiation of an Adj SID [RFC8402].

* End.DX6—Endpoint with decapsulation and IPv6 cross-connect (IPv6-L3VPN - equivalent to per-CE
VPN label).

* End.DX4—Endpoint with decapsulation and IPv4 cross-connect (IPv4-L3VPN - equivalent to per-CE
VPN label).

* End. DT6—Endpoint with decapsulation and IPv6 table lookup (IPv6-L3VPN - equivalent to per-VRF
VPN label).

* End.DT4—Endpoint with decapsulation and IPv4 table lookup (IPv4-L3VPN - equivalent to per-VRF
VPN label).

» End.DT46—Endpoint with decapsulation and specific IP table lookup (IP-L3VPN - equivalent to per-VRF
VPN label).

* End.DX2—Endpoint with decapsulation and L2 cross-connect (L2VPN use-case).

* End.B6.Encaps—Endpoint bound to an SRv6 policy with encapsulation. SRv6 instantiation of a Binding
SID.

* End.B6.Encaps.RED—End.B6.Encaps with reduced SRH. SRv6 instantiation of a Binding SID.
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SRv6 Endpoint Behavior Variants

Depending on how the SRH is handled, different behavior variants are defined for the End and End.X behaviors.
The End and End.X behaviors can support these variants, either individually or in combinations.

Penultimate Segment Pop (PSP) of the SRH variant—An SR Segment Endpoint Nodes receive the
IPv6 packet with the Destination Address field of the IPv6 Header equal to its SID address.

A penultimate SR Segment Endpoint Node is one that, as part of the SID processing, copies the last SID
from the SRH into the IPv6 Destination Address and decrements the Segments Left value from one to
Zero.

The PSP operation takes place only at a penultimate SR Segment Endpoint Node and does not happen
at non-penultimate endpoint nodes. When a SID of PSP-flavor is processed at a non-penultimate SR
Segment Endpoint Node, the PSP behavior is not performed since Segments Left would not be zero.

The SR Segment Endpoint Nodes advertise the SIDs instantiated on them via control plane protocols. A
PSP-flavored SID is used by the Source SR Node when it needs to instruct the penultimate SR Segment
Endpoint Node listed in the SRH to remove the SRH from the IPv6 header.

Ultimate Segment Pop (USP) of the SRH variant—The SRH processing of the End and End.X behaviors
are modified as follows:

If Segments Left is 0, then:
1. Update the Next Header field in the preceding header to the Next Header value of the SRH

2. Decrease the IPv6 header Payload Length by 8*(Hdr Ext Len+1)
3. Remove the SRH from the IPv6 extension header chain
4

Proceed to process the next header in the packet

One of the applications of the USP flavor is when a packet with an SRH is destined to an application on
hosts with smartNICs implementing SRv6. The USP flavor is used to remove the consumed SRH from
the extension header chain before sending the packet to the host.

Ultimate Segment Decapsulation (USD) variant—The Upper-layer header processing of the End and
End.X behaviors are modified as follows:

» End behavior: If the Upper-layer Header type is 41 (IPv6), then:
1. Remove the outer IPv6 Header with all its extension headers
Submit the packet to the egress [Pv6 FIB lookup and transmission to the new destination
Else, if the Upper-layer Header type is 4 (IPv4)

2

3

4. Remove the outer IPv6 Header with all its extension headers

5. Submit the packet to the egress IPv4 FIB lookup and transmission to the new destination
6

Else, process as per Section 4.1.1 (Upper-Layer Header) of IETF RFC 8986 SRv6 Network
Programming

* End.X behavior: If the Upper-layer Header type is 41 (IPv6) or 4 (IPv4), then:

1. Remove the outer IPv6 Header with all its extension headers

2. Forward the exposed IP packet to the L3 adjacency J
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3. Else, process as per Section 4.1.1 (Upper-Layer Header) of IETF RFC 8986 SRv6 Network
Programming

One of the applications of the USD flavor is the case of TI-LFA in P routers with encapsulation with
H.Encaps. The USD flavor allows the last Segment Endpoint Node in the repair path list to decapsulate
the IPv6 header added at the TI-LFA Point of Local Repair and forward the inner packet.

SRv6 Micro-Segment (uSID)

Table 1: Feature History Table

Feature Name Release Information Feature Description
SRv6 Micro-Segment Release 7.3.1 This feature is an extension of the SRv6 architecture.
(uSID) It leverages the existing SRv6 Network Programming

architecture to encode up to six SRv6 Micro-SID
(uSID) instructions within a single 128-bit SID
address. Such a SID address is called a uSID Carrier.

In addition, this feature leverages the existing SRv6
data plane and control plane with no changes. It also
provides low MTU overhead; for example, 6 uSIDs
per uSID carrier results in 18 source-routing
waypoints in only 40 bytes of overhead (in SRH).

The SRv6 micro-segment (uSID) is an extension of the SRv6 architecture. It leverages the SRv6 Network
Programming architecture to encode several SRv6 Micro-SID (uSID) instructions within a single 128-bit SID
address. Such a SID address is called a uSID Carrier.

SRv6 uSID is documented in the IETF drafts Network Programming extension: SRv6 uSID instruction and
Compressed SRv6 Segment List Encoding in SRH.

Throughout this chapter, we will refer to SRv6 micro-segment as “uSID”.
The SRv6 uSID provides the following benefits:

*» Leverages the SRv6 Network Programming with no change. SRv6 uSID is a new pseudo code in the
existing SRv6 network programming framework.

* Leverages the SRv6 data plane (SRH) with no change. Any SID in the destination address or SRH can
be an SRv6 uSID carrier.

* Leverages the SRv6 control plane with no change.

* Ultra-Scale—Scalable number of globally unique nodes in the domain, for example:
* 16-bit uSID ID size: 65k uSIDs per domain block
* 32-bit uSID ID size: 4.3M uSIDs per domain block

* Lowest MTU overhead
* 6 uSIDs per uSID carrier
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* For example, 18 source-routing waypoints in only 40 bytes of overhead

» Hardware-friendliness:

» Leverages mature hardware capabilities (inline IP Destination Address edit, IP Destination Address
longest match).

* Avoids any extra lookup in indexed mapping tables.

* A micro-program with 6 or fewer uSIDs requires only legacy IP-in-IP encapsulation behavior.

* Scalable Control Plane:

» Summarization at area/domain boundary provides massive scaling advantage.

» No routing extension is required, a simple prefix advertisement suffices.

* Seamless Deployment:

* A uSID may be used as a SID (the carrier holds a single uSID).

* The inner structure of an SR Policy can stay opaque to the source. A carrier with uSIDs is just seen
as a SID by the policy headend Security.

* Leverages SRv6's native SR domain security.

SRv6 uSID Terminology

The SRv6 Network Programming is extended with the following terms:
* uSID—An identifier that specifies a micro-segment.

A uSID has an associated behavior that is the SRv6 function (for example, a node SID or Adjacency
SID) associated with the given ID. The node at which an uSID is instantiated is called the “Parent” node.

* uSID Carrier—A 128-bit IPv6 address (carried in either in the packet destination address or in the SRH)
in the following format:

<uSID-Block><Active-uSID><Next-uSID>...<Last-uSID><End-of-Carrier>...<End-of-Carrier>
where:

* uSID Block—An IPv6 prefix that defines a block of SRv6 uSIDs.

* Active uSID—The first uSID that follows the uSID block.

* Next uSID—The next uSID after the Active uSID.

* Last uSID—The last uSID in the carrier before the End-of-Carrier uSID.

* End-of-Carrier —A globally reserved uSID that marks the end of a uSID carrier. The End-of-Carrier
ID is 0000. All empty uSID carrier positions must be filled with the End-of-Carrier ID; therefore,
a uSID carrier can have more than one End-of-Carrier.

The following is an example of an SRH with 3 Micro-SID carriers for a total of up to 18 micro-instructions:

Micro-SID Carrierl: {ulnstructionl, ulnstruction2... ulnstruction6}
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Micro-SID Carrier2: {ulnstruction7, ulnstruction8... ulnstruction12}

Micro-SID Carrier3: {ulnstructionl3, ulnstructionl4... ulnstruction18}

SRv6 uSID Carrier Format

The uSID carrier format specifies the type of uSID carrier supported in an SRv6 network. The format
specification includes Block size and ID size.

» uSID Block

The uSID block is an IPv6 prefix that defines a block of SRv6 uSIDs. This can be an IPv6 prefix allocated
to the provider (for example, /22, /24, and so on.), or it can be any well-known IPv6 address block
generally available for private use, such as the ULA space FC/8, as defined in IETF draft RFC4193.

An SRv6 network may support more than a single uSID block.

The length of block [prefix] is defined in bits. From a hardware-friendliness perspective, it is expected
to use sizes on byte boundaries (16, 24, 32, and so on).

+uSIDID

The length of uSID ID is defined in bits. From a hardware-friendliness perspective, it is expected to use
sizes on byte boundaries (8, 16, 24, 32, and so on).

The uSID carrier format is specified using the notation "Fbbuu" , where “bb” is size of block and “uu” is size
of ID. For example, "F3216" is a format with a 32-bit uSID block and 16-bit uSID IDs.

\}

Note F3216 is the default format, and the only format that is supported in IOS XR 7.3.1 release.

SRv6 uSID Allocation Within a uSID Block

Table 2: Feature History Table

Feature Name Release Description

Wide LIB uSID Release 7.8.1 This feature introduces support for Wide Local ID
Allocation for End.DT46 block (W-LIB).

SRv6 SIDs

W-LIB provides an extended set of IDs available for
local uSID allocation that can be used when a PE with
large-scale pseudowire termination requires more
local uSIDs than provided from the LIB.

W-LIB uSID allocation is supported for End.DT46
SRv6 SIDs.

Key Concepts and Terminologies

The architecture for uSID specifies both globally scoped and locally scoped uSIDs.
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Global ID block (GIB): The set of IDs available for globally scoped uSID allocation.

A globally scoped uSID is the type of uSID that provides reachability to a node. A globally scoped uSID
typically identifies a shortest path to a node in the SR domain. An IP route (for example, /48) is advertised
by the parent node to each of its globally scoped uSIDs, under the associated uSID block. The parent
node executes a variant of the END behavior.

The “nodal” uSID (uN) is an example of a globally scoped behavior defined in uSID architecture.

A node can have multiple globally scoped uSIDs under the same uSID blocks (for example, one uSID
per IGP flex-algorithm). Multiple nodes may share the same globally scoped uSID (Anycast).

Local ID block (LIB): The set of IDs available for locally scoped uSID allocation.

A locally scoped uSID is associated to a local behavior, and therefore must be preceded by a globally
scoped uSID of the parent node when relying on routing to forward the packet.

A locally scoped uSID identifies a local micro-instruction on the parent node; for example, it may identify
a cross-connect to a direct neighbor over a specific interface or a VPN context. Locally scoped uSIDs
are not routeable.

For example, if N1 and N2 are two different physical nodes of the uSID domain and L is a locally scoped
uSID value, then N1 and N2 may bind two different behaviors to L.

Wide LIB (W-LIB): The extended set of IDs available for local uSID allocation.

The extended set of IDs is useful when a PE with large-scale Pseudowire termination requires more local
uSIDs than provided from the LIB.

Example: uSID Allocation

The request to allocate locally scoped uSIDs comes from SRv®6 clients (such as IS-IS or BGP). The request
can be to allocate any available ID (dynamic allocation) or to allocate a specific ID (explicit allocation).

Consider the following example:

uSID Locator Block length: 32 bits

uSID Locator Block: FCBB:BB00::/32 (with B being a nibble value picked by operator)
uSID length (Locator Node ID / Function ID): 16 bits

uSID: FCBB:BB00:XYWZ::/48 (with XY WZ being variable nibbles)

A uSID FCBB:BB00:XYWZ::/48 is said to be allocated from its block (FCBB:BB00::/32).
A uSID is allocated from the GIB or LIB of block FCBB:BB00::/32 depending on the value of the "X" nibble:

GIB: nibble X from hex(0) to hex(D)
LIB: nibble X hex(E) or hex(F)
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XYWZ

0x0000

57343 IDs
OxDFFF
0xEC0D
8192 IDs
LB
OxFFFF

With this allocation scheme, the uSID Block FCBB:BBO00::/32 supports up to 57343 global uSIDs (routers)
with each router supporting up to 8192 local uSIDs.

For example, the following picture depicts the global uSIDs allocated for 3 nodes within the SRv6 domain.

SRv6 Domain
uSID Locator Block FCBB:BB@@: : /32

A

FCBB:BB00:0001::/48

FCBB:BB00:0002::/48

-®

FCBB:BB00:0003::/48

Looking further into R1, this node also has Local uSIDs associated with uA end-point behaviors:

* Function ID 0xE000 — cross-connect to L3 neighbor R2

* Function ID 0xE001 — cross-connect to L3 neighbor R3

The underlay uSIDs present on R1 are:
* FCBB:BB00:0001::/48

« FCBB:BB00:0001:E000::/64
« FCBB:BB00:0001:E001::/64
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GIB and LIB — 10S-XR Implementation
The following functionality is supported:

* GIB for user-assigned IDs of global segments (uNs)

* LIB for dynamically assigned IDs of local segments

* uA end-point behavior

* Service de-multiplexing end-point behaviors: End.DT, End.DX, End.DX2

* Explicit LIB for user-assigned IDs of local segments

* Configurable explicit LIB range

* Service de-multiplexing end-point behaviors: End.DT46

» Wide LIB (W-LIB)
* Explicit W-LIB for user-assigned IDs of local segments
* Configurable explicit W-LIB range

* Service de-multiplexing end-point behaviors: End.DT46

* Remote W-LIB

* An SRv6 headend node is capable of receiving and installing remote SIDs with Wide (32-bit)
functions

* Remote W-LIB is supported for Layer 3 (VPN/BGP global) and Layer 2 EVPN services
(ELINE/ELAN)

The range of IDs supported by the Cisco IOS XR implementation are as follows:
* The range of IDs in the GIB is 0x000 to OxDFFF.

* The range of IDs by default in the LIB is divided as follows:
* Dynamic: 0xE000 to OxFDFF

* Explicit: 0OxFE0O to OXFEFF

* Reserved: 0xFF00 to OXFFEF and OxFFF8 to OxFFFF

* The range of IDs by default in the W-LIB is divided as follows:
* Reserved: 0xFFFO to OxFFF6

* Explicit: OxFFF7
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Figure 2: GIB/LIB/W-LIB

XYWZ
0x0000
GIB
57,343 1Ds
Default W-LIB space
OxDFFF XXYY YYYY
0xE000 OXFFFO OXFFF7 0000
Dynamic
7,680 IDs
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' O0xFEOO R 2: 5Fa|;'|::?s
g | Bxplicit i
2561Ds | OxFEFF /’
Reserved OxFFO0 — OxFFEF
W-LIB OXFFFO - OXFFF7 /
Reserved | OxFFFB — OxFFFF OxFFF7 OXFFF7 FFFF

SRv6 Endpoint Behaviors Associated with uSID

The SRv6 Network Programming is extended with new types of SRv6 SID endpoint behaviors:

* uN—A short notation for the NEXT-CSID (Compressed SID) End behavior with a pseudocode of
shift-and-lookup, and PSP/USD flavors

* UA—A short notation for the NEXT-CSID End.X behavior with a pseudocode of shift-and-xconnect,
and PSP/USD flavors

* uDT—A short notation for the NEXT-CSID End.DT behavior with the same pseudocode as
End.DT4/End.DT6/End.DT46/End.DT2U/End.DT2M

* uDX—A short notation for the NEXT-CSID End.DX behavior with the same pseudocode as
End.DX4/End.DX6/End.DX2

SRv6 uSID in Action - Example

This example highlights an integrated VPN and Traffic Engineering use-case leveraging SRv6 uSID.

VPNv4 site A connected to Node 1 sends packets to VPNv4 site B connected to Node 2 alongside a traffic
engineered path via Node 8 and Node 7 using a single 128-bit SRv6 SID.

Node 1 is the ingress PE; Node 2 is the egress PE.

Nodes 3, 4, 5, and 6 are classic I[Pv6 nodes. Traffic received on these nodes use classic IP forwarding without
changing the outer DA.

Nodes 1, 8, 7 and 2 are SRv6 capable configured with:
* 32-bit SRv6 block = fcbb:bb01
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* 16-bit SRv6 ID
For example:

* Node 7 uN = fcbb:bb01:0700::/48
* Node 8 uN = fcbb:bb01:0800::/48

The following IGP routes are advertised:

* Node 8 advertises the IGP route fcbb:bb01:0800::/48
* Node 7 advertises the IGP route fcbb:bb01:0700::/48
* Node 2 advertises the IGP route fcbb:bb01:0200::/48

Figure 3: Integrated VPN and Traffic Engineering SRv6 uSID Use-case

IS-IS
febb:bb01:0200::/48

Site A

Site B 2 @ \E/ .__7 »

IS-IS - IS-1S
fcbb:bb01:0200::/48 fcbb:bb01:0700::/48

* Node 1 encapsulates IPv4 packet from Site A and sends an IPv6 packet
with DA = fcbb:bb01:0800:0700:0200:f001:0000:0000

* Traffic engineered path via 8 and 7 using a single 128-bit SRv6 SID

521410

* One single micro-program in the DA is enough

Node 1 encapsulates an IPv4 packet from VPN Site A and sends an IPv6 packet with destination address
fcbb:bb01:0800:0700:0200:f001:0000:0000. This is a uSID carrier, with a list of micro-instructions (uSIDs)
(0800, 0700, 0200, f001, and 0000 — indicating the end of the instruction).

uSIDs (uNs) 0800, 0700, 0200 are used to realize the traffic engineering path to Node 2 with way points at
Nodes 8 and 7. uSID f001 is the BGP-signalled instruction (uDT4) advertized by Node 2 for the VPNv4
service
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Figure 4: Node 1: End.B6.Encaps Behavior

Follow shortest path to
fcbb:bb01:0800::/48

521411

DA = :0800:0700:0200:f001:0000:0000

Nodes 4 and 5 simply forward the packet along the shortest path to Node 8, providing seamless deployment
through classic IPv6 nodes.

Figure 5: Node 4 and Node 5: Classic IPv6 Nodes

Follow shortest path to Follow shortest path to
fcbb:bb01:0800::/48 fcbb:bb01:0200::/48

521412

DA = :0800:0700:0200:1001:0000:0000

When Node 8 receives the packet, it performs SRv6 uN behavior (shift-and-lookup with PSP/USD). It removes
its outer DA (0800) and advances the micro program to the next micro instruction by doing the following:

1. Pops its own uSID (0800)
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Shifts the remaining DA by 16-bits to the left

Fills the remaining bits with 0000 (End-of-Carrier)

2
3
4. Performs a lookup for the shortest path to the next DA (fcbb:bb01:0700::/48)
5

Forwards it using the new DA fcbb:bb01:0700:0200:£001:0000:0000:0000

Figure 6: Node 8: SRv6 uN Behavior (Shift and Forward)

FIB Longest-Match fcbb:bb01:0800::/48

« Shift micro-program by one micro

» Set last micro-instruction to “End-of-Carrier”

Rx'd DA:|fcbb:bb(01:080040700:0200:f007:0000:0000
T
Tx'd DA: fcbb:bb01:0700:0200:f001:0000:0000:0000

Follow shortest path to
fcbb:bb01:0700::/48

» SRv6 Instruction:

521413

When Node 7 receives the packet, it performs the same SRv6 uN behavior (shift-and-lookup with PSP/USD),
forwarding it using the new DA fcbb:bb01:0200:f001:0000:0000:0000:0000

Figure 7: Node 7: SRv6 uN Behavior (Shift and Forward)

Rx'd DA:{fcbb:bb01:070050200:f001:0000:0000:0000
SHIFT << 16

FIB Longest-Match fcbb:bb01:0700::/48

™ .Iﬂ- nicro |,I|I,:l_|'-"1 2ol one i. ro

+ Set last micro-instruction to “End-of-Carrier”

Tx'd DA: fcbb:bb01:0200:f001:0000:0000:0000:0000
Follow shortest path to
febb:bb01:0200::/48
» SRvE Instruction:
nstruction
=
=t
o~
L
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Nodes 6 and 3 simply forward the packet along the shortest path to Node 2, providing seamless deployment
through classic IPv6 nodes.

Figure 8: Node 6 and Node 3: Classic IPv6 Nodes

Follow shortest path to Follow shortest path to
fcbb:bb01:0200::/48 fcbb:bb01:0200::/48

521415

DA = :0200:f007:0000:0000:0000:0000

When Node 2 receives the packet, it performs an SRv6 uDT4 behavior (End. DT4—Endpoint with decapsulation
and IPv4 table lookup) to VPNv4 Site B.

Figure 9: Node 2: SRv6 uDT4 Behavior

Rx'd DA:| fcbb:bb01:0200:f001:0000:0000:0000:0000

FIB Longest-Match fcbb:bb01:0200:f001::/64 —» SRv6 Instruction:

» Decapsulate and Lookup of inner IPv4 packet

521416

To recap, this example showed an integrated VPN and Traffic Engineering use-case, where VPNv4 site A
connected to Node 1 sent packets to VPNv4 site B connected to Node 2 alongside a traffic engineered path
via Node 8 and Node 7 using a single 128-bit SRv6 SID:

* @]1: inner packet P encapsulated with outer DA fcbb:bb01:0800:0700:0200:£001:0000:0000
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* @4 & @S5: classic IP forwarding, outer DA unchanged

* @8: SRv6 uN behavior: shift and lookup, outer DA becomes fcbb:bb01:0700:0200:f001:0000:0000:0000
* @7: SRv6 uN behavior: shift and lookup, outer DA becomes fcbb:bb01:0200:£001:0000:0000:0000:0000
* @6 & @3: classic IP forwarding, outer DA unchanged

* @2: SRv6 End.DT4: Decapsulate and IPv4 table lookup

Usage Guidelines and Limitations

General Guidelines and Limitations
* Cisco I0S XR supports uSIDs with 32-bit uSID block and 16-bit uSID IDs (3216).
A single UCF format must be used for uSID locators in a SRv6 uSID domain.

* Cisco IOS XR supports up to 8 uSID locator prefixes.

Multiple locator prefixes are used when configuring Anycast locators or SRv6 Flexible Algorithm
instances, for example.

* Cisco IOS XR supports uSID locator prefixes from different uSID blocks.

Up to 64 uSID blocks can be used across all uSID locators in the network.

* Cisco IOS XR Release 7.3.1 and later supports the following SRv6 uSID behaviors and variants:
+ uN with PSP/USD

* uA with PSP/USD
«uDT4

*uDT6

+ uDT46

* SRv6 Underlay support includes:

* IGP redistribution/leaking between levels
* Prefix Summarization on ABR routers

« IS-IS TI-LFA

* Microloop Avoidance

* Flex-algo

» SRv6 over GRE interface is not supported

» SRv6 over BVI interface is not supported
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uSID Allocation Recommendation

We recommend that the uSID block allocation is made from the IPv6 Unique Local Address (ULA) range.

\)

Note  Allocation from the public Global Unicast Addresses (GUA) range is also supported.

» Use ULA /24 base from FCO00::/8 space
» FCBB:BB/24, with B indicating a nibble value picked by operator

* 256 uSID blocks possible from this allocation
* In this release, 64 uSID blocks are supported

* FCBB:BBVV/32, with VV two variable nibbles. The supported values for VV in Cisco IOS XR
Release 7.3.1 are 0x00 to 0x3F.

For example:
* ULA /24 base = FC00:01/24
* uSID block space = 64 uSID blocks (from FC00:0100/32 to FC00:013F/32)

Platform-Specific Guidelines and Limitations

This release supports SRv6 on the Cisco ASR 9000 series 3rd, 4th, and 5th generation line cards and the Cisco
I0S XRv 9000.

This release supports SRv6 with ACL Chaining on Cisco ASR 9000 series 4th and 5th generation line cards.

)

Note SRv6 with ACL Chaining is supported for permit and deny ACL traffic options only.

On fourth and fifth generations of the Cisco ASR 9000 Series High-Density Ethernet line cards, enabling
SRv6 and BGP Flowspec or local policy-based routing (PBR) is not supported.

This release supports the following SID Encap budget:
* P role:

* Underlay H-Insert: 12 sids (2 carriers with 6 sids per carrier)

* PE role:

* Underlay H-Insert: 12 sids (2 carriers with 6 sids per carrier)

* Overlay H-Encaps: 3 sids (1 carrier with 3 sids per carrier)

Configuring SRv6

Enabling SRv6 involves the following high-level configuration steps:

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



| Configure Segment Routing over IPv6 (SRv6)

* Configure

with Micro-SIDs

SRv6 locator(s)

* Enable SRv6 under IS-IS

» Enable SRv6 Services under BGP

Configure SRv6 Locator Name, Prefix, and uSID-Related Parameters

This section shows how to globally enable SRv6 and configure locator.

Configuring SRv6 .

* segment-routing srv6 locator slocator locator—Globally enable SRv6 and configure the locator.

* segment-routing srv6 locator slocator locator prefix ipv6_prefix/length—Configure the locator prefix

value.

* segment-routing srvé locatorslocator locator micro-segment behavior unode psp-usd—Specifies
the locator as a micro-segment (uSID) locator as well as specifies that IGP underlay uSID (uN/uA) variant
is PSP-USD for this locator.

(Optional) Configure Algorithm Associated with L ocator

* segment-routing srv6 locator slocator locator algorithm algo—(Optional) Configure Algorithm
associated with the locator. Valid values for algo are from 128 to 255.

For additional information about SRv6 Flexible Algorithm, see Configuring SRv6 Flexible Algorithm
under IS-IS, on page 33.

For detailed information about Flexible Algorithm, see Enabling Segment Routing Flexible Algorithm,
on page 583.

(Optional) Configure Anycast L ocator

Table 3: Feature History Table

Feature Name

Release Information

Feature Description

SRv6 Anycast Locator Release 7.3.1

An SRv6 Anycast locator is a type
of locator that identifies a set of
nodes (END SIDs). SRv6 Anycast
Locators and their associated END
SIDs may be provisioned at
multiple places in a topology. One
use case is to advertise Anycast
END SIDs at exit points from an
SRv6 network.

An SRv6 Anycast locator is a type of locator that identifies a set of nodes (uN SIDs). SRv6 Anycast Locators
and their associated uN SIDs may be provisioned at multiple places in a topology.

The set of nodes (Anycast group) is configured to advertise a shared Anycast locator and uN SID. Anycast
routing enables the steering of traffic toward multiple advertising nodes. Packets addressed to an Anycast
address are forwarded to the topologically nearest nodes.

One use case is to advertise Anycast uN SIDs at exit points from an SRv6 network. Any of the nodes that
advertise the common uN SID could be used to forward traffic out of the SRv6 portion of the network to the
topologically nearest node.
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The following behaviors apply to Anycast Locator:
* Unlike a normal locator, IS-IS does not program or advertise uA SIDs associated with an Anycast locator.

* uN SIDs allocated from Anycast locators will not be used in constructing TI-LFA backup paths or
Microloop Avoidance primary paths. TI-LFA backup and Microloop Avoidance paths for an Anycast
locator prefix may terminate on any node advertising that locator, which may be different from the node
terminating the original primary path.

* SRv6 anycast locators may have non-zero algorithm (Flexible Algorithm) values.

Use the following commands to configure the Anycast locator and advertise Anycast prefixes associated with
an interface.

 segment-routing srv6 locator s locator locator anycast—Configure the Anycast locator

« router isisinstance-id interface L oopback instance prefix-attributes anycast level level—Advertise
the Anycast prefixes associated with an interface.

Example 1:

The following example shows how to globally enable SRv6 and configure a locator.

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé6-locators)# locator myLocl

Router (config-srvé6-locator)# micro-segment behavior unode psp-usd
Router (config-srvé-locator) # prefix 2001:0:8::/48

Example 2:

The following example shows how to configure Flexible Algorithm associated with locator.

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé6-locators)# locator myLocAlgol28

Router (config-srvé-locator)# algorithm 128

Router (config-srvé6-locator) # micro-segment behavior unode psp-usd
Router (config-srvé6-locator) # prefix 2001:0:88::/48

Example 3:

The following example shows how to configure Anycast locator.

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé-locators)# locator myLocAnycast

Router (config-srvé6-locator) # anycast

Router (config-srvé6-locator)# micro-segment behavior unode psp-usd
Router (config-srvé-locator)# prefix 2001:0:100::/48

The following example shows how to advertise the Anycast prefixes associated with an interface.

Router (config) # router isis core
Router (config-isis)# interface Loopbackl00
Router (config-isis-if)# prefix-attributes anycast level 1
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(Optional) Customize SRv6 Encapsulation Parameters
This section describes the configurable SRv6 encapsulation parameters. These optional parameters include:

* segment-routing srvé encapsulation sour ce-addr essipv6-addr—Source Address of outer encapsulating
IPv6 header. The default source address for encapsulation is one of the loopback addresses.

* segment-routing srv6 encapsulation hop-limit {count | propagate}—The hop limit of
outer-encapsulating IPv6 header. The range for count is from 1 to 255; the default value for hop-limit is
255. Use propagate to set the hop-limit value by propagation (from incoming packet/frame).

* segment-routing srvé encapsulation evpn next-header protocol-number—The protocol number to
use in the Next-header field of the IPv6 or SRH header. The range for protocol-number is from 59 to
252.

* segment-routing srv6 encapsulation traffic-class {value| propagate}—The traffic-class field settings
on the IPv6 header. Specify the value (as 2 hexadecimal nibbles) for traffic class; valid values are from
0x0 to 0xff. Use propagate to set the traffic-class value by propagation (from incoming packet/frame).

(Optional) Customize SRv6 Logging for Locator Status Changes

* segment-routing srvé logging locator status—Enable the logging of locator status.

(Optional) Customize SRv6 SID Parameters

* segment-routing srv6 sid holdtime minutes—The holdtime for a stale or freed SID. The range of minutes
is from 0 (disabled) to 60 minutes.

Example 4:

The following example shows how to configure optional SRv6 parameters:

RP/0/RSP0/CPUO:Nodel (config) # segment-routing srvé encapsulation
RP/0/RSPO/CPUO:Nodel (config-srv6-encap) # source-address 1::1
RP/0/RSP0/CPUO:Nodel (config-srvé—-encap) # hop-limit 60
RP/0/RSP0O/CPUO:Nodel (config-srv6-encap) # traffic-class propagate
RP/0/RSP0O/CPUO:Nodel (config-srvé6-encap) # evpn next-header 65
RP/0/RSP0/CPUO:Nodel (config-srvé-encap) # exit
RP/0/RSP0O/CPU0:Nodel (config-srv6) # logging locator status
RP/0/RSP0/CPUO:Nodel (config-srv6) # sid holdtime 10

RP/0/RSP0O/CPUO:Nodel (config-srv6) #

Verifying SRv6 Manager

This example shows how to verify the overall SRv6 state from SRv6 Manager point of view. The output
displays parameters in use, summary information, and platform specific capabilities.

Router# show segment-routing srvé manager
Parameters:
SRv6 Enabled: Yes
SRv6 Operational Mode:
Micro-segment:
SID Base Block: 2001::/24
Encapsulation:
Source Address:
Configured:
Default:
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Hop-Limit: Default

Traffic-class: Default

Summary:
Number of Locators:

3 (3 operational)

Number of SIDs: 3 (0 stale)

Max SIDs: 64000
OOR:
Thresholds: Green

3200, Warning 1920

Status: Resource Available

History: (0 cleared,

Block 2001::/32:

Number of SIDs free: 7680

Max SIDs: 7680
Thresholds: Green 384,

Status: Resource Available

History: (0 cleared,
Platform Capabilities:

SRv6: Yes
TILFA: Yes

Microloop-Avoidance:

Endpoint behaviors:
End (PSP)
End.X (PSP)
End.DX6
End.DX4
End.DT6
End.DT4
End.OP
uN (PSP/USD)
uA (PSP/USD)
uDT6
uDT4
uDX2
uB6 (Insert.Red)
Headend behaviors:
T
H.Insert.Red
H.Encaps.Red
Security rules:
SEC-1
SEC-2
SEC-3
Counters:
CNT-1
CNT-3
Signaled parameters:
Max-SL :
Max-End-Pop—-SRH
Max-H-Insert
Max-H-Encap
Max-End-D

Configurable parameters

Encapsulation:
Source Address:
Hop-Limit
Traffic-class

Max SIDs: 64000

SID Holdtime: 3 mins

Verifying SRv6 Locator

value=Yes,
value=Yes,

Yes

3
3
3 sids
3 sids
4

Yes

0 warnings,

Warning 231

0 warnings,

(under srvo) :

propagate=No
propagate=Yes

Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs |

0 full)

0 full)

This example shows how to verify the locator configuration and its operational status.
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Router# show segment-routing srv6é locator myLocl detail

Name ID Algo Prefix Status Flags
myLocl 3 0 2001:0:8::/48 Up U
(U) : Micro-segment (behavior: uN (PSP/USD))
Interface:

Name: srvé6-myLocl
IFH : 0x02000120
IPv6 address: 2001:0:8::/48
Number of SIDs: 1
Created: Dec 10 21:26:54.407 (02:52:26 ago)

Verifying SRv6 SIDs

This example shows how to verify the allocation of SRv6 local SIDs off locator(s).

Router# show segment-routing srvé locator myLocl sid
SID Behavior Context Owner
State RW

2001:0:8:: uN (PSP/USD) 'default':1 sidmgr

The following example shows how to display detail information regarding an allocated SRv6 local SID.

Router# show segment-routing srv6 locator myLocl sid 2001:0:8:: detail

SID Behavior Context Owner
State RW
2001:0:8:: uN (PSP/USD) 'default':8 sidmgr
InUse Y
SID Function: 0x8
SID context: { table-id=0xe0800000 ('default':IPv6/Unicast), opaque-id=8 }

Locator: 'myLocl'
Allocation type: Dynamic
Created: Dec 10 22:10:51.596 (02:10:05 ago)

Similarly, you can display SID information across locators by using the show segment-routing srv6 sid
command.

Configuring SRv6 under IS-IS

Intermediate System-to-Intermediate System (IS-IS) protocol already supports segment routing with MPLS
dataplane (SR-MPLS). This feature enables extensions in IS-IS to support Segment Routing with IPv6 data
plane (SRv6). The extensions include advertising the SRv6 capabilities of nodes and node and adjacency
segments as SRv6 SIDs.

SRv6 IS-IS performs the following functionalities:

1. Interacts with SID Manager to learn local locator prefixes and announces the locator prefixes in the IGP
domain.
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2. Learns remote locator prefixes from other IS-IS neighbor routers and installs the learned remote locator
IPv6 prefix in RIB or FIB.

3. Allocate or learn prefix SID and adjacency SIDs, create local SID entries, and advertise them in the IGP
domain.

Usage Guidelines and Restrictions
The following usage guidelines and restrictions apply for SRv6 IS-IS:
* An IS-IS address-family can support either SR-MPLS or SRv6, but both at the same time is not supported.

Configuring SRv6 under IS-IS
To configure SRv6 IS-IS, use the following command:

* router isisinstance address-family ipv6 unicast segment-routing srv6 locator locator [level {1 |
2}]—Enable SRv6 under the IS-IS IPv6 address-family and assign SRv6 locator(s) to it. Use the level
{112} keywords to advertise the locator only in the specified IS-IS level.

The following example shows how to configure SRv6 under IS-IS.

Router (config) # router isis core

Router (config-isis)# address-family ipv6 unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srv6)# locator myLocl level 1
Router (config-isis-srvé-loc) # exit

For more information about configuring IS-IS, refer to the "Implementing IS-IS" chapter in the Routing
Configuration Guide for Cisco ASR 9000.

Configuring SRv6 Locator Metric and Tag

You can configure an SRv6 locator metric. Valid values are 0 (default) through 16777215.
You can configure an SRv6 locator tag. Valid values are 1 through 4294967295.

By default, the metric and tag are advertised for both levels. You can configure the specific level for these
metrics.

Example

Router (config) # router isis CORE

Router (config-isis) # address-family ipv6 unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srvé6) # locator myLoc

Router (config-isis-srv6-loc)# metric 450 level 1
Router (config-isis-srv6-loc)# tag 350 level 1

Running Configuration

router isis CORE
address-family ipvé unicast
segment-routing srvé
locator myLoc
metric 450 level 1
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tag 350 level 1
|
|
|
|

Configuring SRv6 Flexible Algorithm under IS-IS

This feature introduces support for implementing Flexible Algorithm using IS-IS SRve6.

SRv6 Flexible Algorithm allows operators to customize IGP shortest path computation according to their own
needs. An operator can assign custom SR prefix-SIDs to realize forwarding beyond link-cost-based SPF. As
a result, Flexible Algorithm provides a traffic-engineered path automatically computed by the IGP to any
destination reachable by the IGP.

For detailed information about Flexible Algorithm, see Enabling Segment Routing Flexible Algorithm, on
page 583.

Usage Guidelines and Restrictions
Observe the following usage guidelines and restrictions:

* You can configure up to 8 locators to support SRv6 Flexible Algorithm.

* The Flexible Algorithm locator prefix follows the same usage guidelines and restrictions of algo-0 locator
prefixes. See Usage Guidelines and Limitations, on page 25.

* The Locator Algorithm value range is 128 to 255.

Configuring SRv6 Flexible Algorithm under IS-IS

The following sections show you the steps to enable SRv6 Flexible Algorithm. The example highlights a
delay-based Flexible Algorithm instance.

1. Configure SRv6 locators

2. Assign SRv6 locators under IS-IS

3. Configure Flexible Algorithm definition and associated metric (for example, delay)
4

Configure the delay probe under the interface. For more information on SR performance measurement,
see Configure performance measurement.

The following section shows how to configure two SRv6 locators: one associated with Algo 0, and the other
associated with Algo 128.

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé-locators)# locator myLocBestEffort // best-effort locator
Router (config-srvé6-locator) # micro-segment behavior unode psp-usd

Router (config-srvé6-locator) # prefix 2001:0:1::/48

Router (config-srvé6-locator) # exit

Router (config-srvé-locators)# locator myLocLowlLat // low-latency (flex algo 128) locator

Router (config-srvé6-locator)# micro-segment behavior unode psp-usd
Router (config-srvé-locator) # prefix 2001:0:2::/48
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Router (config-srvé-locator)# algorithm 128
Router (config-srvé-locator) # exit
Router (config-srv6) # exit

The following section shows how to assign multiple SRv6 locators under IS-IS.

Router (config) # router isis core

Router (config-isis) # address-family ipv6é unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srv6)# locator myLocBestEffort
Router (config-isis-srvé-loc) # exit

Router (config-isis-srv6)# locator myLocLowLat
Router (config-isis-srvé-loc) # exit

The following section shows how to configure the Flexible Algorithm definition.

Router (config) # router isis core

Router (config-isis) # flex-algo 128

Router (config-isis-flex-algo) # metric-type delay
Router (config-isis-flex-algo) # exit

Router (config-isis) # interface GigabitEthernet0/0/0/0
Router (config-isis-if) # address-family ipv6 unicast

The following section shows how to configure the delay probe under the interface.

Router (config) # performance-measurement

Router (config-perf-meas) # interface GigabitEthernet0/0/0/0
Router (config-pm-intf) # delay-measurement

Router (config-pm-intf-dm) # commit

Verification

Router# show segment-routing srvé locator

Name ID Algo Prefix Status Flags
myLocl 3 0 2001:0:8::/48 Up U
myLocBestEffort 5 0 2001:0:1::/48 Up U
myLocLowLat 4 128 2001:0:2::/48 Up U

Router# show isis flex-algo 128
IS-IS core Flex-Algo Database

Flex-Algo 128:

Level-2:
Definition Priority: 128
Definition Source: Router.00, (Local)
Definition Equal to Local: Yes
Disabled: No

Level-1:

Definition Priority: 128
Definition Source: Router.00, (Local)
Definition Equal to Local: Yes
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Disabled: No

Local Priority: 128
FRR Disabled: No
Microloop Avoidance Disabled: No

Configuring SRv6 Locator Prefix Summarization

Table 4: Feature History Table

Feature Name Release Information Feature Description

SRv6 IS-IS Prefix Summarization | Release 7.3.1 SRv6 leverages
longest-prefix-match IP forwarding.
This feature enables summarizing
of locators at ABRs and ASBRs,
which achieves massive-scale
reachability.

SRv6 leverages longest-prefix-match IP forwarding. Massive-scale reachability can be achieved by summarizing
locators at ABRs and ASBRs.

Use the summary-prefix locator [algorithm algo] [explicit] command in IS-IS address-family configuration
mode to specify that only locators from the specified algorithm contribute to the summary. The explicit
keyword limits the contributing prefixes to only those belonging to the same algorithm.

The following example shows how to configure SRv6 IS-IS Algorithm Summarization for regular algorithm
and Flexible Algorithm (128).

Router (config) # router isis core

Router (config-isis) # address-family ipv6 unicast

Router (config-isis-af)# summary-prefix 2001:0:1::/48

Router (config-isis-af)# summary-prefix 2001:0:2::/48 algorithm 128 explicit

Configuring TI-LFA with SRv6 IS-IS

This feature introduces support for implementing Topology-Independent Loop-Free Alternate (TI-LFA) using
SRv6 IS-IS.

TI-LFA provides link protection in topologies where other fast reroute techniques cannot provide protection.
The goal of TI-LFA is to reduce the packet loss that results while routers converge after a topology change
due to a link failure. TI-LFA leverages the post-convergence path which is planned to carry the traffic and
ensures link and node protection within 50 milliseconds. TI-LFA with IS-IS SR-MPLS is already supported.

TI-LFA provides link, node, and Shared Risk Link Groups (SRLG) protection in any topology.

For more information, see Configure Topology-Independent Loop-Free Alternate (TI-LFA), on page 713.
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Usage Guidelines and Limitations
The following usage guidelines and limitations apply:

* TI-LFA provides link protection by default. Additional tiebreaker configuration is required to enable
node or SRLG protection.

* Usage guidelines for node and SRLG protection:

» TI-LFA node protection functionality provides protection from node failures. The neighbor node
is excluded during the post convergence backup path calculation.

* Shared Risk Link Groups (SRLG) refer to situations in which links in a network share a common
fiber (or a common physical attribute). These links have a shared risk: when one link fails, other
links in the group might also fail. TI-LFA SRLG protection attempts to find the post-convergence
backup path that excludes the SRLG of the protected link. All local links that share any SRLG with
the protecting link are excluded.

* When you enable link protection, you can also enable node protection, SRLG protection, or both,
and specify a tiebreaker priority in case there are multiple LFAs.

* Valid priority values are from 1 to 255. The lower the priority value, the higher the priority of the
rule. Link protection always has a lower priority than node or SRLG protection.

Configuring SRv6 IS-IS TI-LFA
The following example shows how to configure different types of TI-LFA protection for SRv6 IS-IS.

Router (config) # router isis core

Router (config-isis)# interface bundle-ether 1201

Router (config-isis-if)# address-family ipv6 unicast

Router (config-isis-if-af)# fast-reroute per-prefix

Router (config-isis-if-af)# fast-reroute per-prefix ti-1fa

Router (config-isis-if-af)# exit

Router (config-isis-if)# exit

Router (config-isis)# interface bundle-ether 1301

Router (config-isis-if) # address-family ipv6 unicast

Router (config-isis-if-af)# fast-reroute per-prefix

Router (config-isis-if-af)# fast-reroute per-prefix ti-1fa

Router (config-isis-if-af)# fast-reroute per-prefix tiebreaker node-protecting index 100
Router (config-isis-if-af)# fast-reroute per-prefix tiebreaker srlg-disjoint index 200
Router (config-isis-if-af)# exit

Verification

This example shows how to verify the SRv6 IS-IS TI-LFA configuration using the show isisipv6 fast-reroute
ipv6-prefix detail command.

Router# show isis ipv6é fast-reroute cafe:0:2::2/128 detail

L2 cafe:0:2::2/128 [20/115] Label: None, medium priority
via fe80::e00:ff:fe3a:c700, HundredGigE0/0/0/0, Node2, Weight: 0
Backup path: TI-LFA (link), via fe80::1600:ff:feec:fe00, HundredGigE0/0/0/1 Node3,
Weight: 0, Metric: 40
P node: Node4.00 [cafe:0:4::4], SRv6 SID: cafe:0:4:: uN (PSP/USD)
Backup-src: Node2.00
P: No, TM: 40, LC: No, NP: No, D: No, SRLG: Yes
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src Node2.00-00, cafe:0:2::2

This example shows how to verify the SRv6 IS-IS TI-LFA configuration using the show routeipv6 ipve-prefix
detail command.

Router# show route ipvé cafe:0:2::2/128 detail
Tue Feb 23 23:08:48.151 UTC

Routing entry for cafe:0:2::2/128
Known via "isis 1", distance 115, metric 20, type level-2
Installed Feb 23 22:57:38.900 for 00:11:09
Routing Descriptor Blocks
fe80::1600:ff:feec:fe00, from cafe:0:2::2, via HundredGigkE0/0/0/1, Backup (TI-LFA)
Repair Node(s): cafe:0:4::4
Route metric is 40
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0
Path id:65 Path ref count:1
NHID:0x20002 (Ref:19)
SRv6 Headend: H.Insert.Red [£3216], SID-list {cafe:0:4::}
fe80::e00:ff:fe3a:c700, from cafe:0:2::2, via HundredGigE0/0/0/0, Protected
Route metric is 20
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0O
Path id:1 Path ref count:0
NHID:0x20001 (Ref:19)
Backup path id:65
Route version is 0x4 (4)
No local label
IP Precedence: Not Set
QoS Group ID: Not Set
Flow-tag: Not Set
Fwd-class: Not Set
Route Priority: RIB_PRIORITY NON RECURSIVE MEDIUM (7) SVD Type RIB_SVD_TYPE LOCAL
Download Priority 1, Download Version 66
No advertising protos.

This example shows how to verify the SRv6 IS-IS TI-LFA configuration using the show cef ipv6 ipv6-prefix
detail location location command.

Router# show cef ipv6é cafe:0:2::2/128 detail location 0/0/cpu0
Tue Feb 23 23:09:07.719 UTC
cafe:0:2::2/128, version 66, SRv6 Headend, internal 0x1000001 0x210 (ptr Ox8e96fd2c) [11],
0x0 (0x8e93fael), 0x0 (0x8£7510a8)
Updated Feb 23 22:57:38.904
local adjacency to HundredGigE0/0/0/0

Prefix Len 128, traffic index 0, precedence n/a, priority 1
gateway array (0x8e7b5c78) reference count 1, flags 0x500000, source rib (7), 0 backups
[2 type 3 flags 0x8401 (0x8e86eadl) ext 0x0 (0x0)]
LW-LDI[type=3, refc=1l, ptr=0x8e93fael, sh-1di=0x8e86ea40]
gateway array update type-time 1 Feb 23 22:57:38.904
LDI Update time Feb 23 22:57:38.913
LW-LDI-TS Feb 23 22:57:38.913
via feB80::1600:ff:feec:fe00/128, HundredGigE0/0/0/1, 9 dependencies, weight 0, class 0,
backup (TI-LFA) [flags 0xb00]
path-idx 0 NHID 0x20002 [0x8£5850b0 0xO0]
next hop feB80::1600:ff:feec:fe00/128, Repair Node(s): cafe:0:4::4
local adjacency
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SRv6 H.Insert.Red SID-list {cafe:0:4::}
via fe80::e00:ff:fe3a:c700/128, HundredGigE0/0/0/0, 6 dependencies, weight 0, class 0,
protected [flags 0x400]
path-idx 1 bkup-idx 0 NHID 0x20001 [0x8£f8420b0 0x0]
next hop fe80::e00:ff:fe3a:c700/128

Load distribution: 0 (refcount 2)

Hash OK 1Interface Address
0 Y HundredGigE0/0/0/0 fe80::e00:ff:fe3a:c700

Configuring SRv6 IS-IS Microloop Avoidance

Table 5: Feature History Table

Feature Name Release Information Feature Description

SRv6 IS-IS Microloop Avoidance |Release 7.3.1 The SRv6 Microloop Avoidance

with Flexible Algorithm feature detects and addresses
microloops that (might) occur after
a topology change.

This feature introduces support for implementing microloop avoidance using IS-IS SRv6.

Microloops are brief packet loops that occur in the network following a topology change (link down, link up,
or metric change events). Microloops are caused by the non-simultaneous convergence of different nodes in
the network. If nodes converge and send traffic to a neighbor node that has not converged yet, traffic may be
looped between these two nodes, resulting in packet loss, jitter, and out-of-order packets.

The SRv6 Microloop Avoidance feature detects if microloops are possible following a topology change. If a
node computes that a microloop could occur on the new topology, the node creates a loop-free SR-TE policy
path to the destination using a list of segments. After the RIB update delay timer expires, the SR-TE policy
is replaced with regular forwarding paths.

Usage Guidelines and Limitations
The following usage guidelines and limitations apply:

* The Routing Information Base (RIB) update delay value specifies the amount of time the node uses the
microloop avoidance policy before updating its forwarding table. The delay-timerange is from 1 to 60000
milliseconds; the default value is 5000.

Configuring SRv6 IS-IS Microloop Avoidance

The following example shows how to configure SRv6 IS-IS Microloop Avoidance and set the Routing
Information Base (RIB) update delay value.

\}

Note Complete the Configuring SRv6, on page 26 before performing these steps.

Router (config) # router isis test-igp
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Router (config-isis) # address-family ipv6 unicast

Router (config-isis-af) # microloop avoidance segment-routing
Router (config-isis-af)# microloop avoidance rib-update-delay 2000
Router (config-isis-af)# commit

Configuring SRv6 IS-IS Microloop Avoidance with Flexible Algorithm

Microloop Avoidance paths for particular Flexible Algorithm are computed using the same constraints as the
calculation of the primary paths for such Flexible Algorithm. These paths use the Locator prefix advertised
specifically for such Flexible Algorithm in order to enforce a microloop avoidance path.

By default, Microloop Avoidance for SRv6 Flexible Algorithm uses the Microloop Avoidance configuration
of Algo 0.

Use the microloop avoidance disable command to disable the microloop calculation on a per-algorithm
basis:

Router (config) # router isis test-tilfa
Router (config-isis) # flex-algo 128
Router (config-isis-flex-algo) # microloop avoidance disable

Configuring Static SIDs

Manually allocated (static) SIDs are persistent over reloads and restarts, making them a reliable option to be
used in explicit paths.

Configuring Static Adjacency SIDs

An adjacency SID (Adj-SID) is associated with an adjacency to a neighboring node. The adjacency SID steers
the traffic to a specific adjacency. Adjacency SIDs have local significance and are only valid on the node that
allocates them.

Adjacency SIDs that are dynamically allocated do not require any special configuration, however there are
some limitations:

* A dynamically allocated Adj-SID value is not known until it has been allocated, and a controller will not
know the Adj-SID value until the information is flooded by the IGP.

* Dynamically allocated Adj-SIDs are not persistent and can be reallocated after a reload or a process
restart.

* Each link is allocated a unique Adj-SID, so the same Adj-SID cannot be shared by multiple links.

Manually allocated (static) Adj-SIDs are persistent over reloads and restarts, making them a reliable option
to be used in explicit paths. They can be provisioned for multiple adjacencies to the same neighbor or to
different neighbors.

You can specify that the Adj-SID is protected. If the Adj-SID is protected on the primary interface and a
backup path is available, a backup path is installed. By default, static Adj-SIDs are not protected.

Usage Guidelines and Limitations

» Static Adj-SIDs are allocated from the explicit Local ID block (LIB). The default range for explicit SID
allocation is 0XxFEOO to OXxFEFF (256 IDs).
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* You can increase the size of the explicit LIB range by modifying the start of the range of IDs available
in the explicit LIB range. See Configuring Explicit SRv6 uSID Allocation Start Range, on page 44
for more information.

» Static Adj-SIDs are allocated independent of IS-IS. If a static Adj-SID is successfully allocated, then the
SID Manager notifies IS-IS. IS-IS then claims the allocated static Adj-SID and installs the Adj-SID in
RIB or FIB.

* If you remove the static Adj-SID configuration, the SID Manager does not clear the allocated static
Adj-SID; IS-IS will continue to use the allocated static Adj-SID. This is expected behavior. If you
configure a different static Adj-SID, SID manager resolves the conflict and installs the new Adj-SID and
notifies IS-IS.

» Static Adj-SID allocation does not follow the interface manager (IM) interface state. The static Adj-SID
will be allocated even if the interface is down or doesn't exist in the system. However, the static Adj-SID
is not installed in forwarding, since IS-IS didn't claim this Adj-SID.

* Static Adj-SID follows the locator state. Static Adj-SID allocation will fail if the locator is down or
invalid.

* Static Adj-SID can be allocated as a protected Adj-SID.

» Static Adj-SID can be allocated to a specific algorithm.

Configuration

Use the segment-routing srv6 static endpoint command to configure static adjacency SID and SID allocation
context.

Use the sid <srv6-sid> behavior end-ua-psp-usd command in srv6-static-endpoint config mode to configure
the static Adj SID and endpoint behavior.

Use the allocation-context nexthop <nhop-int> [algo-id <algo> | protected] command in srv6-static-sid
config mode to configure the next-hop interface. You can also configure the following options:

» algo-id algo — Specify a Flex Algo value for the static Adj-SID. Valid values for algo are 128 to 255;
the default is 0 (SPF).

* protected — Specify if the static Adj-SID is protected

Example

Router (config) # segment-routing

Router (config-sr)# srvé

Router (config-srv6) # static

Router (config-srvé-static)# endpoint

Router (config-srvé6-static-endpoint)# sid fccc:0:200:£fe0l:: behavior end-ua-psp-usd
Router (config-srvé-static-sid) # allocation-context nexthop TenGigE0/1/0/30/1

Router (config-srvé-static-sid) # exit

Router (config-srvé6-static-endpoint)# sid fccc:0:200:fe88:: behavior end-ua-psp-usd
Router (config-srvé-static-sid) # allocation-context nexthop TenGigE0/1/0/0/3 protected
Router (config-srvé-static-sid) # exit

Router (config-srvé-static-endpoint) # sid fccc:3a:200:fe0l:: behavior end-ua-psp-usd
Router (config-srvé-static-sid) # allocation-context nexthop TenGigE0/1/0/0/3 algo-id 132
protected
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Router (config-srvée-static-sid) #
Running Configuration

segment-routing
srve
static
endpoint
sid fccc:0:200:fel0l:: behavior end-ua-psp-usd
allocation-context nexthop TenGigE0/1/0/30/1
|
sid fccc:0:200:fe88:: behavior end-ua-psp-usd
allocation-context nexthop TenGigE0/1/0/0/3 protected
|
sid fccc:3a:200:fe0l:: behavior end-ua-psp-usd

allocation-context nexthop TenGigE0/1/0/0/3 algo-id 132 protected
|

Configuring Explicit End.DT46 SRv6 SIDs

Table 6: Feature History Table

Feature Name Release Description
Support for End.DT46 | Release 7.8.1 This feature adds support for the “Endpoint with
SRv6 Endpoint Behavior decapsulation and specific IP table lookup” SRv6

end-point behavior (End.DT46).

The End.DT46 behavior is used for dual-stack
L3VPNs. This behavior is equivalent to the single
per-VRF VPN label (for IPv4 and IPv6) in MPLS.

Support for Explicit Release 7.8.1 This feature allows you to configure explicit SIDs
End.DT46 SRv6 SIDs associated with SRv6-based L3VPN/Internet BGP
services. In previous releases, these SIDs were only
allocated dynamically by BGP.

Explicit End.DT46 SRv6 SIDs are persistent over
reloads and restarts.

Explicit End.DT46 SRv6 SIDs are persistent over reloads and restarts.

Multiple explicit uDT46 IDs allocated from the LIB or W-LIB range can be created under the same SRv6
locator. Each ID is uniquely associated to a VRF.

\Y

Note See GIB and LIB — IOS-XR Implementation, on page 19 for information about the LIB and W-LIB

Example: Explicit uDT46 (L1B)
* Locator: fcbb:bb00:11::/48

* Explicit functions: fe0a (VRF-A), feOb (VRF-B), feOc (VRF-C)
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* fcbb:bb00:11:fe0a::/64 — Explicit 16-bit DT46 function from LIB for VRF-A
* fcbb:bb00:11:fe0b::/64 — Explicit 16-bit DT46 function from LIB for VRF-B
* fcbb:bb00:11:fe0c::/64 — Explicit 16-bit DT46 function from LIB for VRF-C

Example: Explicit uDT46 (W-L1B)
* Locator: fcbb:bb00:11::/48
* Explicit functions: fff7:d (VRF-D), fff7:e (VRF-E), {ff7:f (VRF-F)
* fcbb:bb00:11:fff7:d::/80 — Explicit 32-bit DT46 function from W-LIB for VRF-D
* fcbb:bb00:11:fff7:e::/80 — Explicit 32-bit DT46 function from W-LIB for VRF-E
* fcbb:bb00:11:fff7:f::/80 — Explicit 32-bit DT46 function from W-LIB for VRF-F

An explicit uDT46 ID allocated from the LIB or W-LIB range can be associated to the same VRF under
multiple SRv6 locators.

This association is useful when a look-up under a given VPN table is desired for a node with multiple locators
(for example, unicast and Anycast locators).

The locators can be from the same ID block or different ID blocks:

* When the locators are from the same block, the manual uDT46 IDs for a given VRF must have the same
value across locators.

* When the locators are from different blocks, the manual uDT46 IDs for a given VRF could be either the
same value or different values.

We recommend using the same function ID across locators since it allows for simpler identification to the
associated VRF table.

Example 1: Explicit uDT46 SIDs (LIB) with a common function ID under 2 locators of the same block-id
* Locator 1: fcbb:bb00:10::/48 (unicast locator)

* Locator 2: fcbb:bb00:100::/48 (Anycast locator)
* Explicit function: fe0a

* VRF lookup: VRF-A

fcbb:bb00:10:fela::/64 segment-routing srvé endpoint behavior uDT46 vrf VRF-A
fcbb:bb00:100:fela::/64 segment-routing srvé endpoint behavior uDT46 vrf VRF-A

Example 2: Explicit uDT46 SIDs (LIB) with a common function ID under 2 locators of different block-id
* Locator 1: fcbb:bb00:11::/48 (unicast locator — algo0)

* Locator 2: fcbb:bb01:11::/48 (unicast locator — algo128)
* Explicit function: feOb
* VRF lookup: VRF-B
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fcbb:bb00:11:felb::/64 segment-routing srv6 endpoint behavior uDT46 vrf VRF-B
fcbb:bb01:11:felb::/64 segment-routing srvé endpoint behavior uDT46 vrf VRF-B

Example 3: Explicit uDT46 SIDs (W-LIB) with a common function ID under 2 locators of the same block-id
* Locator 1: fcbb:bb00:10::/48 (unicast locator)

* Locator 2: fcbb:bb00:100::/48 (Anycast locator)
* Explicit function: fff7:d
* VRF lookup: VRF-D

fcbb:bb00:11: £££7:d::/80 segment-routing srv6 endpoint behavior uDT46 vrf VRF-D
fcbb:bb00:100: £££7:d::/80 segment-routing srvé endpoint behavior uDT46 vrf VRF-D

Example4: Explicit uDT46 SIDs (W-LIB) with a common function ID under 2 locators of different block-id
* Locator 1: fcbb:bb00:11::/48 (unicast locator — algo0)

* Locator 2: fcbb:bb01:11::/48 (unicast locator — algo128)
* Explicit function: fff7:e
* VRF lookup: VRF-E

fcbb:bb00:11:£f££f7:e::/80 segment-routing srv6 endpoint behavior uDT46 vrf VRF-E
fchbb:bb01:11:££f£f7:e::/80 segment-routing srvé endpoint behavior uDT46 vrf VRF-E

Configuration

To configure explicit uDT46 IDs allocated from the LIB or W-LIB range, use the router static address-family
ipv6 unicast prefix/ mask segment-routing srv6 endpoint behavior uDT46 vrf vrf-name command:

RP/0/RPO/CPUO:ios (config) # router static

RP/0/RP0O/CPUO:ios (config-static)# address-family ipv6 unicast

RP/0/RP0O/CPUO:ios (config-static-afi)# fcbb:bb00:10:fela::/64 segment-routing srvé endpoint
behavior uDT46 vrf VRF-A

RP/0/RP0O/CPUO:1i0s (config-static-afi)# fcbb:bb00:100:fela::/64 segment-routing srvé endpoint
behavior uDT46 vrf VRF-A

RP/0/RP0/CPUO:i0s (config-static-afi)# fcbb:bb00:11:fff7:d::/80 segment-routing srvé endpoint
behavior uDT46 vrf VRF-D

RP/0/RP0O/CPUO:ios (config-static-afi)# fcbb:bb00:100:£f£f£f7:d::/80 segment-routing srvé endpoint
behavior uDT46 vrf VRF-D

Running Config

router static

address-family ipv6 unicast
fcbb:bb00
fcbb:bb00
fcbb:bb00
fcbb:bb00

:10:fela::/64 segment-routing srvé endpoint behavior uDT46 vrf VRF-A
:100:fela::/64 segment-routing srvé endpoint behavior uDT46 vrf VRF-A
:11:£f£f£7:d::/80 segment-routing srv6 endpoint behavior uDT46 vrf VRF-D
:100:£££7:d::/80 segment-routing srvé endpoint behavior uDT46 vrf VRF-D
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Configuring Explicit SRv6 uSID Allocation Start Range
You can increase the range of IDs available in the explicit LIB and explicit W-LIB by modifying their starting

values.

See SRv6 uSID Allocation Within a uSID Block, on page 16 for information about the default range of IDs
in the explicit LIB and W-LIB.

To modify the start value for the explicit LIB, use the following command:

* segment-routing srv6 formats format usid-f3216 usid local-id-block explicit start lib-start-value,
where lib-start-value is from 0xE064 to OXFEFF

)

Note When you increase the size of the explicit LIB range, you effectively decrease the number of available IDs
in the dynamic LIB range. For example, if you configure the explicit LIB starting value to 0XE064, the dynamic
LIB range is 0xE000 to 0xE063 (100 IDs).

To modify the start value for the explicit W-LIB, use the following command:

* segment-routing srv6 formats for mat usid-f3216 usid wide-local-id-block explicit start wlib
-start-value, where wlib-start-value is from 0xFFFO to OxFFF7

Example

Use the show segment-routing srv6 manager command to display the default start values of the explicit
LIB and W-LIB:

RP/0/RP0/CPUO:ios# show segment-routing srvé manager
Fri Sep 9 18:30:06.503 UTC
Parameters:
SRv6 Enabled: No
SRv6 Operational Mode: None
Encapsulation:
Source Address:
Configured:
Default:
Hop-Limit: Default
Traffic-class: Default
SID Formats:
£3216 <32B/16NFA> (2)
uSID LIB Range:
LIB Start : 0xe000
ELIB Start : 0xfe00
uSID WLIB Range:
EWLIB Start : Oxfff7

The following example shows how to modify the start of the range for explicit LIB and W-LIB:

RP/0/RPO/CPUO:ios (config) # segment-routing
RP/0/RP0/CPUO:i0s (config-sr) # srvé

RP/0/RP0/CPUO:io0s (config-srv6) # formats
RP/0/RP0O/CPUO:i0s (config-srve-fmts)# format usid-£3216
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RP/0/RPO/CPUO:ios (config-srv6e-fmt) # usid local-id-block explicit start 0xE064
RP/0/RP0O/CPUO:i0s (config-srv6e-fmt) # usid wide-local-id-block explicit start OxXFFFO

Running Config

segment-routing
srvé
formats
format usid-£3216
usid local-id-block explicit start 0xe064

usid wide-local-id-block explicit start Oxfff0
|

Use the show segment-routing srvé manager command to display the configured starting values of the
explicit LIB and W-LIB:

RP/0/RPO/CPUO:ios# show segment-routing srv6é manager
Fri Sep 9 18:31:06.033 UTC
Parameters:
SRv6 Enabled: Yes
SRv6 Operational Mode: None
Encapsulation:
Source Address:
Configured:
Default:
Hop-Limit: Default
Traffic-class: Default
SID Formats:
£3216 <32B/16NFA> (2)
uSID LIB Range:
LIB Start : 0xe000
ELIB Start : 0xe064 (configured)
uSID WLIB Range:
EWLIB Start : Oxfff0 (configured)

Configuring SRv6 BGP-Based Services

Building on the messages and procedures defined in IETF draft "BGP/MPLS IP Virtual Private Networks
(VPNs)", BGP has been extended to provide services over an SRv6 network, such as:

* [Pv4 Layer-3 VPNs

* [Pv6 Layer-3 VPNs

* [Pv4 BGP global

* [Pv6 BGP global

* Layer-2 VPNs - Ethernet VPNs (EVPN)

For more information about BGP, refer to the "Implementing BGP" chapter in the Routing Configuration
Guide for Cisco ASR 9000 Series Routers BGP Configuration Guide.
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In SRv6-based services, the egress PE signals an SRv6 Service SID with the BGP service route. The ingress
PE encapsulates the payload in an outer IPv6 header where the destination address is the SRv6 Service SID
advertised by the egress PE. BGP messages between PEs carry SRv6 Service SIDs as a means to interconnect
PEs and form VPNs. SRv6 Service SID refers to a segment identifier associated with one of the SRv6
service-specific behaviors advertised by the egress PE router, such as:

* uDT4 (Endpoint with decapsulation and IPv4 table lookup)
* uDT6 (Endpoint with decapsulation and IPv6 table lookup)
* uDX4 (Endpoint with decapsulation and IPv4 cross-connect)

» uDX6 (Endpoint with decapsulation and IPv6 cross-connect)

Based on the messages and procedures defined in IETF draft "SRv6 BGP based Overlay services", BGP
encodes the SRv6 Service SID in the prefix-SID attribute of the corresponding BGP Network Layer Reachability
Information (NLRI) and advertises it to its IPv6 BGP peers.

Usage Guidelines and Restrictions
* The following SRv6 BGP-based services are supported:
* SRv6 Services: [Pv4 L3VPN

* SRv6 Services: IPv6 L3VPN
* SRv6 Services: IPv4 BGP Global
* SRv6 Services: IPv6 BGP Global

* uDT4 and uDT6 for L3VPN and BGP global are supported.
* Dual-Stack L3 Services (IPv4 L3VPN, IPv6 L3VPN, IPv4 BGP global, IPv6 BGP global) are supported.

SRv6 Locator Inheritance Rules

SRv6 locators can be assigned at different levels inside the BGP routing process. BGP allocates SRv6 Service
SIDs from configured locator spaces according to the following inheritance rules:

1. Use the locator as defined under the service.
If not defined under the specific service, then:

2. Use the locator as defined under the corresponding address-family.
If not defined under the corresponding address-family, then:

3. Use the locator as defined globally under BGP.

Enabling SRv6 Globally under BGP

Use the router bgp as-number segment-routing srv6é command to enable SRv6 globally under the BGP
routing process. The as-number is from 1-65535.

RP/0/0/CPU0O:Nodel (config) # router bgp 100 segment-routing srvé
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Assigning SRv6 Locator Globally under BGP

Use the router bgp as-number segment-routing srv6 locator WORD command to assign an SRv6 locator
globally under the BGP routing process. The as-number is from 1-65535.

This example shows how to assign a locator:

RP/0/0/CPU0O:Nodel (config) # router bgp 100 segment-routing srv6é locator Nodel-locator

For more information on how to configure an SRv6 locator, see Configuring SRv6, on page 26.

For more information on how to assign an SRv6 locator under the BGP service or BGP address-family, see
the following SRv6 Services sections.

SRv6 Services: IPv4 L3VPN

Table 7: Feature History Table

Feature Name Release Description
Per-Prefix SRv6 Locator Release 7.5.1 This feature provides the ability to
Assignment assign a specific SRv6 locator for

a given prefix or a set of prefixes
(IPv4/IPv6 GRT, IPv4/IPv6 VPN).

The egress PE advertises the prefix
with the specified locator. This
allows for per-prefix steering into
desired transport behaviors, such

as Flex Algo.
Support for iBGP as PE-CE Release 7.5.1 This feature introduces support for
protocol iBGP as PE-CE protocol.
BGP Route Leaking Release 7.5.1 This feature adds support for

importing routes from default-VRF
to non-default VRF and routes from
non-default VRF to default VRF.

Table 8: Feature History Table

Feature Name Release Description
Dual-Stack L3VPN Services (IPv4, | Release 7.3.2 This feature introduces support for
IPv6) (SRv6 Micro-SID) Dual-stack (VPNv4/VPNv6) VRFs.

VPNv4/VPNv6 Dual-stack
supports both IPv4 (uDT4) and
IPv6 (uDT6) based SRv6 L3VPN
service on the same interface,
sub-interface, or VRF.

This feature provides IPv4 L3VPNs (VPNv4) over an SRv6 network.
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Usage Guidelines and Limitations

* SRv6 locator can be assigned globally, for all VRFs, for an individual VREF, or per-prefix.
* Per-VREF allocation mode is supported (uDT4 behavior)

* Dual-Stack L3VPN Services (IPv4, IPv6) are supported

* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.

* BGP (iBGP, eBGP), OSPF, Static are supported as PE-CE protocol.

* BGP route leaking between BGP Global and L3VPN is supported. Refer to the Implementing BGP
chapter in the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

* MPLS L3VPN and SRv6 L3VPN interworking gateway is supported.

* Per-CE allocation mode is not supported (uDX4 behavior)

Configuring SRv6 based IPv4 L3VPN

To enable SRv6-based L3VPN, you need to enable SRv6 under BGP, specify the locator, and configure the
SID allocation mode. The assignment of the locator can be done in different places under the router bgp
configuration. See SRv6 Locator Inheritance Rules, on page 46.

Use Case 1: Assigning SRv6 L ocator Glabally

This example shows how to enable SRv6 and configure the SRv6 locator name under BGP Global:

Nodel (config) # router bgp 100

Nodel (config-bgp) # segment-routing srvé

Nodel (config-bgp-gbl-srv6) # locator Nodel-locator
Nodel (config-bgp-gbl-srv6) # exit

Nodel (config-bgp) # address-family vpnv4 unicast
Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 3001::1:1:1:4

Nodel (config-bgp-nbr) # remote-as 100

Nodel (config-bgp-nbr) # address-family vpnv4 unicast
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # vrf vrf custl

Nodel (config-bgp-vrf)# rd 100:1

Nodel (config-bgp-vrf) # address-family ipv4 unicast
Nodel (config-bgp-vrf-af)# commit

Running Config

router bgp 100
segment-routing srvé
locator Nodel-locator
|

address-family vpnv4 unicast
|
neighbor 3001::1:1:1:4
remote-as 100
address-family vpnv4 unicast
|
!
vrf vrf custl
rd 100:1
address-family ipv4 unicast
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end
Use Case 2: Assigning SRv6 L ocator for All VRFs

To configure the SRv6 locator for all VRFs under VPNv4 Address Family and specify the allocation mode,
use the following commands:

« router bgp as-number address-family vpnv4 unicast vrf all segment-routing srv6: Enable SRv6

* router bgp as-number address-family vpnv4 unicast vrf all segment-routing srv6 alloc mode
{per-vrf}: Specify the SID behavior (allocation mode)

* Use the per-vrf keyword to specify that the same service SID (uDT4 behavior) be used for all the
routes advertised from a unique VRF.

* router bgp as-number address-family vpnv4 unicast vrf all ssgment-routing srv6 locator WORD:
Specify the locator

This example shows how to enable SRv6 and configure the SRv6 locator for all VRFs under VPNv4 Address
Family, with per-VRF label allocation mode:

Nodel (config) # router bgp 100

Nodel (config-bgp) # address-family vpnv4 unicast
Nodel (config-bgp-af) # vrf all

Nodel (config-bgp-af-vrfall) # segment-routing srvé
Nodel (config-bgp-af-vrfall-srv6)# locator Nodel-locator
Nodel (config-bgp-af-vrfall-srv6) # alloc mode per-vrf
Nodel (config-bgp-af-vrfall-srvé6) # exit

Nodel (config-bgp-af-vrfall) # exit

Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 3001::1:1:1:4

Nodel (config-bgp-nbr) # remote-as 100

Nodel (config-bgp-nbr) # address-family vpnv4 unicast
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # vrf vrf custl

Nodel (config-bgp-vrf)# rd 100:1

Nodel (config-bgp-vrf) # address-family ipv4 unicast
Nodel (config-bgp-vrf-af)# commit

Running Config

router bgp 100
address-family vpnv4 unicast
vrf all
segment-routing srvé
locator Nodel-locator
alloc mode per-vrf
|
|
!
neighbor 3001::1:1:1:4
remote-as 100
address-family vpnv4 unicast
|
!
vrf vrf custl
rd 100:1
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address-family ipv4 unicast
|

end
Use Case 3: Assigning SRv6 L ocator for a specific VRF

To configure the SRv6 locator for a specific VRF under IPv4 Address Family and specify the allocation mode,
use the following commands:

* router bgp as-number vrf WORD address-family ipv4 unicast segment-routing srv6: Enable SRv6

« router bgp as-number vrf WORD address-family ipv4 unicast ssgment-routing srv6 alloc mode {
per-vrf}: Specify the SID behavior (allocation mode)

* Use the per-vrf keyword to specify that the same service SID (uDT4 behavior) be used for all the
routes advertised from a unique VRF.

« router bgp as-number vrf WORD address-family ipv4 unicast segment-routing srv6 locator WORD:
Specify the locator

This example shows how to configure the SRv6 locator for an individual VRF, with per-VRF label allocation
mode:

Nodel (config) # router bgp 100

Nodel (config-bgp) # address-family vpnv4 unicast
Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 3001::1:1:1:4

Nodel (config-bgp-nbr) # remote-as 100

Nodel (config-bgp-nbr) # address-family vpnv4 unicast
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # vrf vrf custl

Nodel (config-bgp-vrf)# rd 100:1

Nodel (config-bgp-vrf) # address-family ipv4 unicast
Nodel (config-bgp-vrf-af) # segment-routing srvé
Nodel (config-bgp-vrf-af-srvé6)# locator Nodel-locator
Nodel (config-bgp-vrf-af-srve) # alloc mode per-vrf
Nodel (config-bgp-vrf-af-srv6)# commit

Running Config

router bgp 100
address-family vpnv4 unicast
|
neighbor 3001::1:1:1:4
remote-as 100
address-family vpnv4 unicast
|
!
vrf vrf custl
rd 100:1
address-family ipv4 unicast
segment-routing srvé
locator Nodel-locator

alloc mode per-vrf
|
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end
Use Case 4: Assigning SRv6 L ocator for a Specific Prefix

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.

To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation mode is per-VRF.
* For per-VREF allocation mode, you can also specify the SRv6 locator.

* If an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.

« If an SRv6 locator is not specified in the route policy, the default locator configured under BGP is
used to allocate the SID. If the default locator is not configured, then the SID will not be allocated.

For more information on configuring routing policies, refer to the "Implementing Routing Policy" chapter in
the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_rpl

Nodel (config-rpl) # if destination in (10.1.1.0/24) then

Nodel (config-rpl-if) # set srvé6-alloc-mode per-vrf locator locatorl
Nodel (config-rpl-if) # elseif destination in (2.2.2.0/24) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf locator locator2
Nodel (config-rpl-elseif) # elseif destination in (3.3.3.0/24) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf

Nodel (config-rpl-elseif) # else

Nodel (config-rpl-else) # drop

Nodel (config-rpl-else) # endif

Nodel (config-rpl) # end-policy

Nodel (config) #

To specify per-prefix allocation mode for a specific VRF under IPv4 address family, use the following
command:

« router bgp as-number vrf WORD address-family ipv4 unicast segment-routing srvé alloc mode
route-policy policy_name

This example shows how to configure per-prefix allocation mode for a specific VRF (vrf _custl) under IPv4
address family

Nodel (config) # router bgp 100

Nodel (config-bgp) # vrf vrf custl

Nodel (config-bgp-vrf) # address-family ipv4 unicast

Nodel (config-bgp-vrf-af) # segment-routing srvé

Nodel (config-bgp-vrf-af-srv6)# alloc mode route-policy set per prefix locator_ rpl

Running Configuration

route-policy set_per prefix locator_rpl
if destination in (10.1.1.0/24) then
set srvé6-alloc-mode per-vrf locator locatorl
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elseif destination in (2.2.2.0/24) then
set srvé6-alloc-mode per-vrf locator locator2
elseif destination in (3.3.3.0/24) then
set srv6-alloc-mode per-vrf
else
drop
endif
end-policy
|
router bgp 100
vrf vrf custl
address-family ipv6é unicast
segment-routing srvé

alloc mode route-policy set_per prefix locator_rpl
|

Verify that the local and received SIDs have been correctly allocated under VPNv4 and specific VRF
(vrf_custl):

Nodel# show bgp vpnv4 unicast local-sids

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0xO0 RD version: 0

BGP main routing table version 50

BGP NSR Initial initsync version 18 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Local Sid Alloc mode Locator
Route Distinguisher: 8:8
*>18.8.8.8/32 NO SRv6 Sid - -
* i NO SRvé6 Sid - -
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)
*> 10.1.1.0/24 fc00:0:1:40:: per-vrf locatorl
*> 2.2.2.0/24 fc00:8:1:40:: per-vrf locator2
*> 3.3.3.0/24 £c00:9:1:40:: per-vrf locator4
*> 10.1.1.5/32 NO SRv6 Sid - -
*> 3.3.3.3/32 NO SRv6 Sid - -
*>18.8.8.8/32 NO SRv6 Sid - -

Nodel# show bgp vpnv4 unicast received-sids

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: O

BGP main routing table version 50

BGP NSR Initial initsync version 18 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Received Sid

Route Distinguisher: 8:8
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*>18.8.8.8/32 10.1.1.2 £fc00:0:2:42::
* i 2400:2020:42:2fff::1

fc00:0:2:42::
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)
*> 10.1.1.0/24 11.1.1.2 NO SRv6 Sid
*> 2.2.2.0/24 11.1.1.2 NO SRv6 Sid
*> 3.3.3.0/24 11.1.1.2 NO SRv6 Sid
*> 10.1.1.5/32 11.1.1.2 NO SRv6 Sid
*> 3.3.3.3/32 13.2.2.2 NO SRv6 Sid
*>18.8.8.8/32 10.1.1.2 £fc00:0:2:42::

Nodel# show bgp vrf vrf custl local-sids

BGP VRF vrf custl, state: Active

BGP Route Distinguisher: 10.1.1.1:0

VRF ID: 0x60000004

BGP router identifier 10.1.1.1, local AS number 1
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0000013 RD version: 37

BGP main routing table version 37

BGP NSR Initial initsync version 18 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Local Sid Alloc mode Locator
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)
*>10.1.1.0/24 fc00:0:1:40:: per-vrf locatorl
*> 2.2.2.0/24 fc00:8:1:40:: per-vrf locator2
*> 3.3.3.0/24 fc00:9:1:40:: per-vrf locator4
*> 10.1.1.5/32 NO SRv6 Sid - -
*> 3.3.3.3/32 NO SRv6 Sid - -
*>18.8.8.8/32 NO SRv6 Sid - -

Nodel# show bgp vrf vrf custl received-sids
BGP VRF vrf custl, state: Active

BGP Route Distinguisher: 10.1.1.1:0

VRF ID: 0x60000004

BGP router identifier 10.1.1.1, local AS number 1
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0000013 RD version: 37

BGP main routing table version 37

BGP NSR Initial initsync version 18 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Received Sid
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)
*> 10.1.1.0/24 11.1.1.2 NO SRv6 Sid
*> 2.2.2.0/24 11.1.1.2 NO SRv6 Sid
*> 3.3.3.0/24 11.1.1.2 NO SRv6 Sid
*>10.1.1.5/32 11.1.1.2 NO SRv6 Sid
*> 3.3.3.3/32 13.2.2.2 NO SRv6 Sid
*>18.8.8.8/32 10.1.1.2 £fc00:0:2:42::
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Verification

Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs |

The following figure shows a VPNv4 scenario. The sequence of commands included correspond to router

Nodel acting as Ingress PE, and routers Node4 and No

deS acting as Egress PEs.

BGP VPMNvd4 unicast
12.1.1.4/32
NH: cafe:(:4::4
SRvB VPN SID: cafe:
BT: 100:7, RD: 1001

SID
cafe:0:4 IR :

Loopback prefix:

| Behavior | Context

ubT4 | wrf_custl

:0:4: 50028

bgp wrf wrf_cust1

cafe:0:4::4/128 12.1.1.4/32
— — SRvE Lacator prafic:
. "-\ cafe:(:4::/48
e Site B
[ 4)
- 12.1.1.4/32
Site A
: \ 5 12.1.1.5/32 Site C
Loopback prefix: ~— -
cafe::1::1/128 — H
SRvE Locator prefix, [---zzzzz==-=c-mosermmoeee e e Loopback prefix:
cafe:0:1::/48 BGP VPMv4 unicast cafe::5:5/128
12.1.1.5/32 SRvE Locator prefix: | | bgp wrf urf_custl
MNH: cafe:d:5::5 cafe:5:/48 12.1.1.5/32
SRvE VPN SID: cafe:0:5 EUDTARE

RT: 100:1, RD: 100:1

iB¥8 sA = cafe:0:1:1, DA =

Pvd SA, DA=121.14
Payload

SA, DA =1

...’. IPvd

Payload

cafe:0:4:2002::
2.1.1.4 SA DA=12.114

Payload

The following example shows how to verify the SRv6 based L3VPN configuration using the show

segment-routing srv6 sid command.

In this example, we can observe the uDT4 SIDs associated with the IPv4 L3VPN; where uDT4 behavior
represents Endpoint with decapsulation and [Pv4 table lookup.

Nodel# show segment-routing srvé sid

* Kk Kk

*** Locator: 'Nodel-locator'

SID Behavior
State RW

cafe:0:1: uN (PSP/USD)
InUse Y

cafe:0:1:e000: uA (PSP/USD)
InUse Y

cafe:0:1:e001: uA (PSP/USD)
InUse Y

cafe:0:1:e002: uDT4
InUse Y

cafe:0:1:e003: uDT4
InUse Y

cafe:0:1:e004: uDT4
InUse Y

cafe:0:1:e005: uDT4
InUse Y

cafe:0:1:e006: uDT4
InUse Y
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Context Owner

'default':1 sidmgr
[Hu0/0/0/0, Link-Local]:O0 isis-1
[Hu0/0/0/1, Link-Local]:O0 isis-1
'vrf_custl' bgp-100
'vrf cust2' bgp-100
'vrf cust3' bgp-100
'vrf custd' bgp-100
'vrf cust5' bgp-100
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The following example shows how to verify the SRv6 based L3VPN configuration using the show
segment-routing srv6S D-prefixdetail command.

Nodel# show segment-routing srv6 sid cafe:0:1:e002:: detail
Tue Feb 9 17:50:40.621 UTC

*** Locator: 'Nodel-locator' ***

SID Behavior Context Owner
State RW
cafe:0:1:e002:: uDT4 'vrf custl' bgp-100
InUse Y
SID Function: 0xe002
SID context: { table-id=0xe0000011 ('vrf custl':IPv4/Unicast) }

Locator: 'Nodel-locator'
Allocation type: Dynamic
Created: Feb 9 17:41:07.475 (00:09:33 ago)

The following example shows how to verify the SRv6 based L3VPN configuration using the show bgp vpnv4
unicast commands on Egress PE.

Nodel# show bgp vpnv4 unicast summary

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: 0

BGP main routing table version 36

BGP NSR Initial initsync version 16 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

BGP is operating in STANDALONE mode.

Process RcvTblVer bRIB/RIB LabelVer ImportVer SendTblVer StandbyVer
Speaker 36 36 36 36 36 0
Neighbor Spk AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down St/PfxRcd
cafe:0:4::4 0 100 47 48 36 0 0 00:40:05 5
cafe:0:5::5 0 100 47 47 36 0 0 00:39:56 5

Nodel# show bgp vpnv4 unicast rd 100:1

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: 0

BGP main routing table version 36

BGP NSR Initial initsync version 16 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path

Route Distinguisher: 100:1 (default for vrf vrf custl)
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*>12.1.1.1/32 0.0.0.0 0 32768 2
*>112.4.4.4/32 cafe:0:4::4 0 100 02
*>112.5.5.5/32 cafe:0:5::5 0 100 07

Processed 3 prefixes, 3 paths

Nodel# show bgp vpnv4 unicast rd 100:1 12.4.4.4/32

BGP routing table entry for 12.4.4.4/32, Route Distinguisher: 100:1

Versions:
Process PRIB/RIB SendTblVer
Speaker 22 22

Last Modified: Feb 23 22:57:56.756 for 00:40:08
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0O
Not advertised to any peer
Local, (received & used)
cafe:0:4::4 (metric 30) from cafe:0:4::4 (10.1.1.4)
Received Label 0xe00400
Origin incomplete, metric 0, localpref 100, valid, internal, best, group-best,
import-candidate, imported
Received Path ID 0, Local Path ID 1, version 22
Extended community: RT:1:1 RT:100:1
PSID-Type:L3, SubTLV Count:1
SubTLV:
T:1(Sid information), Sid:cafe:0:4::, Behavior:63, SS-TLV Count:1
SubSubTLV:
T:1(Sid structure) :
Source AFI: VPNv4 Unicast, Source VRF: vrf custl, Source Route Distinguisher: 100:1

The following examples show how to verify the BGP prefix information for VRF instances using the show
bgp vrf commands:

Nodel# show bgp vrf vrf custl ipv4 unicast

BGP VRF vrf custl, state: Active

BGP Route Distinguisher: 100:1

VRF ID: 0x60000002

BGP router identifier 10.1.1.1, local AS number 100
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0000011 RD version: 32

BGP main routing table version 36

BGP NSR Initial initsync version 16 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
Route Distinguisher: 100:1 (default for vrf vrf custl)
*>12.1.1.1/32 0.0.0.0 0 32768 2
*>112.4.4.4/32 cafe:0:4::4 0 100 07
*>i112.5.5.5/32 cafe:0:5::5 0 100 07

Processed 3 prefixes, 3 paths

Nodel# show bgp vrf vrf custl ipv4 unicast 12.4.4.4/32
Tue Feb 23 23:39:57.499 UTC
BGP routing table entry for 12.4.4.4/32, Route Distinguisher: 100:1
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Versions:
Process bRIB/RIB SendTblVer
Speaker 22 22

Last Modified: Feb 23 22:57:56.756 for 00:42:01
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0
Not advertised to any peer
Local, (received & used)
cafe:0:4::4 (metric 30) from cafe:0:4::4 (10.1.1.4)
Received Label 0xe00400
Origin incomplete, metric 0, localpref 100, valid, internal, best, group-best,
import-candidate, imported
Received Path ID 0, Local Path ID 1, version 22
Extended community: RT:1:1 RT:100:1
PSID-Type:L3, SubTLV Count:1
SubTLV:
T:1(Sid information), Sid:cafe:0:4::, Behavior:63, SS-TLV Count:1
SubSubTLV:
T:1(Sid structure) :
Source AFI: VPNv4 Unicast, Source VRF: vrf custl, Source Route Distinguisher: 100:1

The following example shows how to verify the SRv6 based L3VPN configuration using the show routevrf
commands.

Nodel# show route vrf vrf custl

Codes: C - connected, S - static, R - RIP, B - BGP, (>) - Diversion path
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - ISIS, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, su - IS-IS summary null, * - candidate default

U - per-user static route, o - ODR, L - local, G - DAGR, 1 - LISP
A - access/subscriber, a - Application route
M - mobile route, r - RPL, t - Traffic Engineering, (!) - FRR Backup path

Gateway of last resort is not set

L 12.1.1.1/32 is directly connected, 00:44:43, Loopbackl00
B 12.4.4.4/32 [200/0] via cafe:0:4::4 (nexthop in vrf default), 00:42:45
B 12.5.5.5/32 [200/0] via cafe:0:5::5 (nexthop in vrf default), 00:42:45

Nodel# show route vrf vrf custl 12.4.4.4/32

Routing entry for 12.4.4.4/32
Known via "bgp 100", distance 200, metric 0, type internal
Installed Feb 23 22:57:56.746 for 00:43:12
Routing Descriptor Blocks
cafe:0:4::4, from cafe:0:4::4
Nexthop in Vrf: "default", Table: "default", IPv6 Unicast, Table Id: 0xe0800000
Route metric is 0
No advertising protos.

Nodel# show route vrf vrf custl 12.4.4.4/32 detail

Routing entry for 12.4.4.4/32
Known via "bgp 100", distance 200, metric 0, type internal
Installed Feb 23 22:57:56.746 for 00:43:37
Routing Descriptor Blocks
cafe:0:4::4, from cafe:0:4::4
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Nexthop in Vrf: "default", Table: "default", IPv6 Unicast, Table Id: 0xe0800000
Route metric is O
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: O
Source RD attributes: 0x0000:100:1
NHID:0x0 (Ref:0)
SRv6 Headend: H.Encaps.Red [£3216], SID-list {cafe:0:4:e004::}
Route version is 0Ox1 (1)
No local label
IP Precedence: Not Set
QoS Group ID: Not Set
Flow-tag: Not Set
Fwd-class: Not Set
Route Priority: RIB_PRIORITY RECURSIVE (12) SVD Type RIB_SVD TYPE REMOTE
Download Priority 3, Download Version 3
No advertising protos.

The following example shows how to verify the SRv6 based L3VPN configuration using the show cef vrf
commands.

Nodel# show cef vrf vrf custl

Prefix Next Hop Interface
0.0.0.0/0 drop default handler
0.0.0.0/32 broadcast

12.1.1.1/32 receive Loopbackl00
12.4.4.4/32 cafe:0:4::/128 <recursive>
12.5.5.5/32 cafe:0:5::/128 <recursive>
224.0.0.0/4 0.0.0.0/32

224.0.0.0/24 receive

255.255.255.255/32 broadcast

Nodel# show cef vrf vrf custl 12.4.4.4/32

12.4.4.4/32, version 3, SRv6 Headend, internal 0x5000001 0x30 (ptr 0x78b9%a6lc) [1], O0x0
(0x0), O0x0 (0x88873720)
Updated Feb 23 22:57:56.749
Prefix Len 32, traffic index 0, precedence n/a, priority 3
via cafe:0:4::/128, 3 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x78e2dal4d 0x0]
next hop VRF - 'default', table - 0xe0800000
next hop cafe:0:4::/128 via cafe:0:4::/48
SRv6 H.Encaps.Red SID-list {cafe:0:4:e004::}

Nodel# show cef vrf vrf custl 12.4.4.4/32 detail

12.4.4.4/32, version 3, SRv6 Headend, internal 0x5000001 0x30 (ptr 0x78b9%a6lc) [1], O0x0
(0x0), O0x0 (0x88873720)
Updated Feb 23 22:57:56.749
Prefix Len 32, traffic index 0, precedence n/a, priority 3
gateway array (0x88a740a8) reference count 5, flags 0x2010, source rib (7), 0 backups
[1 type 3 flags 0x48441 (0x789cbcc8) ext 0x0 (0x0)]
LW-LDI[type=0, refc=0, ptr=0x0, sh-1di=0x0]
gateway array update type-time 1 Feb 23 22:57:56.749
LDI Update time Feb 23 22:57:56.754

Level 1 - Load distribution: 0
[0] via cafe:0:4::/128, recursive

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



| Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs
SRv6 Services: IPvs L3VPN |||

via cafe:0:4::/128, 3 dependencies, recursive [flags 0x6000]
path-idx 0 NHID O0x0 [0x78e2dal4d 0x0]

next hop VRF - 'default',K table - 0xe0800000

next hop cafe:0:4::/128 via cafe:0:4::/48

SRv6 H.Encaps.Red SID-list {cafe:0:4:e004::}

Load distribution: 0 1 (refcount 1)

Hash OK 1Interface Address
0 Y HundredGigE0/0/0/1 remote
1 Y HundredGigE0/0/0/0 remote

SRv6 Services: IPv6 L3VPN

Table 9: Feature History Table

Feature Name Release Information Feature Description

SRv6 Services: IPv6 L3VPN Release 7.3.1 With this feature, the egress PE can
signal an SRv6 Service SID with
the BGP overlay service route. The
ingress PE encapsulates the
IPv4/IPv6 payload in an outer IPv6
header where the destination
address is the SRv6 Service SID
provided by the egress PE. BGP
messages between PEs carry SRv6
Service SIDs as a means to
interconnect PEs and form VPNs.

This feature provides IPv6 L3VPNs (VPNv6) over an SRv6 network.

Usage Guidelines and Limitations

* SRv6 locator can be assigned globally, for all VRFs, for an individual VREF, or per-prefix.
* Per-VREF allocation mode is supported (uUDT6 behavior)

* Dual-Stack L3VPN Services (IPv4, IPv6) are supported

* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.

* BGP (iBGP, eBGP), OSPF, Static are supported as PE-CE protocol.

* BGP route leaking between BGP Global and L3VPN is supported. Refer to the Implementing BGP
chapter in the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

* MPLS L3VPN and SRv6 L3VPN interworking gateway is supported.

* Per-CE allocation mode is not supported (uDX6 behavior)
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Configuring SRv6-based IPv6 L3VPN

To enable SRv6-based L3VPN, you need to enable SRv6 under BGP, specify the locator, and configure the
SID allocation mode. The assignment of the locator can be done in different places under the router bgp
configuration. See SRv6 Locator Inheritance Rules, on page 46.

Use Case 1. Assigning SRv6 L ocator Globally

This example shows how to configure the SRv6 locator name under BGP Global:

Nodel (config) # router bgp 100

Nodel (config-bgp) # segment-routing srvé

Nodel (config-bgp-gbl-srv6) # locator Nodel-locator
Nodel (config-bgp-gbl-srv6) # exit

Nodel (config-bgp) # address-family vpnvé unicast
Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 3001::12:1:1:4

Nodel (config-bgp-nbr) # remote-as 100

Nodel (config-bgp-nbr) # address-family vpnvé6é unicast
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # vrf vrf custé6

Nodel (config-bgp-vrf)# rd 100:6

Nodel (config-bgp-vrf) # address-family ipv6 unicast
Nodel (config-bgp-vrf-af) # commit

Running Configuration

router bgp 100
segment-routing srvé

locator Nodel-locator
|

address-family vpnvé unicast
|
neighbor 3001::12:1:1:4
remote-as 100
address-family vpnvé6 unicast
|
|

vrf vrf custé6
rd 100:6

address-family ipv6é unicast
|

end
Use Case 2: Assigning SRv6 Locator for All VRFs

To configure the SRv6 locator for all VRFs under VPNv6 Address Family and specify the allocation mode,
use the following commands:

« router bgp as-number address-family vpnv6 unicast vrf all segment-routing srv6: Enable SRv6

* router bgp as-number address-family vpnv6 unicast vrf all segment-routing srv6 alloc mode
{per-vrf}: Specify the SID behavior (allocation mode)

* Use the per-vrf keyword to specify that the same service SID (uDT6 behavior) be used for all the
routes advertised from a unique VRF.

* router bgp as-number address-family vpnv6 unicast vrf all segment-routing srv6 locator WORD:
Specify the locator
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This example shows how to configure the SRv6 locator for all VRFs under VPNv6 Address Family, with
per-VRF label allocation mode:

Nodel (config) # router bgp 100

Nodel (config-bgp) # address-family vpnvé unicast
Nodel (config-bgp-af) # vrf all

Nodel (config-bgp-af-vrfall) # segment-routing srvé
Nodel (config-bgp-af-vrfall-srv6)# locator Nodel-locator
Nodel (config-bgp-af-vrfall-srve6) # alloc mode per-vrf
Nodel (config-bgp-af-vrfall-srve) # exit

Nodel (config-bgp-af-vrfall) # exit

Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 3001::12:1:1:4

Nodel (config-bgp-nbr) # remote-as 100

Nodel (config-bgp-nbr) # address-family vpnvé unicast
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # vrf vrf custé

Nodel (config-bgp-vrf)# rd 100:6

Nodel (config-bgp-vrf) # address-family ipv6 unicast
Nodel (config-bgp-vrf-af) # commit

Running Configuration

router bgp 100
address-family vpnvé unicast
vrf all
segment-routing srvé
locator Nodel-locator
alloc mode per-vrf
|
|
!
neighbor 3001::12:1:1:4
remote-as 100
address-family vpnv6 unicast
|
|

vrf vrf custé
rd 100:6

address-family ipv6 unicast
|

end
Use Case 3: Assigning SRv6 L ocator for a specific VRF

To configure the SRv6 locator for a specific VRF under IPv6 Address Family and specify the allocation mode,
use the following commands:

* router bgp as-number vrf WORD address-family ipv6 unicast segment-routing srv6: Enable SRv6

« router bgp as-number vrf WORD address-family ipv6 unicast ssgment-routing srv6 alloc mode {
per-vrf}: Specify the SID behavior (allocation mode)

* Use the per-vrf keyword to specify that the same service SID (uDT6 behavior) be used for all the
routes advertised from a unique VRF.

« router bgp as-number vrf WORD address-family ipv6 unicast segment-routing srv6 locator WORD:
Specify the locator
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This example shows how to configure the SRv6 locator for an individual VRF, with per-VRF label allocation
mode:

Nodel (config) # router bgp 100

Nodel (config-bgp) # address-family vpnvé unicast
Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 3001::12:1:1:4

Nodel (config-bgp-nbr) # remote-as 100

Nodel (config-bgp-nbr) # address-family vpnvé unicast
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # vrf vrf custé

Nodel (config-bgp-vrf)# rd 100:6

Nodel (config-bgp-vrf) # address-family ipv6 unicast
Nodel (config-bgp-vrf-af) # segment-routing srvé
Nodel (config-bgp-vrf-af-srv6)# locator Nodel-locator
Nodel (config-bgp-vrf-af-srvé6) # alloc mode per-vrf
Nodel (config-bgp-vrf-af-srvé6)# commit

Running Configuration

router bgp 100

address-family vpnv6 unicast
|

neighbor 3001::12:1:1:4
remote-as 100

address-family vpnv6 unicast
|

!

vrf vrf custé6

rd 100:6

address-family ipv6 unicast
segment-routing srvé

locator Nodel-locator

alloc mode per-vrf
|

end
Use Case 4: Assigning SRv6 L ocator for a Specific Prefix

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.

To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation mode is per-VRF.
* For per-VRF allocation mode, you can also specify the SRv6 locator.

* If an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.

« If an SRv6 locator is not specified in the route policy, the default locator is used to allocate the SID.
If the default locator is not configured in BGP, then the SID will not be allocated.

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



| Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs
SRv6 Services: IPvs L3VPN |||

For more information on configuring routing policies, refer to the "Implementing Routing Policy" chapter in
the Routing Configuration Guide Cisco ASR 9000 Series Routers.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_ rpl

Nodel (config-rpl)# if destination in (3001::1:1:1:1/128) then

Nodel (config-rpl-if) # set srvé6-alloc-mode per-vrf locator locatorl
Nodel (config-rpl-if) # elseif destination in (3001::2:2:2:2/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf locator locator2
Nodel (config-rpl-elseif)# elseif destination in (3001::3:3:3:3/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf

Nodel (config-rpl-elseif) # else

Nodel (config-rpl-else) # drop

Nodel (config-rpl-else) # endif

Nodel (config-rpl) # end-policy

To specify per-prefix allocation mode for a specific VRF under IPv6 Address Family, use the following
command:

« router bgp as-number vrf WORD address-family ipv6 unicast ssgment-routing srvé alloc mode
route-policy policy_name

This example shows how to specify per-prefix allocation mode for a specific VRF (vrf cust6) under the IPv6
address family:

Nodel (config) # router bgp 100

Nodel (config-bgp) # vrf vrf custé

Nodel (config-bgp-vrf) # address-family ipv6 unicast

Nodel (config-bgp-vrf-af) # segment-routing srvé

Nodel (config-bgp-vrf-af-srv6)# alloc mode route-policy set per prefix locator_ rpl

Running Configuration

route-policy set per prefix locator rpl
if destination in (3001::1:1:1:1/128) then
set srv6-alloc-mode per-vrf locator locatorl
elseif destination in (3001::2:2:2:2/128) then
set srvé6-alloc-mode per-vrf locator locator2
elseif destination in (3001::3:3:3:3/128) then
set srv6-alloc-mode per-vrf
else
drop
endif
end-policy
|

router bgp 100
vrf vrf custé
address-family ipv6é unicast
segment-routing srvé
alloc mode route-policy set_per prefix locator_rpl

Verify that the local and received SIDs have been correctly allocated under VPNv6 and specific VRF
(vrf_cust6):

Nodel# show bgp vpnvé unicast local-sids
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[l sRrvs Services: IPv6 L3VPN

BGP router identifier 10.1.1.1, local AS number 1
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: 0

BGP main routing table version 50

BGP NSR Initial initsync version 18 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Local Sid Alloc mode
Route Distinguisher: 8:8
*>i13008::8:8:8:8/128 NO SRv6 Sid -

* i NO SRv6 Sid -

Route Distinguisher: 100:6 (default for vrf vrf custé6)

*> 3001::1:1:1:1/128 £c00:0:1:40:: per-vrf
*> 3001::2:2:2:2/128 £c00:8:1:40:: per-vrf
*> 3001::3:3:3:3/128 £c00:9:1:40:: per-vrf

*> 3001::5:5:5:5/128 NO SRv6 Sid -
*> 3001::12:1:1:5/128 NO SRv6 Sid -
*>i13008::8:8:8:8/128 NO SRv6 Sid -

Nodel# show bgp vpnvé unicast received-sids

BGP router identifier 10.1.1.1, local AS number 1
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: O

BGP main routing table version 50

BGP NSR Initial initsync version 18 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Received Sid
Route Distinguisher: 8:8
*>313008::8:8:8:8/128 10.1.1.2 fc00:0:2:42::
* i 2400:2020:42:2fff::1

fc00:0:2:42::
Route Distinguisher: 100:
*> 3001::1:1:1:1/128 11.
*> 3001::2:2:2:2/128 11.
*> 3001::3:3:3:3/128 11.
*> 3001::5:5:5:5/128 11.
*> 3001::12:1:1:5/128 13.
*>13008::8:8:8:8/128 10.

(default for vrf vrf cust6)

1.2 NO SRv6 Sid
1.2 NO SRvé6 Sid
1.2 NO SRv6 Sid
1.2 NO SRv6 Sid
2.2 NO SRvé6 Sid
1.2 fc00:0:2:42::

R N L)

Nodel# show bgp vrf vrf cust6é local-sids

BGP VRF vrf cust6, state: Active

BGP Route Distinguisher: 10.1.1.1:0

VRF ID: 0x60000004

BGP router identifier 10.1.1.1, local AS number 1
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0000013 RD version: 37

BGP main routing table version 37

BGP NSR Initial initsync version 18 (Reached)
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BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Local Sid Alloc mode Locator
Route Distinguisher: 8:8
*>i13008::8:8:8:8/128 NO SRv6 Sid - -

* i NO SRv6 Sid - -

Route Distinguisher: 100:6 (default for vrf vrf custé6)

*> 3001::1:1:1:1/128 £c00:0:1:40:: per-vrf locatorl
*> 3001::2:2:2:2/128 £c00:8:1:40:: per-vrf locator2
*> 3001::3:3:3:3/128 £c00:9:1:40:: per-vrf locator4

*> 3001::5:5:5:5/128 NO SRv6 Sid - -
*> 3001::12:1:1:5/128 NO SRv6 Sid - -
*>i13008::8:8:8:8/128 NO SRv6 Sid - -

Nodel# show bgp vrf vrf cust6é received-sids
BGP VRF vrf cust6, state: Active

BGP Route Distinguisher: 100:6

VRF ID: 0x60000004

BGP router identifier 10.1.1.1, local AS number 1
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0000013 RD version: 37

BGP main routing table version 37

BGP NSR Initial initsync version 18 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Received Sid

Route Distinguisher: 100:6
*> 3001::1:1:1:1/128 11.
*> 3001::2:2:2:2/128 11.
*> 3001::3:3:3:3/128 11.
*> 3001::5:5:5:5/128 11.
*> 3001::12:1:1:5/128 13.
*>13008::8:8:8:8/128 10.

(default for vrf vrf cust6)

1.2 NO SRvé6 Sid
1.2 NO SRvé6 Sid
1.2 NO SRvé6 Sid
1.2 NO SRv6 Sid
2.2 NO SRv6 Sid
1.2 fc00:0:2:42::

N R N e

Verification

The following figure shows a VPNv6 scenario. The sequence of commands included correspond to router
Nodel acting as Ingress PE, and routers Node4 and Node5 acting as Egress PEs.
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[l sRrvs Services: IPv6 L3VPN

BGP VPNVE unicast SID Behavior | Context
3007:12:1:1:4/128
NH: cafe:0-4:4 cafe:0:4 Sl | uDT6 |wri_custé
SRvE VPN SID: cafe:0:4 EHlEs r .
RT: 100:6, RD: 100:6 Loopback prefix: bap wrf vrf_custl
cafe:(n4::4/128 3001:12:1:1:4/128
- — SRvE Locator prefic =

\ cafe::4::/48
y Site B

4)
—3001:12:1:1:4/128

Site A 1

\ 53001:12:1:1:5/128 Site C
Loopback prefix: - 7

cafe:0:1:1/128 — S

SRvB Locatowr prafios [ 77 mosss e e e e s S Loopback prefix:
cafe:0:1::/48 BGP VPMNvE unicast cafe::5::5/128
3001:12:1:1:5/128 SRvE Locator prefix:| | bgp wrf vrf_custs

MH: cafe:0:5:5 cafe:(:5::/48 30071:12:1:1:50128
SRvE VPN SID: cafe:0:5 ElDTGES ’ ’
RT: 100:6, RD: 100:6

- SA = caferD:1:1, DA = cafei0:4:e00ax
IPyE SA, DA = 3001:712:1:1:4 IPv6 SA, DA = 3001::12:1:7:4 IPve SA, DA = 3001::12:1:7:4
Payload —) Payload = Payload

21522

5

The following examples shows how to verify the SRv6 based L3VPN configurations for an Individual VRF
with per VRF label allocation mode.

In this example, we can observe the uDT6 SID associated with the IPv6 L3VPN, where uDT6 behavior
represents Endpoint with decapsulation and IPv6 table lookup.

Nodel# show segment-routing srvé sid
Fri Jan 29 19:31:53.293 UTC

***x Locator: 'Nodel-locator' ***

SID Behavior Context Owner
State RW

cafe:0:1:: uN (PSP/USD) 'default':1 sidmgr
InUse Y

cafe:0:1:e000:: uA (PSP/USD) [Hu0/0/0/0, Link-Local]l:O0 isis-1
InUse Y

cafe:0:1:e001:: uA (PSP/USD) [Hu0/0/0/1, Link-Local]l:0 isis-1
InUse Y

cafe:0:1:e002:: uDT4 'vrf custl' bgp-100
InUse Y

cafe:0:1:e003:: uDT4 'vrf cust2' bgp-100
InUse Y

cafe:0:1:e004:: uDT4 'vrf cust3' bgp-100
InUse Y

cafe:0:1:e005:: uDT4 'vrf cust4' bgp-100
InUse Y

cafe:0:1:e006:: uDT4 'vrf cust5' bgp-100
InUse Y

cafe:0:1:e007:: uA (PSP/USD) [Hu0/0/0/0, Link-Local]l:0:P isis-1
InUse Y

cafe:0:1:e008:: uA (PSP/USD) [Hu0/0/0/1, Link-Local]l:0:P isis-1
InUse Y

cafe:0:1:e009:: uDT6 'default’ bgp-100
InUse Y

cafe:0:1:e00a:: uDT6 'vrf cust6' bgp-100
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InUse Y

The following examples show how to verify the SRv6 based L3VPN configuration using the show bgp vpnv6
unicast commands on the Ingress PE.

Nodel# show bgp vpnvé unicast summary

Fri Jan 29 19:33:01.177 UTC

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0xO0 RD version: 0

BGP main routing table version 6

BGP NSR Initial initsync version 4 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

BGP is operating in STANDALONE mode.

Process RcvTblVer bRIB/RIB LabelVer ImportVer SendTblVer StandbyVer
Speaker 6 6 6 6 6 0
Neighbor Spk AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down St/PfxRcd
cafe:0:4::4 0 100 122 123 6 0 0 00:20:05 1
cafe:0:5::5 0 100 111 111 0 0 0 00:49:46 1

Nodel# show bgp vpnvé unicast rd 100:6

Fri Jan 29 19:41:01.334 UTC

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: 0

BGP main routing table version 8

BGP NSR Initial initsync version 4 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path

Route Distinguisher: 100:6 (default for vrf vrf custé)

*> 3001::12:1:1:1/128 0 32768 ?
*>33001::12:1:1:4/128 cafe:0:4::4 0 100 02
*>313001::12:1:1:5/128 cafe:0:5::5 0 100 0 2

Processed 3 prefixes, 3 paths
Nodel# show bgp vpnvé unicast rd 100:6 3001::12:1:1:4/128

Fri Jan 29 19:41:42.008 UTC
BGP routing table entry for 3001::12:1:1:4/128, Route Distinguisher: 100:6

Versions:
Process PRIB/RIB SendTblVer
Speaker 6 6

Last Modified: Jan 29 19:29:35.858 for 00:12:06
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0
Not advertised to any peer
Local, (received & used)
cafe:0:4::4 (metric 30) from cafe:0:4::4 (10.1.1.4)
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Received Label 0xe00a00

Origin incomplete,

import-candidate,

Received Path ID O,

metric
imported
Local

Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs |

0, localpref 100, valid, internal, best, group-best,

Path ID 1, version 6

Extended community: RT:100:6
PSID-Type:L3, SubTLV Count:1

SubTLV:

T:1(Sid information),

Si

SubSubTLV:
T:1(Sid structure):

d:cafe:0:4::, Behavior:62, SS-TLV Count:1l

Source AFI: VPNv6 Unicast, Source VRF: vrf custé6, Source Route Distinguisher: 100:6
The following examples show how to verify the BGP prefix information for VRF instances:
Nodel# show bgp vrf vrf custé ipvé unicast
Fri Jan 29 19:42:05.675 UTC
BGP VRF vrf cust6, state: Active
BGP Route Distinguisher: 100:6
VRF ID: 0x60000007
BGP router identifier 10.1.1.1, local AS number 100
Non-stop routing is enabled
BGP table state: Active
Table ID: 0xe0800016 RD version: 8
BGP main routing table version 8
BGP NSR Initial initsync version 4 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0
Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
Route Distinguisher: 100:6 (default for vrf vrf custé6)
*> 3001::12:1:1:1/128 0 32768 ?
*>33001::12:1:1:4/128 cafe:0:4::4 0 100 0 ?
*>i13001::12:1:1:5/128 cafe:0:5::5 0 100 07
Processed 3 prefixes, 3 paths
Nodel# show bgp vrf vrf custé ipv6 unicast 3001::12:1:1:4/128
BGP routing table entry for 3001::12:1:1:4/128, Route Distinguisher: 100:6
Versions:
Process PRIB/RIB SendTblVer
Speaker 17 17
Last Modified: Jan 15 16:50:44.032 for 01:48:21
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0O
Not advertised to any peer
Local, (received & used)
cafe:0:4::4 (metric 30) from cafe:0:4::4 (10.1.1.4)
Received Label 0xe00a00
Origin incomplete, metric 0, localpref 100, valid, internal, best, group-best,
import-candidate, imported
Received Path ID 0, Local Path ID 1, version 17
Extended community: RT:100:6
PSID-Type:L3, SubTLV Count:1
SubTLV:
T:1(Sid information), Sid:cafe:0:4::, Behavior:62, SS-TLV Count:1
SubSubTLV:
T:1(Sid structure):
Source AFI: VPNv6 Unicast, Source VRF: vrf cust6, Source Route Distinguisher: 100:6
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The following examples show how to verify the current routes in the Routing Information Base (RIB):

Nodel# show route vrf vrf cust6é ipvé unicast
Fri Jan 29 19:43:28.067 UTC

Codes: C - connected, S - static, R - RIP, B - BGP, (>) - Diversion path
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - ISIS, L1 - IS-IS level-1, L2 - IS-IS level-2

ia - IS-IS inter area, su - IS-IS summary null, * - candidate default

U - per-user static route, o - ODR, L - local, G - DAGR, 1 - LISP
A - access/subscriber, a - Application route

M - mobile route, r - RPL, t - Traffic Engineering, (!) - FRR Backup path

Gateway of last resort is not set

L 3001::12:1:1:1/128 is directly connected,

01:01:23, Loopbackl05
B 3001::12:1:1:4/128

[200/0] via cafe:0:4::4 (nexthop in vrf default), 00:13:52
B 3001::12:1:1:5/128

[200/0] via cafe:0:5::5 (nexthop in vrf default), 00:05:53

Nodel# show route vrf vrf cust6é ipvé unicast 3001::12:1:1:4/128
Fri Jan 29 19:43:55.645 UTC

Routing entry for 3001::12:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 29 19:29:35.696 for 00:14:20
Routing Descriptor Blocks
cafe:0:4::4, from cafe:0:4::4
Nexthop in Vrf: "default", Table: "default", IPv6 Unicast, Table Id:
Route metric is 0
No advertising protos.

Nodel# show route vrf vrf cust6é ipvé unicast 3001::12:1:1:4/128 detail
Fri Jan 29 19:44:17.914 UTC

Routing entry for 3001::12:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 29 19:29:35.696 for 00:14:42
Routing Descriptor Blocks
cafe:0:4::4, from cafe:0:4::4
Nexthop in Vrf: "default", Table: "default", IPv6 Unicast, Table Id:
Route metric is 0
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0
Source RD attributes: 0x0000:100:6
NHID:0x0 (Ref:0)
SRv6 Headend: H.Encaps.Red [£3216], SID-list {cafe:0:4:e00a::}
Route version is 0x1 (1)
No local label
IP Precedence: Not Set
QoS Group ID: Not Set
Flow-tag: Not Set
Fwd-class: Not Set
Route Priority: RIB PRIORITY RECURSIVE (12) SVD Type RIB_SVD TYPE REMOTE
Download Priority 3, Download Version 3
No advertising protos.
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[l sRrvs Services: IPv6 L3VPN

The following examples show how to verify the current IPv6 Cisco Express Forwarding (CEF) table:

Nodel# show cef vrf vrf cust6é ipvé
Fri Jan 29 19:44:56.888 UTC

::/0

drop default handler
3001::12:1:1:1/128

receive Loopbackl05
3001::12:1:1:4/128

recursive cafe:0:4::/128
3001::12:1:1:5/128

recursive cafe:0:5::/128
fe80::/10

receive
££02::/16

receive
££02::2/128

receive
££02::1:££00:0/104

receive
££05::/16

receive
ffl2::/16

receive

Nodel# show cef vrf vrf_ custé ipv6é 3001::12:1:1:4/128
Fri Jan 29 19:45:23.607 UTC
3001::12:1:1:4/128, version 3, SRv6 Headend, internal 0x5000001 0x30 (ptr 0x78f2e0e0) [1],
0x0 (0x0), 0x0 (0x888a3ac8)
Updated Jan 29 19:29:35.700
Prefix Len 128, traffic index 0, precedence n/a, priority 3
via cafe:0:4::/128, 7 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x78cd2al4 0xO0]
next hop VRF - 'default', table - 0xe0800000
next hop cafe:0:4::/128 via cafe:0:4::/48
SRv6 H.Encaps.Red SID-list {cafe:0:4:e00a::}

Nodel# show cef vrf vrf custé ipv6é 3001::12:1:1:4/128 detail
Fri Jan 29 19:45:55.847 UTC
3001::12:1:1:4/128, version 3, SRv6 Headend, internal 0x5000001 0x30 (ptr 0x78f2e0e0) [1],
0x0 (0x0), 0x0 (0x888a3ac8)
Updated Jan 29 19:29:35.700
Prefix Len 128, traffic index 0, precedence n/a, priority 3
gateway array (0x78afe238) reference count 1, flags 0x2010, source rib (7), 0 backups
[1 type 3 flags 0x48441 (0x78ba%9a60) ext 0x0 (0x0)]
LW-LDI [type=0, refc=0, ptr=0x0, sh-1di=0x0]
gateway array update type-time 1 Jan 29 19:29:35.699
LDI Update time Jan 29 19:29:35.701

Level 1 - Load distribution: 0
[0] via cafe:0:4::/128, recursive

via cafe:0:4::/128, 7 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x78cd2al4d 0x0]

next hop VRF - 'default', table - 0xe0800000

next hop cafe:0:4::/128 via cafe:0:4::/48

SRv6 H.Encaps.Red SID-list {cafe:0:4:e00a::}

Load distribution: 0 1 (refcount 1)

Hash OK 1Interface Address
0 Y HundredGigE0/0/0/0 remote
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1 Y HundredGigE0/0/0/1 remote

SRv6 Services: IPv4d BGP Global

This feature extends support of SRv6-based BGP services to include IPv4 global BGP by implementing uDT4
SRv6 functions at the PE node (draft-ietf-bess-srv6-services).

Usage Guidelines and Limitations

* SRv6 locator can be assigned globally or under IPv4 unicast address family
* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.
* BGP, OSPF, Static are supported as PE-CE protocol.

* BGP route leaking between BGP Global and L3VPN is supported. Refer to the Implementing BGP
chapter in the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

* Dual-Stack L3 Services (IPv4 BGP global, IPv6 BGP global) are supported.

BGP Global IPv4 Over SRv6 with Per-AFI SID Allocation Mode (uDT4)
To configure BGP global IPv4 over SRv6, use the following commands:
* router bgp as-number address-family ipv4 unicast segment-routing srv6: Enable SRv6

* router bgp as-number address-family ipv4 unicast segment-routing srv6 alloc mode {per-vrf |
route-policy policy_name}: Specify the SID behavior (allocation mode).

« per-vrf: Specifies that the same label is be used for all the routes advertised from a unique VRF.

« route-policy policy_name: Uses a route policy to determine the SID allocation mode and locator
(if provided) for given prefix.

« router bgp as-number address-family ipv4 unicast segment-routing srv6 locator WORD: Specify
the locator

« router bgp as-number {af-group WORD| neighbor-group WORD | neighbor ipv6-addr} address-family
ipv4 unicast encapsulation-type srv6: Specify the encapuslation type for SRv6.

* Use af-group WORD to apply the SRv6 encapsulation type to the address family group for BGP
neighbors.

« Use neighbor-group WORDto apply the SRv6 encapsulation type to the neighbor group for BGP
neighbors.

* Use neighbor ipv6-addr to apply the SRv6 encapsulation type to the specific BGP neighbor.

Use Case 1: BGP Global | Pv4 over SRv6 with Per-AFI SID Allocation
The following example shows how to configure BGP global IPv4 over SRv6 with per-AFI SID allocation.

Nodel (config) # router bgp 1

Nodel (config-bgp) # bgp router-id 10.1.0.1
Nodel (config-bgp) # address-family ipv4 unicast
Nodel (config-bgp-af) # segment-routing srvé
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Nodel (config-bgp-af-srv6) # locator Nodel

Nodel (config-bgp-af-srvé6) # alloc mode per-vrf
Nodel (config-bgp-af-srvé6) # exit

Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 60::2

Nodel (config-bgp-nbr) # remote-as 1

Nodel (config-bgp-nbr) # update-source Loopbackl
Nodel (config-bgp-nbr) # address-family ipv4 unicast
Nodel (config-bgp-nbr-af) # encapsulation-type srvé
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # neighbor 52.52.52.1

Nodel (config-bgp-nbr) # remote-as 3

Nodel (config-bgp-nbr) # address-family ipv4 unicast
Nodel (config-bgp-nbr-af) # route-policy passall in
Nodel (config-bgp-nbr-af) # route-policy passall out
Nodel (config-bgp-nbr-af) # commit

Running Configuration

router bgp 1
bgp router-id 10.1.0.1
address-family ipv4 unicast
segment-routing srvé
locator Nodel
alloc mode per-vrf
|
!
neighbor 60::2
remote-as 1
update-source Loopbackl
address-family ipv4 unicast
encapsulation-type srvé
|
|
neighbor 52.52.52.1
remote-as 3
address-family ipv4 unicast
route-policy passall in

route-policy passall out
|

Use Case 2: BGP Global 1Pv4 over SRv6 with Per-Prefix SID Allocation

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.

To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation mode is per-VRF.
* For per-VREF allocation mode, you can also specify the SRv6 locator.

* If an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.
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« [f an SRv6 locator is not specified in the route policy, the default locator is used to allocate the SID.
If the default locator is not configured in BGP, then the SID will not be allocated.

For more information on configuring routing policies, refer to the "Implementing Routing Policy" chapter in
the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_ rpl

Nodel (config-rpl) # if destination in (10.1.1.0/24) then

Nodel (config-rpl-if) # set srvé6-alloc-mode per-vrf locator locatorl
Nodel (config-rpl-if) # elseif destination in (2.2.2.0/24) then

Nodel (config-rpl-elseif) # set srvé6-alloc-mode per-vrf locator locator2
Nodel (config-rpl-elseif) # elseif destination in (3.3.3.0/24) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf
Nodel (config-rpl-elseif) # else
Nodel (config-rpl-else) # drop
Nodel (config-rpl-else) # endif
Nodel (config-rpl) # end-policy
Nodel (config) #

The following example shows how to configure BGP global IPv4 over SRv6 with a route policy to determine
the SID allocation mode for given prefix.

Nodel (config) # router bgp 100

Nodel (config-bgp) # address-family ipv4 unicast

Nodel (config-bgp-af) # segment-routing srvé

Nodel (config-bgp-af-srv6) # alloc mode route-policy set per prefix locator_ rpl

Running Configuration

route-policy set per prefix locator rpl
if destination in (10.1.1.0/24) then
set srv6-alloc-mode per-vrf locator locatorl
elseif destination in (2.2.2.0/24) then
set srv6-alloc-mode per-vrf locator locator2
elseif destination in (3.3.3.0/24) then
set srv6-alloc-mode per-vrf
else
drop
endif
end-policy
|
router bgp 100
address-family ipv4 unicast
segment-routing srvé

alloc mode route-policy set_per prefix locator_rpl
|

!
Verify that the local and received SIDs have been correctly allocated under BGP IPv4 address family:

Nodel# show bgp ipv4 unicast local-sids

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Local Sid Alloc mode Locator
*> 10.1.1.0/24 fc00:8:1:41:: per-vrf locator2
*> 2.2.2.0/24 fc00:0:1:41:: per-vrf locatorl
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*> 3.3.3.0/24 fc00:9:1:42:: per-vrf locator4
*> 10.1.1.5/32 NO SRv6 Sid - -
* 18.8.8.8/32 NO SRv6 Sid - -

Nodel# show bgp ipv4 unicast received-sids

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Received Sid
*>10.1.1.0/24 66.2.2.2 NO SRv6 Sid
*> 2.2.2.0/24 66.2.2.2 NO SRv6 Sid
*> 3.3.3.0/24 66.2.2.2 NO SRv6 Sid
*>10.1.1.5/32 66.2.2.2 NO SRv6 Sid
* 18.8.8.8/32 77.1.1.2 £fc00:0:2:41::

SRv6 Services: IPv6 BGP Global

Table 10: Feature History Table

Feature Name Release Information Feature Description

SRv6 Services: BGP Global IPv6 |Release 7.3.1 With this feature, the egress PE can
signal an SRv6 Service SID with
the BGP global route. The ingress
PE encapsulates the IPv4/IPv6
payload in an outer IPv6 header
where the destination address is the
SRv6 Service SID provided by the
egress PE. BGP messages between
PEs carry SRv6 Service SIDs as a
means to interconnect PEs.

This feature extends support of SRv6-based BGP services to include IPv6 global BGP by implementing uDT6
SRv6 functions at the PE node (draft-ietf-bess-srv6-services).

Usage Guidelines and Limitations

* SRv6 locator can be assigned globally or under IPv6 unicast address family
* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.
* BGP, OSPF, Static are supported as PE-CE protocol.

* BGP route leaking between BGP Global and L3VPN is supported. Refer to the Implementing BGP
chapter in the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

* Dual-Stack L3 Services (IPv4 BGP global, IPv6 BGP global) are supported.

BGP Global IPv6 Over SRv6 with Per-AFl SID Allocation Mode (uDT6)
To configure BGP global IPv6 over SRv6, use the following commands:

* router bgp as-number address-family ipv6 unicast segment-routing srv6: Enable SRv6
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* router bgp as-number address-family ipv6 unicast segment-routing srv6 alloc mode {per-vrf |
route-policy policy_name}: Specify the SID behavior (allocation mode).

* per-vrf: Specifies that the same label is be used for all the routes advertised from a unique VRF.

« route-policy policy_name: Uses a route policy to determine the SID allocation mode and locator
(if provided) for given prefix.

« router bgp as-number address-family ipv6 unicast segment-routing srvé locator WORD: Specify
the locator

« router bgp as-number {af-group WORD)| neighbor-group WORD | neighbor ipv6-addr} address-family
ipv6 unicast encapsulation-type srv6: Specify the encapuslation type for SRv6.

* Use af-group WORD to apply the SRv6 encapsulation type to the address family group for BGP
neighbors.

* Use neighbor-group WORDto apply the SRv6 encapsulation type to the neighbor group for Border
Gateway Protocol (BGP) neighbors.

+ Use neighbor ipv6-addr to apply the SRv6 encapsulation type to the specific BGP neighbor.

Use Case 1: BGP Global |Pv6 over SRv6 with Per-AFI SID Allocation
The following example shows how to configure BGP global IPv6 over SRv6 with per-AFI SID allocation.

Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel
Nodel

config)# router bgp 100

config-bgp)# bgp router-id 10.1.1.1
config-bgp) # segment-routing srvé
config-bgp-gbl-srv6) # locator Nodel
config-bgp-gbl-srv6) # exit

config-bgp) # address-family ipv6é unicast
config-bgp-af)# segment-routing srvé
config-bgp-af-srv6)# locator Nodel
config-bgp-af-srv6)# alloc mode per-vrf
config-bgp-af-srve) # exit

config-bgp-af) # exit

config-bgp) # neighbor cafe:0:4::4
config-bgp-nbr)# address-family ipv6é unicast
config-bgp-nbr-af)# encapsulation-type srvé
config-bgp-nbr-af) # exit

config-bgp-nbr) # exit

config-bgp) # neighbor cafe:0:5::5
config-bgp-nbr)# address-family ipv6 unicast
config-bgp-nbr-af)# encapsulation-type srvé
config-bgp-nbr-af)# commit

Running Configuration

router bgp 100

bgp router-id 10.1.1.1
segment-routing srvé6
locator Nodel

|

address-family ipv6 unicast
segment-routing srvé

locator Nodel

alloc mode per-vrf
|
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neighbor cafe:0:4::4
address-family ipv6 unicast
encapsulation-type srvé
|
|
neighbor cafe:0:5::5
address-family ipv6 unicast
encapsulation-type srvé

Use Case 2: BGP Global 1Pv6 over SRv6 with Per-Prefix SID Allocation

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.

To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation modes are per-VRF and per-CE.

* For per-VREF allocation mode, you can also specify the SRv6 locator.

« If an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.

« If an SRv6 locator is not specified in the route policy, the default locator is used to allocate the SID.
If the default locator is not configured in BGP, then the SID will not be allocated.

* Per-CE allocation mode always uses the default locator to allocate the SID.

For more information on configuring routing policies, refer to the "Implementing Routing Policy" chapter in
the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_rpl

Nodel (config-rpl) # if destination in (3001::1:1:1:1/128) then

Nodel (config-rpl-if) # set srv6-alloc-mode per-vrf locator locatorl

Nodel (config-rpl-if)# elseif destination in (3001::2:2:2:2/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf locator locator2
Nodel (config-rpl-elseif)# elseif destination in (3001::3:3:3:3/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf

Nodel (config-rpl-elseif)# elseif destination in (3001::4:4:4:4/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-ce

Nodel (config-rpl-elseif) # else

Nodel (config-rpl-else) # drop
Nodel (config-rpl-else) # endif
Nodel (config-rpl) # end-policy

The following example shows how to configure BGP global IPv6 over SRv6 with a route policy to determine
the SID allocation mode for given prefix.

Nodel (config) # router bgp 100

Nodel (config-bgp) # address-family ipvé unicast

Nodel (config-bgp-af) # segment-routing srvé

Nodel (config-bgp-af-srv6) # alloc mode route-policy set per prefix locator_ rpl

Running Configuration
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route-policy set per prefix locator rpl
if destination in (3001::1:1:1:1/128) then
set srv6-alloc-mode per-vrf locator locatorl
elseif destination in (3001::2:2:2:2/128) then
set srv6-alloc-mode per-vrf locator locator2
elseif destination in (3001::3:3:3:3/128) then
set srv6-alloc-mode per-vrf
else
drop
endif
end-policy
|
router bgp 100
address-family ipv6é unicast
segment-routing srvé

alloc mode route-policy set_per prefix locator_rpl
|

Verify that the local and received SIDs have been correctly allocated under BGP IPv6 address family:

Nodel# show bgp ipv6é unicast local-sids

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Networ Local Sid Alloc mode Locator

*> 3001::1:1:1:1/128 £c00:8:1:41:: per-vrf locator2
*> 3001::2:2:2:2/128 £c00:0:1:41:: per-vrf locatorl
*> 3001::3:3:3:3/128 £c00:9:1:42:: per-vrf locatord
*> 3001::5:5:5:5/128 NO SRv6 Sid - -

* 13008::8:8:8:8/128 NO SRv6 Sid - -

Nodel# show bgp ipv6é unicast received-sids

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Networ Next Hop Received Sid
*> 3001::1:1:1:1/128 66.2.2.2 NO SRv6 Sid
*> 3001::2:2:2:2/128 66.2.2.2 NO SRvé6 Sid
*> 3001::3:3:3:3/128 66.2.2.2 NO SRv6 Sid
*> 3001::5:5:5:5/128 66.2.2.2 NO SRv6 Sid
* 13008::8:8:8:8/128 77.1.1.2 fc00:0:2:41::
Verification

The following figure shows a IPv6 BGP global scenario. The sequence of commands included correspond to
router Nodel acting as Ingress PE, and routers Node4 and Node5 acting as Egress PEs.
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BGP IPVE unicast S0 Behavior‘ Context

3001:13:1:1:4/128

NH: cafe:0:4::4 cafe:(:4 B0 | uDTE | default

SRvE VPN SID: cafe:0:4 SH0GH
Loopback prefix: bgp GRT

cafe:0:4::4/128 3007:13:1:1:4/128
SRvE Locator prefix:
_______________________________________________ cafe:0:4::/48

Site B
4 ':3001 s13:1:1:4/128

Site A

/,3001::113:1:1:5/128 Site G

Loopback prefix:
cafe::1:1/128 .

SRvf Locabor pralnc [ 7 orssasocmsnemmsmn s s s e s e e Loopback prefix:
cafe:0:1::/48 BGP IPvE unicast cafe:0:5::5/128

3001:13:1:1:5/128
MH: cafe:(1.5:5

SRvE Locator prefix: | | bap GRT
cafe:0:5:/48 300113015128

J

SA = caferd:1::1, DA = cafeidid:e008::
[IPV8] s, DA = 3001:13:1:1:4 I SA, DA = 3001:13:1:1:4 ' [IPV8] sa, DA = 3001::13:1:1:4

Fayload Payload Payload

521524

The following examples show how to verify the BGP global IPv6 configuration using the show bgp ipv6
unicast commands.

Nodel# show bgp ipv6é unicast summary

Fri Jan 29 19:48:23.255 UTC

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0800000 RD version: 4

BGP main routing table version 4

BGP NSR Initial initsync version 2 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

BGP is operating in STANDALONE mode.

Process RcvTblVer bRIB/RIB LabelVer ImportVer SendTblVer StandbyVer
Speaker 4 4 4 4 4 0
Neighbor Spk AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down St/PfxRcd
cafe:0:4::4 0 100 137 138 4 0 0 00:35:27 1
cafe:0:5::5 0 100 138 137 4 0 0 00:10:54 1

Nodel# show bgp ipv6 unicast

Fri Jan 29 19:49:05.688 UTC

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0800000 RD version: 4

BGP main routing table version 4

BGP NSR Initial initsync version 2 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
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Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Metric LocPrf Weight Path
*> 3001::13:1:1:1/128 :: 0 32768 1
*>33001::13:1:1:4/128 cafe:0:4::4 0 100 0 i
*>13001::13:1:1:5/128 cafe:0:5::5 0 100 0 i

Processed 3 prefixes, 3 paths

Nodel# show bgp ipv6é unicast 3001::13:1:1:4/128
Fri Jan 29 19:49:22.067 UTC
BGP routing table entry for 3001::13:1:1:4/128

Versions:
Process PRIB/RIB SendTblVer
Speaker 3 3

Last Modified: Jan 29 19:14:13.858 for 00:35:08
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0
Not advertised to any peer
Local
cafe:0:4::4 (metric 30) from cafe:0:4::4 (10.1.1.4)
Origin IGP, metric 0, localpref 100, valid, internal, best, group-best
Received Path ID 0, Local Path ID 1, version 3
PSID-Type:L3, SubTLV Count:1l
SubTLV:
T:1(Sid information), Sid:cafe:0:4:e009::, Behavior:62, SS-TLV Count:1l
SubSubTLV:
T:1(Sid structure):

The following examples show how to verify the current routes in the Routing Information Base (RIB):

Nodel# show route ipvé 3001::13:1:1:4/128
Fri Jan 29 19:53:26.839 UTC

Routing entry for 3001::13:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 29 19:14:13.397 for 00:35:28
Routing Descriptor Blocks
cafe:0:4::4, from cafe:0:4::4
Route metric is 0
No advertising protos.

Nodel# show route ipvé 3001::13:1:1:4/128 detail
Fri Jan 29 19:50:08.601 UTC

Routing entry for 3001::13:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 29 19:14:13.397 for 00:35:55
Routing Descriptor Blocks
cafe:0:4::4, from cafe:0:4::4
Route metric is 0
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0
NHID:0x0 (Ref:0)
SRv6 Headend: H.Encaps.Red [£3216], SID-list {cafe:0:4:e009::}
Route version is Ox1 (1)
No local label
IP Precedence: Not Set
QoS Group ID: Not Set
Flow-tag: Not Set
Fwd-class: Not Set
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Route Priority: RIB PRIORITY RECURSIVE (12) SVD Type RIB_SVD TYPE LOCAL
Download Priority 4, Download Version 106
No advertising protos.

The following examples show how to verify the current IPv6 Cisco Express Forwarding (CEF) table:

Nodel# show cef ipv6é 3001::13:1:1:4/128
Fri Jan 29 19:50:29.149 UTC
3001::13:1:1:4/128, version 106, SRv6 Headend, internal 0x5000001 0x40 (ptr 0x78 cd3944)
[1], Ox0 (0x0), 0x0 (0x888a3a80)
Updated Jan 29 19:14:13.401
Prefix Len 128, traffic index 0, precedence n/a, priority 4
via cafe:0:4::/128, 7 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x78cd2al4d 0x0]
next hop cafe:0:4::/128 via cafe:0:4::/48
SRv6 H.Encaps.Red SID-list {cafe:0:4:e009::}

Nodel# show cef ipv6é 3001::13:1:1:4/128 detail
Fri Jan 29 19:51:00.920 UTC
3001::13:1:1:4/128, version 106, SRv6 Headend, internal 0x5000001 0x40 (ptr 0x78cd3944)
[1], Ox0 (0x0), 0x0O (0x888a3a80)
Updated Jan 29 19:14:13.401
Prefix Len 128, traffic index 0, precedence n/a, priority 4
gateway array (0x78afel50) reference count 1, flags 0x2010, source rib (7), 0 backups
[1 type 3 flags 0x48441 (0x78ba9%9%e8) ext 0x0 (0x0)]
LW-LDI[type=0, refc=0, ptr=0x0, sh-1di=0x0]
gateway array update type-time 1 Jan 29 19:14:13.401
LDI Update time Jan 29 19:14:13.401

Level 1 - Load distribution: 0
[0] via cafe:0:4::/128, recursive

via cafe:0:4::/128, 7 dependencies, recursive [flags 0x6000]
path-idx 0 NHID O0x0 [0x78cd2al4 0x0]

next hop cafe:0:4::/128 via cafe:0:4::/48

SRv6 H.Encaps.Red SID-list {cafe:0:4:e009::}

Load distribution: 0 1 (refcount 1)

Hash OK 1Interface Address
0 Y HundredGigE0/0/0/0 remote
1 Y HundredGigE0/0/0/1 remote

SRv6 Services: IPv4 L3VPN Active-Standby Redundancy using Port-Active
Mode

The Segment Routing IPv6 (SRv6) Services: [Pv4 L3VPN Active-Standby Redundancy using Port-Active
Mode feature provides all-active per-port load balancing for multihoming. The forwarding of traffic is
determined based on a specific interface rather than per-flow across multiple Provider Edge routers. This
feature enables efficient load-balancing and provides faster convergence. In an active-standby scenario, the
active PE router is detected using designated forwarder (DF) election by modulo calculation and the interface
of the standby PE router brought down. For Modulo calculation, byte 10 of the Ethernet Segment Identifier
(ESI) is used.

Usage Guidelines and Restrictions

* This feature can only be configured for bundle interfaces.
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* When an EVPN Ethernet Segment (ES) is configured with port-active load-balancing mode, you cannot
configure ACs of that bundle on bridge-domains with a configured EVPN instance (EVI). EVPN Layer
2 bridging service is not compatible with port-active load-balancing.

SRv6 Services for L3VPN Active-Standby Redundancy using Port-Active Mode: Operation

Under port-active operational mode, EVPN Ethernet Segment (ES) routes are exchanged across BGP for the
routers servicing the multihomed ES. Each PE router then builds an ordered list of the IP addresses of all PEs
connected to the ES, including itself, and assigns itself an ordinal for its position in the list. The ordinals are
used with the modulo calculation to determine which PE will be the Designated Forwarder (DF) for a given
ES. All non-DF PEs will take the respective bundles out of service.

In the case of link or port failure, the active DF PE withdraws its ES route. This re-triggers DF election for
all PEs that service the ES and a new PE is elected as DF.

Configure SRv6 Services L3VPN Active-Standby Redundancy using Port-Active Mode

This section describes how you can configure SRv6 services L3VPN active-standby redundancy using
port-active mode under an Ethernet Segment (ES).

Configuration Example

/* Configure Ethernet Link Bundles */

Router# configure

Router (config) # interface Bundle-EtherlO

Router (config-if) # ipv4 address 10.0.0.2 255.255.255.0
Router (config-if) # ipv6é address 2001:DB8::1
Router (config-if) # lacp period short

Router (config-if) # mac-address 1.2.3

Router (config-if) # bundle wait-while 0

Router (config-if) # exit

Router (config) # interface GigabitEthernet 0/2/0/5
Router (config-if) # bundle id 14 mode active
Router (config-if)# commit

/* Configure load balancing. */

Router# configure

Router (config) # evpn

Router (config-evpn) # interface Bundle-Etherl0

Router (config-evpn-ac) # ethernet-segment

Router (config-evpn-ac-es)# identifier type 0 11.11.11.11.11.11.11.11.14
Router (config-evpn-ac-es)# load-balancing-mode port-active

Router (config-evpn-ac-es)# commit

|

/* Configure address family session in BGP. */

Router# configure

Router (config) # router bgp 100

Router (config-bgp) # bgp router-id 192.168.0.2
Router (config-bgp) # address-family 12vpn evpn
Router (config-bgp) # neighbor 192.168.0.3

Router (config-bgp-nbr) # remote-as 200

Router (config-bgp-nbr) # update-source Loopback 0
Router (config-bgp-nbr)

Router (config-bgp-nbr)

address-family l1l2vpn evpn

i
# commit
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Running Configuration

interface Bundle-Etherl4
ipv4 address 14.0.0.2 255.255.255.0
ipv6 address 14::2/64
lacp period short
mac-address 1.2.3
bundle wait-while 0
|
interface GigabitEthernet0/2/0/5
bundle id 14 mode active
!
evpn
interface Bundle-Etherl4
ethernet-segment
identifier type 0 11.11.11.11.11.11.11.11.14
load-balancing-mode port-active
|
|
!
router bgp 100
bgp router-id 192.168.0.2
address-family 12vpn evpn
|
neighbor 192.168.0.3
remote-as 100
update-source Loopback0

address-family 12vpn evpn
|

Verification

Verify the SRv6 services L3VPN active-standby redundancy using port-active mode configuration.

/* Verify ethernet-segment details on active DF router */
Router# show evpn ethernet-segment interface Bundle-Etherl4 detail

Ethernet Segment Id Interface Nexthops
0011.1111.1111.1111.1114 BE14 192.168.0.2
192.168.0.3
ES to BGP Gates : Ready

ES to L2FIB Gates : Ready
Main port
Interface name : Bundle-Etherl4

Interface MAC : 0001.0002.0003

IfHandle : 0x000041d0

State : Up

Redundancy : Not Defined
ESI type : 0

Value :11.1111.1111.1111.1114
ES Import RT :1111.1111.1111 (from EST)
Source MAC : 0000.0000.0000 (N/A)
Topology :

Operational : MH

Configured : Port-Active
Service Carving : Auto-selection

Multicast : Disabled

Peering Details
192.168.0.2 [MOD:P:00]
192.168.0.3 [MOD:P:00]
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Service Carving Results:

Forwarders 0

Permanent 0

Elected 0

Not Elected 0
MAC Flushing mode STP-TCN
Peering timer 3 sec [not running]
Recovery timer 30 sec [not running]
Carving timer 0 sec [not running]
Local SHG label None
Remote SHG labels 0

/* Verify bundle Ethernet configuration on active DF router */

Router# show bundle bu
Bundle-Etherl4

ndle-ether 14

Status: Up
Local links <active/standby/configured>: 1/0/1
Local bandwidth <effective/available>: 1000000 (1000000) kbps
MAC address (source) : 0001.0002.0003 (Configured)
Inter-chassis link: No
Minimum active links / bandwidth: 1 / 1 kbps
Maximum active links: 64
Wait while timer: Off
Load balancing:
Link order signaling: Not configured
Hash type: Default
Locality threshold: None
LACP: Operational
Flap suppression timer: Off
Cisco extensions: Disabled
Non-revertive: Disabled
mLACP: Not configured
IPv4 BFD: Not configured
IPv6 BFD: Not configured
Port Device State Port ID B/W, kbps
Gi0/2/0/5 Local Active 0x8000, 0x0003 1000000
Link is Active
/* Verify ethernet-segment details on standby DF router */
Router# show evpn ethernet-segment interface bundle-ether 10 detail
Router# show evpn ethernet-segment interface Bundle-Ether24 detail
Ethernet Segment Id Interface Nexthops
0011.1111.1111.1111.1114 BE24 192.168.0.2
192.168.0.3
ES to BGP Gates Ready
ES to L2FIB Gates Ready

Main port
Interface name
Interface MAC

Bundle-Ether24
0001.0002.0003

IfHandle 0x000041b0

State Standby

Redundancy Not Defined
ESI type 0

Value 11.1111.1111.1111.1114
ES Import RT 1111.1111.1111 (from EST)
Source MAC 0000.0000.0000 (N/A)
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Topology
Operational MH
Configured Port-Active
Service Carving Auto-selection
Multicast Disabled
Peering Details
192.168.0.2 [MOD:P:00]
192.168.0.3 [MOD:P:00]

Service Carving Results:

Forwarders 0

Permanent 0

Elected 0

Not Elected 0
MAC Flushing mode STP-TCN
Peering timer 3 sec [not running]
Recovery timer 30 sec [not running]
Carving timer 0 sec [not running]
Local SHG label None
Remote SHG labels 0

/* Verify bundle configuration on standby DF

Router# show bundle bundle-ether 24

Bundle-Ether24

Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs |

router */

Status: LACP 00S (out of service)
Local links <active/standby/configured>: 0/ 1/ 1
Local bandwidth <effective/available>: 0 (0) kbps
MAC address (source) : 0001.0002.0003 (Configured)
Inter-chassis link: No
Minimum active links / bandwidth: 1 / 1 kbps
Maximum active links: 64
Wait while timer: Off
Load balancing:
Link order signaling: Not configured
Hash type: Default
Locality threshold: None
LACP: Operational
Flap suppression timer: Off
Cisco extensions: Disabled
Non-revertive: Disabled
mLACP: Not configured
IPv4 BFD: Not configured
IPv6 BFD: Not configured
Port Device State Port ID B/W, kbps
Gi0/0/0/4 Local Standby 0x8000, 0x0002 1000000

Link is in standby due to bundle out of service state

SRv6 Services: IPv4 L3VPN Active-Active Redundancy

This feature provides active-active connectivity to a CE device in a L3VPN deployment. The CE device can
be Layer-2 or Layer-3 device connecting to the redundant PEs over a single LACP LAG port.

Depending on the bundle hashing, an ARP or [Pv6 Network Discovery (ND) packet can be sent to any of the
redundant routers. As a result, not all entries will exist on a given PE. In order to provide complete awareness,
Layer-3 local route learning is augmented with remote route-synchronization programming.
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Route synchronization between service PEs is required in order to provide minimum interruption to unicast

and multicast services after failure on a redundant service PE. The following EVPN route-types are used for
Layer-3 route synchronization:

* EVPN route-type 2 for synchronizing ARP tables

* EVPN route-type 7/8 for synchronizing IGMP JOINS/LEAVES
In a Layer-3 CE scenario, the router that connects to the redundant PEs may establish an IGP adjacency on
the bundle port. In this case, the adjacency will be formed to one of the redundant PEs, and IGP customer

routes will only be present on that PE. To synchronize Layer-3 customer subnet routes (IP Prefixes), the EVPN
route-type 5 is used to carry the ESI and ETAG as well as the gateway address (prefix next-hop address).

N

Note Gratuitous ARP (GARP) or IPv6 Network Advertisement (NA) replay is not needed for CEs connected to

the redundant PEs over a single LAG port.

The below configuration enables Layer-3 route synchronization for routes learned on the Ethernet-segment
sub-interfaces.

evpn

route-sync vrf default
|

vrf RED

evi route-sync 10
|

vrf BLUE

evi route-sync 20
|

)

Note EVPN does not support untagged interfaces.
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SRv6 Services: EVPN VPWS — All-Active Multi-Homing

Table 11: Feature History Table

Feature Name Release Description

SRv6 Services: EVPN VPWS — | Release 7.3.2 This feature provides an ELINE

All-Active Multi-Homing (SRv6 (P2P) service with all-active

Micro SID) multihoming capability over an
SRv6 network.

All-Active Multi-Homing enables
an operator to connect a customer
edge (CE) device to two or more
provider edge (PE) devices to
provide load balancing and
redundant connectivity. With
All-Active Multi-Homing, all the
PEs can forward traffic to and from
the multi-homed device.

EVPN VPWS All-Active Multi-Homing over SRv6 provides an ELINE (P2P) service with all-active
multihoming capability over an SRv6 network.

All-Active Multi-Homing enables an operator to connect a customer edge (CE) device to two or more provider
edge (PE) devices to provide load balancing and redundant connectivity. With All-Active Multi-Homing, all
the PEs can forward traffic to and from the multi-homed device.

)

Note For information about EVPN VPWS, refer to the "EVPN Virtual Private Wire Service (VPWS)" chapter in
the L2VPN and Ethernet Services Configuration Guide for Cisco ASR 9000 Series Routers.

Configuring EVPN VPWS over SRv6

N

Note Complete the steps in Configuring SRv6, on page 26 before performing these steps.

An SRv6 Locator for an EVPN VPWS service can be configured at 3 different levels independently:
* global locator is the default locator for all EVPN-VPWS services

* evi_locator is applied to all EVPN-VPWS services for the specific EVI

* evi_service locator is applied to an individual EVI service

When locators are configured at different levels at the same time, the following priority is implemented:
1. evi_service_locator
2. evi_locator

3. global locator
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This example shows how to configure an EVPN VPWS over SRv6 using a global locator for EVPN:

evpn
segment-routing srvé
locator sample global loc

12vpn
xconnect group sample xcg
p2p sample-vpws-12001-2002
interface Bundle-Ether12001.2002
neighbor evpn evi 12001 service 2002 segment-routing srvé

This example shows how to configure EVPN VPWS over SRv6 using specific EVI locator:

evpn
evi 11001 segment-routing srvé
locator sample evi loc

12vpn
xconnect group sample xcg
p2p sample-vpws-11001-2002
interface Bundle-Ether11001.2002
neighbor evpn evi 11001 service 2002 segment-routing srvé6

This example shows how to configure an EVPN VPWS over SRv6 using a locator for an individual EVI
service:

12vpn
xconnect group sample xcg
p2p sample-vpws-11001-2001
interface Bundle-Ether11001.2001
neighbor evpn evi 11001 service 2001 segment-routing srvé6
locator sample evi service loc

Verification

Router# show segment-routing srv6 locator

Name ID Algo Prefix Status Flags
sample evi_loc 1 128 2001:0:8::/48 Up U
sample_global loc 2 0 2001:0:1::/48 Up U

Router# show segment-routing srvé sid

*** Locator: 'sample evi loc' ***

SID Behavior Context Owner
State RW

2001:0:8:: uN (PSP/USD) 'default':8 sidmgr
InUse Y

2001:0:8:e000:: uDX2 11001:2002 12vpn_srvé
InUse Y

2001:0:8:e002:: uA (PSP/USD) [BE1l, Link-Local]:128 isis-20
InUse Y

2001:0:8:e004:: uA (PSP/USD) [BE60, Link-Local]:128 isis-20
InUse Y

2001:0:8:e006:: uA (PSP/USD) [BE30, Link-Local]:128 isis-20
InUse Y
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*** Locator: 'sample global loc' ***

2001:0:1:: uN (PSP/USD) 'default':1 sidmgr
InUse Y

2001:0:1:e001:: uDX2 12001:2002 12vpn_srvé
InUse Y

2001:0:1:e003:: uA (PSP/USD) [BE11l, Link-Local]:O0 isis-20
InUse Y

2001:0:1:e005:: uA (PSP/USD) [BE60, Link-Local]:O0 isis-20
InUse Y

2001:0:1:e007:: uA (PSP/USD) [BE30, Link-Local]:O0 isis-20
InUse Y

Router# show evpn segment-routing srvé detail

Configured default locator: sample global loc
EVIs with unknown locator config: 0O
VPWS with unknown locator config: 0

Locator name Prefix OOR Service count SID count

sample_evi_loc 2001:0:8::/48 False 1 1
Configured on EVIs <evi>: 11001

sample _global loc 2001:0:1::/48 False 1 1

Default locator

Router# show l2vpn xconnect group sample xcg detail
Thu Sep 2 14:39:22.575 UTC

Group sample xcg, XC sample-vpws-11001-2002, state is up; Interworking none
AC: Bundle-Ether11001.2002, state is up
Type VLAN; Num Ranges: 1
Rewrite Tags: []
VLAN ranges: [2002, 2002]
MTU 1504; XC ID 0xc0002ee8; interworking none
Statistics:
packets: received 0, sent O
bytes: received 0, sent O
drops: illegal VLAN 0, illegal length O
EVPN: neighbor ::£f£f£f£:10.0.0.1, PW ID: evi 11001, ac-id 2002, state is up ( established

XC ID 0xa0001£f47
Encapsulation SRv6

Encap type Ethernet

Ignore MTU mismatch: Enabled
Transmit MTU zero: Disabled
Reachability: Up

SRvV6 Local Remote

uDX2 2001:0:8:e000:: 2001:0:3:e000::
AC ID 2002 2002

MTU 1518 1518

Locator sample_evi_loc N/A

Locator Resolved Yes N/A

SRv6 Headend H.Encaps.L2.Red N/A

Statistics:

packets: received 0, sent O
bytes: received 0, sent 0
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Group sample xcg, XC sample-vpws-12001-2002, state is up; Interworking none
AC: Bundle-Ether12001.2002, state is up
Type VLAN; Num Ranges: 1
Rewrite Tags: []
VLAN ranges: [2002, 2002]
MTU 1504; XC ID 0xc0002eea; interworking none
Statistics:
packets: received 0, sent O
bytes: received 0, sent 0
drops: illegal VLAN 0, illegal length O
EVPN: neighbor ::£f£f£f£:10.0.0.2, PW ID: evi 12001, ac-id 2002, state is up ( established

XC ID 0xa0001£49
Encapsulation SRv6

Encap type Ethernet

Ignore MTU mismatch: Enabled
Transmit MTU zero: Disabled
Reachability: Up

SRv6 Local Remote

uDX2 2001:0:1:e001:: 2001:0:2:e001::
AC ID 2002 2002

MTU 1518 1518

Locator sample global loc N/A

Locator Resolved Yes N/A

SRv6 Headend H.Encaps.L2.Red N/A

Statistics:

packets: received 0, sent O
bytes: received 0, sent O
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SRv6-Services: EVPN ELAN Layer 2 Gateway With Automated Steering To
Flexible Algorithm Paths

Table 12: Feature History Table

Feature Name Release Information Feature Description

SRv6-Services: EVPN ELAN Release 7.5.2 This feature builds upon EVPN

Layer 2 Gateway With Automated BGP signaling to provide Emulated

Steering To Flexible Algorithm Local Area Network (ELAN)

Paths multipoint-to-multipoint Ethernet
services over an SRv6-based
network.

You can enable automated steering
of EVPN ELAN traffic into the
path associated with a best-effort
or Flex- Algorithm locator.

This feature combines the benefits
of EVPN ELAN service and SRv6
Micro-SIDs.

For this feature, the
segment-routing srv6 option was
added to the evi command:

evi (bridge-domain)

You can transport EVPN ELAN bridged unicast and broadcast, unknown unicast, and multicast (BUM) traffic
over an SRv6 network in the Micro-SID format. Relevant SRv6 headend and endpoint definitions are noted
below:

» H.Encaps.L 2.Red: This headend router operation involves reduced encapsulation of Layer 2 or Ether
frames using an SRv6 Policy.

» uDT2U: This endpoint router operation involves traffic decapsulation and unicast MAC L2 table lookup.
This is used for the EVPN bridging unicast traffic use case.

* UDT2M: This endpoint router operation involves traffic decapsulation and L2 table flooding. This is
used for the EVPN bridging BUM traffic with ESI filtering use case.

N

Note For more information on SRv6 headend and endpoint behaviors, refer to Segment Routing over IPv6 Overview.

The following topology is used to explain this feature.
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Topology pointers:

 Customer edge (CE) devices send traffic between each other over the SRv6 network. The CE devices
are CE-A, CE-B, and CE-C.

» The SRv6 network devices transport customer traffic, and they are R1, R2 .. till RS.

* The provider edge (PE) devices, R1, R3 and RS, are displayed in green. The SRv6 EVPN configurations
must be enabled on the PE devices since they participate in the EVPN EVL

This is a high-level overview of the traffic flow from CE-A to CE-C:

1. CE-A sets the source and destination addresses of the L2 frame and sends it to the connected PE device,
RI1.

2. R1 looks up the destination MAC address in the frame. Based on its forwarding table, R1 performs an
H.Encaps.L2.Red operation and adds the destination DT2U SRv6 SID (say, fcce:ccel:al:e000::) to the
packet.

3. From R1, traffic is sent over the SRv6 network to destination PE device RS.

4. When R8 receives the traffic, it performs the uDT2U function - It decapsulates the packet, performs a
destination MAC address lookup in its forwarding table, and sends the frame through the local interface
to CE-C.

Guidelines and Limitations

* For transporting BUM traffic, the BGP Route Reflector device should have an IOS XR release version
7.5.2 or later.

* For devices with Cisco ASR 9000 High Density 100GE Ethernet line cards, enable the hw-module 13
featureler disable and hw-module 13 featurelsr disable commands.

* For faster convergence when transporting BUM traffic on Cisco ASR 9000 devices with multiple line
cards, enable the flood moderesilience-optimized command in the L2ZVPN bridge-domain configuration
mode.

Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, 10S XR Release 7.11.x .



Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs |
. SRv6-Services: EVPN ELAN Layer 2 Gateway With Automated Steering To Flexible Algorithm Paths

Configure SRv6 EVPN Bridging
Enable the following configurations on the PE routers R1, R3 and R8 since they participate in the EVPN EVI.

\)

Note Complete the steps in Segment Routing over IPv6 Overview before performing these steps.

Associate SRv6 with EVPN

Router# configure terminal
Router (config) # evpn

Enable SRv6 under the EVPN mode and associate a global locator (sample, in this case) with EVPN.

Router (config-evpn) # segment-routing srvé
Router (config-evpn-srv6) # locator sample
Router (config-evpn-srv6) # exit

Associate an EVI-specific locator (sample_evi_loc) with EVI 1.

Router (config-evpn) # evi 1 segment-routing srvé
Router (config-evpn-instance) # locator sample evi_ loc
Router (config-evpn-instance) # commit

Associate SRv6 with L2VPN

Associate the sub-interface to the bridge domain:

Router (config) # 12vpn

Router (config-12vpn) # bridge group bgl

Router (config-12vpn-bg) # bridge-domain bdl

Router (config-12vpn-bg-bd) # interface Hu0/0/0/0.1
Router (config-12vpn-bg-bd-ac) # exit

Enable the evi 1 segment-routing srv6 command under L2VPN bridge domain bd1.

Router (config-12vpn-bg-bd) # evi 1 segment-routing srvé
Router (config-12vpn-bg-bd-evi-srv6) # commit

When transporting BUM traffic on a device with multiple line cards, enable the flood mode
resilience-optimized command for faster network convergence.

Router (config) # 12vpn

Router (config-12vpn) # bridge group bgll001

Router (config-12vpn-bg) # bridge-domain elan-11001-2001
Router (config-12vpn-bg-bd) # flood mode resilience-optimized
Router (config-12vpn-bg-bd) # commit

Verification

In this sample output, SRv6 EVPN ELAN traffic unicast and multicast SID information is displayed.

Router# show evpn evi vpn-id 1 detail

VPN-ID Encap Bridge Domain Type

Stitching: Regular
Unicast SID: fccc:cccl:al:e000::
Multicast SID: fccc:cccl:al:e001::
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In this sample output, EVI 1 details, including the corresponding SID and EVPN MAC address details are
displayed.

Router# show evpn evi vpn-id 1 mac

VPN-ID Encap MAC IP Nexthop Label SID
address address
1 SRvV6 0010.3000.01d0 :: Hu0/0/0/0.1 0 fcec:cecl:al:e000::

In this sample output, for the specified EVI and EVPN MAC address, SRv6 EVPN ELAN traffic details are
displayed.

Router# show evpn evi vpn-id 1 mac 0010.3000.01d0 detail

VPN-ID Encap MAC IP Nexthop Label SID
address address
1 SRv6 ee03.0500.0130 :: 192.168.0.3 IMP-NULL fccc:cccl:a3:e000::
Ethernet Tag : 0
Multi-paths Resolved : True
Multi-paths Internal label : None
Local Static : No
Remote Static : Yes
Local Ethernet Segment : N/A
Remote Ethernet Segment : 0100.0205.acce.5500.0500
Local Sequence Number : N/A
Remote Sequence Number : 0
Local Encapsulation : N/A
Remote Encapsulation : SRv6
Local E-Tree : Root
Remote E-Tree : Root
Remote matching E-Tree RT : No
Local AC-ID : 0x0
Remote AC-ID : 0x13

In this sample output, for the specified EVI, multicast SID details are displayed.

Router# show evpn evi vpn-id 1 inclusive-multicast detail

VPN-ID Encap EtherTag Originating IP

1 SRv6 0 192.168.0.1

TEPid: Oxffffffff
PMSI Type: 6
Nexthop:
SR-TE Info: N/A
SID: fccc:cccl:al:e001::
Source: Local
E-Tree: Root

In this sample output, for the specified MAC address, bridge domain information is displayed.

Router# show l2route evpn mac all | i ee03.0500.0130
Topo ID Mac Address Producer Next Hop (s)

1 €e03.0500.0130 L2VPN ::fff£:10.0.0.10/IID/V6, N/A

In this sample output, SRv6 network locator and corresponding SID information are displayed.
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uDT2U and uDT2M refer to SRv6 network endpoint operations. uDT 2U indicates SRv6 traffic decapsulation,
wherein EVPN bridged unicast traffic is forwarded out of the SR network. uDT2M indicates SRv6 traffic
decapsulation, wherein EVPN bridged multicast traffic is forwarded out of the SR network.

Router# show segment-routing srvé sid

*** Locator: 'sample evi loc' ***

SID Behavior Context Owner State RW
fcce:icceel:al:: uN (PSP/USD) 'default':161 sidmgr InUse Y
fcceciceccl:al:e000:: uDT2U 7:0 12vpn _srvé6 InUse Y
fccc:cecl:al:e001:: uDT2M  7:0 12vpn_srvé InUse Y

In this sample output, CEF information is displayed, including SRv6 network endpoint details. uDT2U is an
SRv6 network endpoint operation wherein SRv6 traffic is decapsulated and EVPN bridged unicast traffic is
forwarded out of the SR network.

Router# show cef ipvé fccc:cccl:al:e000:: detail

fccecicccl:al:e000::, version 14, SRv6 Endpoint uDT2U, internal 0x1000001
0x0 (ptr 0x8ba26050) [1], 0x400 (0x8bbf7b58), 0x0 (0x92396138)

Prefix Len 64, traffic index 0, precedence n/a, priority 0
gateway array (0x8ba33e90) reference count 4, flags 0x0, source rib (7), 0 backups
[5 type 3 flags 0x8401 (0x8baf8ca8) ext 0x0 (0x0)]

LW-LDI [type=3, refc=1, ptr=0x8bbf7b58, sh-1di=0x8baf8ca8]
gateway array update type-time 1 Sep 8 11:46:51.242

LDI Update time Sep 8 11:46:51.303
LW-LDI-TS Sep 8 11:46:51.380

via ::/128, 0 dependencies, weight 0, class 0 [flags 0x0]

path-idx 0 NHID 0x0 [0x8afdfl120 0x0]

next hop ::/128

XConnect ID: 0x80000003

Bridge ID: 0Ox1

Shg ID: 0Oxl

Load distribution: 0 (refcount 5)

Hash OK 1Interface Address
0 Y recursive Lookup in table

In the following examples, SRv6 EVPN ELAN traffic-related IID information is displayed.

Router# show evpn internal-id vpn-id 3001 detail

VPN-ID Encap Ethernet Segment Id EtherTag Internal ID

1 SRV6 0001.0001.0001.1501.0015 0 ::f£f££:10.0.0.4
Summary pathlist:

0x05000002 (P) 192.168.0.3 fccc:cccl:a3:e000::
0x05000002 (P) 192.168.0.3 fccc:cccl:a4:e000::

Router# show cef vrf **iid ipvé ::f£f£f£f:10.0.0.4

::ffff:10.0.0.4/128, version 39, SRv6 Headend, IID (EVPN-MH), internal 0x1000001 0x0 (ptr
0x8ba21798) [3]1, 0x0 (0x0), 0x0 (0x923967b0)
Updated Sep 8 18:01:06.495
Prefix Len 128, traffic index 0, precedence n/a, priority O
gateway array (0x8ba36018) reference count 1, flags 0x2010, source rib (7), 0 backups
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[1 type 3 flags 0x48441 (0x8baf9a28) ext 0x0 (0x0)]

LW-LDI[type=0, refc=0, ptr=0x0, sh-1di=0x0]
gateway array update type-time 1 Sep 8 18:01:06.495
LDI Update time Sep 8 18:01:06.495

Level 1 - Load distribution: 0
[0] via fccc:cececl:a3::/128, recursive

via fccc:cccl:a3:e000::/128, 10 dependencies, recursive [flags 0x0]

path-

next
next
SRv6

Load

Hash
0

idx 0 NHID 0x0 [Ox8ba24e78 0x0]

hop VRF - 'default', table - 0xe0800000

hop fccc:cccl:al::/128 via fccc:icccl:a3::/48
H.Encaps.L2.Red SID-1list { fccc:cccl:a3:e000::}

distribution: 0 (refcount 1)

OK Interface Address
Y Hu0/0/0/0 remote

via fccc:cccl:a4d::/128, 10 dependencies, recursive [flags 0x100]

path-

next
next
SRv6

idx 0 NHID 0x0 [Ox8ba24e78 0x0]

hop VRF - 'default', table - 0xe0800000

hop fccc:cccl:ad::/128 via fccc:icccl:ad::/48
H.Encaps.L2.Red SID-1list {fccc:cccl:a4:e000::}

In this sample output, SRv6 EVPN ELAN traffic-related IID information is displayed.

Router# show rib ipvé iid

0xa000001

Prefix Context Owner State RW

::ff£f£:10.0.0.1

[EVPN-ELAN:evi=7:esi=8300.fccc.cccl.00a4.0000:nh=fccc:cccl:a4: ::eth tag=0:type=0:encap=255:opaque=0]

0xa000002

12vpn_iid InUse Y

::ff£f£:10.0.0.2

[EVPN-ELAN:evi=8:esi=8300.fccc.cccl.00a4.0000:nh=fccc:cccl:a4: ::eth tag=0:type=0:encap=255:opaque=0]

0xa000003

12vpn_iid InUse Y

::ff£f£:10.0.0.3

[EVPN-ELAN:evi=9:esi=8300.fccc.cccl.00a4.0000:nh=fccc:cccl:a4: ::eth tag=0:type=0:encap=255:opaque=0]

12vpn_iid InUse Y
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SRv6 ESI Filtering

Table 13: Feature History Table
Feature Name Release Information Feature Description
SRv6 ESI Filtering Release 7.11.1 Split Horizon Group (SHG) labels

and Ethernet Segment Identifier
(ESI) filtering functionalities exist
on MPLS underlay networks.

This feature introduces ESI filtering
functionality to SRv6 underlay
networks, using the End.DT2M
SRv6 endpoint behavior. This
behavior uses the "Arg.FE2"
argument for SRv6, which is
similar to the SHG label for MPLS.

This feature allows nodes to
identify BUM traffic based on the
advertised ESI and prevent a loop
by avoiding re-broadcasting the
same traffic back towards the
access node.

This functionality is enabled by
default.

Consider the below network topology where CEIl is attached to PE1 and PE2.

When broadcast, unknown unicast, and multicast (BUM) traffic is received by PE1 from CEl, PE1 floods
this traffic on the core network. This results in a copy of the BUM traffic being sent to PE2. PE2 in turn floods
it to the core and access network, and the BUM traffic would be received at CE1. This is undesirable as we
are flooding the same traffic to the source from which it originated, thus causing a loop.

SRv6 ESI Filtering

A unique 16-bit ID is generated by all nodes in an Ethernet Segment and is transmitted to all nodes in the
same EVPN instance via ES/EAD Route Type 1 NLRI (see "EVPN Route Types" for description of Route
Type 1: Ethernet Auto-Discovery (AD) Route). This unique label functions in a similar way as the Split
Horizon group label (SHG label). Ethernet Segment Identifier (ESI) filtering is the mechanism that controls
which nodes to re-broadcast BUM traffic.
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\)

Note

For more information, see “Split Horizon Groups” in the L2VPN and Ethernet Services Configuration Guide.

When PE1 receives BUM traffic from an attachment circuit (AC), it floods the traffic to all nodes in its core
network, where PE2 is also member node. The traffic flooded to PE2 is sent with its previously advertised
ID. When PE2 decodes the packet and examines the label, it recognizes this to be the label that it had generated.
In this mechanism, PE2 will not flood the BUM traffic back towards the access. PE2 has successfully prevented
a loop by avoiding re-broadcasting the same traffic back towards the source (CE1).

This feature introduces ESI filtering to SRv6 underlay networks, using the End. DT2M SRv6 endpoint behavior.
This behavior uses the "Arg.FE2" argument, as defined in [ETF RFC 8986 SRv6 Network Programming and
IETF draft SRv6 Argument Signaling for BGP Services. This argument provides a local mapping to ESI for
split-horizon filtering of the received traffic to exclude a specific outgoing L2 interface (OIF), or a set of OIFs,
from L2 table T flooding. The allocation of the argument values is local to the SR Segment Endpoint Node
instantiating this behavior, and the signaling of the argument to other nodes for the EVPN functionality occurs
via the control plane.

Usage Guidelines and Limitations

This feature is supported on third, fourth, and fifth generation of ASR 9000 Series High-Density Ethernet line
cards. Refer to the Cisco ASR 9000 Series Aggregation Services Router Ethernet Line Card Installation Guide
for details on ASR 9000 Series Line Cards.

Verification

The output of the show evpn ether net-segment inter face interface-name now displays both the SHG label
information for MPLS EVPN instances (EVIs) and the Arg.FE2 information for SRv6 EVlIs:

Router# show evpn ethernet-segment interface Bundle-Ether 1

Ethernet Segment Id Interface Nexthops

0011.1111.1111.1111.1114 BEL 192.168.0.2
192.168.0.3

Peering timer : 3 sec [not running]

Recovery timer : 30 sec [not running]

Local SHG label : 34251
Remote SHG labels : 2

38216 : nexthop 192.168.0.1
Arg.FE2 1:16 : nexthop 192.168.0.2
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SRv6 Services: L3 EVPN

Table 14: Feature History Table

Feature Name Release Description
Support for SRv6 Release 7.9.1 This feature adds support for carrying L3VPN routes
Services: L3 EVPN in L2ZVPN EVPN RTS5 address-family instead of

VPNvV4 unicast and/or VPNV6 unicast address-family
across SRv6 core (EVPN over SRv6 underlay).

This allows for efficient and scalable delivery of VPN
services using SRv6 technology.

EVPN Route Type 5 (RT5) is used for the advertisement of EVPN routes using IP prefixes (refer to [IETF
RFC 9136 - IP Prefix Advertisement in Ethernet VPN (EVPN)) to provide end-to-end L3 connectivity

This feature adds support for carrying L3VPN routes in LZVPN EVPN EVPN RT5 address family instead of
VPNv4 unicast and/or VPNv6 unicast address-family across SRv6 core (EVPN over SRv6 underlay).

Usage Guidelines and Limitations

BGP does not support dual VPNv4/v6 address family and EVPN RT5 address family on the same BGP session.
For the route reflector (RR) to receive both Type-5 EVPN route and VPNv4/v6 address family, we recommend
that you configure two pairs of loopback interfaces and configure two BGP loopback sessions between the
RR and the PE: one session for VPNv4/v6 address family and one session for EVPN address family.

BGP sends all VRF routes via either VPNv4/v6 or EVPN address family. We recommend that you mark the
VREF route via export route-policy and use neighbor out policy to either drop or pass the route for an address
family to achieve the same net effect.

The following behaviors are supported:

* [Pv4, IPv6, and IPv4/IPv6 (dual stack) L3 EVPN over SRv6

+uDT4

+uDT6

» uDT46

» Automated Steering to Flex-Algo (BGP per-VRF locator Flex-Algo (per-prefix))
» Automated Steering to SRv6 Policy (ODN/AS)

Configuring SRv6-based L3 EVPN

To enable SRv6-based L3 EVPN, you must enable SRv6 under BGP, specify the locator, and configure the
SID allocation mode. The assignment of the locator can be done in multiple ways under the router bgp
configuration. See SRv6 Locator Inheritance Rules.
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Figure 10: Configuration Example: Dual Stack L3 EVPN over SRv6
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Configurethe VRF (Dual-Stack | Pv4/I Pv6)

Router (config) # vrf VPNl

Router (config-vrf) # address-family ipv4 unicast
Router (config-vrf-af)# import route-target
Router (config-vrf-import-rt)# 1:1

Router (config-vrf-import-rt)# exit

Router (config-vrf-af)# export route-target
Router (config-vrf-export-rt)# 1:1

Router (config-vrf-export-rt)# exit

Router (config-vrf) # address-family ipv6 unicast
Router (config-vrf-af)# import route-target
Router (config-vrf-import-rt)# 1:1

Router (config-vrf-import-rt)# exit

Router (config-vrf-af)# export route-target
Router (config-vrf-export-rt)# 1:1

Router (config-vrf-export-rt)# exit

Router (config-vrf-af) #

Configurethe SRv6 Locator for an Individual VRF, with Per-VRF Label Allocation Mode

Router (config) # router bgp 100

Router (config-bgp) # address-family vpnv4 unicast
Router (config-bgp-af)# additional-paths receive
Router (config-bgp-af)# additional-paths send
Router (config-bgp-af) # additional-paths selection route-policy add-path
Router (config-bgp-af) # exit

Router (config-bgp) # address-family vpnvé unicast
Router (config-bgp-af)# additional-paths receive
Router (config-bgp-af) # additional-paths send
Router (config-bgp-af) # additional-paths selection route-policy add-path
Router (config-bgp-af) # exit

Router (config-bgp) # address-family 1l2vpn evpn

Router (config-bgp-af) # additional-paths receive

Router (config-bgp-af) # additional-paths send

Router (config-bgp-af)

Router (config-bgp-af)

# additional-paths selection route-policy add-path
# exit

Router (config-bgp) # neighbor 1111::1

Router (config-bgp-nbr) # remote-as 100

Router (config-bgp-nbr) # address-family 1l2vpn evpn

Router (config-bgp-nbr-af) # advertise vpnv4 unicast

Router (config-bgp-nbr-af) # advertise vpnv6 unicast

Router (config-bgp-nbr-af) # exit
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Router (config-bgp-nbr) # exit

Router (config-bgp) # vrf VPN1

Router (config-bgp-vrf) # rd 100:1

Router (config-bgp-vrf) # address-family ipv4 unicast
Router (config-bgp-vrf-af) # segment-routing srvé
Router (config-bgp-vrf-af-srv6) # locator LOC1l

Router (config-bgp-vrf-af-srv6) # alloc mode per-vrf
Router (config-bgp-vrf-af-srvé) # exit

Router (config-bgp-vrf-af) # exit

Router (config-bgp-vrf) # address-family ipv6é unicast
Router (config-bgp-vrf-af) # segment-routing srvé
Router (config-bgp-vrf-af-srv6) # locator LOC1l

Router (config-bgp-vrf-af-srvé) # alloc mode per-vrf
Router (config-bgp-vrf-af-srvo) # exit

Router (config-bgp-vrf-af) # exit

Router (config-bgp-vrf) # neighbor 1.1.1.1
Router (config-bgp-vrf-nbr)# remote-as 200
Router (config-bgp-vrf-nbr)# address-family ipv4 unicast
Router (config-bgp-vrf-nbr-af) # exit
Router (config-bgp-vrf-nbr) # exit

Router (config-bgp-vrf) # neighbor 3333::3

Router (config-bgp-vrf-nbr)# remote-as 200

Router (config-bgp-vrf-nbr)# address-family ipv6é unicast

Running Configuration

vrf VPN1
address-family ipv4 unicast
import route-target
1:1
!
export route-target
1:1
!
!
address-family ipv6 unicast
import route-target
1:1
!
export route-target
1:1
!
|
!
router bgp 100
address-family vpnv4 unicast
additional-paths receive
additional-paths send
additional-paths selection route-policy add-path
|
address-family vpnvé unicast
additional-paths receive
additional-paths send
additional-paths selection route-policy add-path
|
address-family 12vpn evpn
additional-paths receive
additional-paths send

additional-paths selection route-policy add-path
|
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neighbor 1111::1
remote-as 100
address-family 12vpn evpn
advertise vpnv4 unicast
advertise vpnvé unicast
|
!
vrf VPN1
rd 100:1
address-family ipv4 unicast
segment-routing srvé
locator LOC1
alloc mode per-vrf
|
|
address-family ipv6é unicast
segment-routing srvé
locator LOC1
alloc mode per-vrf
|
!
neighbor 1.1.1.1
remote-as 200
address-family ipv4 unicast
|
!
neighbor 3333::3
remote-as 200
address-family ipv6 unicast
|
|
|
|
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SRv6 Services: L2 and L3 Services with Remote SIDs from W-LIB

Table 15: Feature History Table

Feature Name

Release
Information

Feature Description

SRv6 Services: L2 and L3
Services with Remote SIDs
from Wide Local ID Block

Release 7.9.1

This feature enables an SRv6 headend node to receive
and install remote SIDs with Wide (32-bit) functions
(Remote W-LIB).

The Remote W-LIB is supported for Layer 3 (VPN/BGP
global) and Layer 2 EVPN services (ELINE/ELAN).

This capability is enabled by default.

This capability is enabled by default; there is no CLI to configure this capability at the ingress PE.

An SRvo6 Service SID is used to identify a specific service function. This Service SID inserted into the packet
header by the source node is used to steer the packet along a specific path that includes the service function.

The Service SID signaled by transposing a variable part of the SRv6 SID value (function, argument, or both)
and carrying them in the existing label fields to achieve more efficient compression of those service prefix
NLRIs in BGP update messages. The SRv6 SID Structure Sub-Sub-TLV (SSTLV) contains appropriate length
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fields when the SRv6 Service SID is signaled in split parts to enable the receiver to put together the SID
accurately.

The Transposition Offset indicates the bit position. The Transposition Length indicates the number of bits
that are being taken out of the SRv6 SID value and put into high order bits of label field.

For example, a remote W-LIB uSID fcbb:bb00:0200:fff0:0001:: with a SRv6 SID SSTLV of BL=32; NL=16;
FL=32; AL=0, TPOS len/offset=16/64 is defined as follows:

* Block length (BL) of 32 bits = fcbb:bb00

* Node length (NL) of 16 bits = 0200

* Function length (FL) of 32 bits = {ff0:0001

» Argument length (AL) of 0

* Transposition length (TPOS len) of 16 bits = 0001

» Transposition offset (TPOS offset) of 64 bits = fcbb:bb00:0200: fff0:

This results in a SID value of fcbb:bb00: 0200:fffO:: and Label value of 0x0001.

Example
The following example shows output of a BGP route table for a VPNv4 prefix learned from three egress PEs:
* BGP Path 1 from next-hop 7::1 and a 32-bit uDT4 function (0xfff0 4002) allocated from W-LIB

* BGP Path 2 from next-hop 9::1 and a 16-bit uDT4 function (0x4002) allocated from LIB
* BGP Path 3 from next-hop 8::1 and a 16-bit uDT4 function (0x4002) allocated from LIB

Note the following fields in the output:
* Function length of 16 bits for LIB and 32 bits for W-LIB

* Transposition offset value of 48 bits for LIB and 64 bits for W-LIB
* Transposition length value of 16 bits for LIB/W-LIB

Router# show bgp vpnv4 un rd 100:2 2.2.0.1/32 detail

BGP routing table entry for 2.2.0.1/32, Route Distinguisher: 100:2

Versions:
Process PRIB/RIB SendTblVer
Speaker 5314 5314

Flags: 0x20061292+0x00060000; multipath; backup available;
Last Modified: Jan 20 14:37:59.189 for 00:00:19
Paths: (3 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0
Flags: 0x2000000085070005+0x00, import: 0x39f
Not advertised to any peer
Local
7::1 (metric 20) from 2::1 (192.0.0.1), if-handle 0x00000000
Received Label 0x40020
Origin IGP, localpref 150, valid, internal, best, group-best, multipath,
import-candidate, imported
Received Path ID 1, Local Path ID 1, version 5314
Extended community: RT:100:2
Originator: 192.0.0.1, Cluster list: 2.0.0.1
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PSID-Type:L3, SubTLV Count:1, R:0x00,
SubTLV:
T:1(Sid information), Sid:fccc:cc00:7001:£££0::, F:0x00, R2:0x00, Behavior:63,
R3:0x00, SS-TLV Count:1
SubSubTLV:
T:1(Sid structure) :
Length [Loc-blk,Loc-node,Func,Arg]:[32,16,32,0], Tpose-len:16, Tpose-offset:64
Source AFI: VPNv4 Unicast, Source VRF: VRF 2, Source Route Distinguisher: 100:2
Path #2: Received by speaker 0
Flags: 0x2000000084060005+0x00, import: 0x096
Not advertised to any peer
Local
9::1 (metric 20) from 2::1 (192.0.0.3), if-handle 0x00000000
Received Label 0x40020
Origin IGP, localpref 100, valid, internal, backup (protect multipath), add-path,
import-candidate, imported
Received Path ID 2, Local Path ID 5, version 5314
Extended community: RT:100:2
Originator: 192.0.0.3, Cluster list: 2.0.0.1
PSID-Type:L3, SubTLV Count:1, R:0x00,
SubTLV:
T:1(Sid information), Sid:fccc:cc00:9001::, F:0x00, R2:0x00, Behavior:63, R3:0x00,
SS-TLV Count:1
SubSubTLV:
T:1(Sid structure):
Length [Loc-blk,Loc-node,Func,Arg]:[32,16,16,0], Tpose-len:16, Tpose-offset:48
Source AFI: VPNv4 Unicast, Source VRF: VRF 2, Source Route Distinguisher: 100:2
Path #3: Received by speaker 0O
Flags: 0x2000000084070005+0x00, import: 0x296
Not advertised to any peer
Local
8::1 (metric 20) from 2::1 (192.0.0.2), if-handle 0x00000000
Received Label 0x40020
Origin IGP, localpref 150, valid, internal, multipath, backup, add-path,
import-candidate, imported
Received Path ID 3, Local Path ID 4, version 5314
Extended community: RT:100:2
Originator: 192.0.0.2, Cluster list: 2.0.0.1
PSID-Type:L3, SubTLV Count:1, R:0x00,
SubTLV:
T:1(Sid information), Sid:fccc:cc00:8001::, F:0x00, R2:0x00, Behavior:63, R3:0x00,
SS-TLV Count:1
SubSubTLV:
T:1(Sid structure) :
Length [Loc-blk,Loc-node,Func,Arg]:[32,16,16,0], Tpose-len:16, Tpose-offset:48
Source AFI: VPNv4 Unicast, Source VRF: VRF 2, Source Route Distinguisher: 100:2
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SRv6 Services: L2 EVPN Services with Local SIDs from W-LIB

Table 16: Feature History Table

Feature Name Release Description

SRv6-Services: L2 EVPN | Release 7.11.1 This feature enables an SRv6 headend node to allocate
Services with Local SIDs and advertise local SIDs with Wide (32-bit) functions
from W-LIB (Local W-LIB). The Local W-LIB is supported for
Layer 2 EVPN services (ELAN/ELINE) services.

Users with a large number of L2 EVPN services can
now have a larger address space (local ID block) for
local identifiers because this functionality enables an
SRv6 headend node to allocate and advertise local
SIDs with Wide (32-bit) functions (Local W-LIB).
The larger address space for local identifiers ensures
efficient address space utilization and better scalability
for BGP deployments.

This feature introduces the usid allocation
wide-local-id-block command.

An SRv6 Service SID is used to identify a specific service function. This Service SID inserted into the packet
header by the source node is used to steer the packet along a specific path that includes the service function.

\)

Note See SRv6 uSD Allocation Within a uSID Block for more information about W-LIB.

By default, in BGP, the allocation of uSIDs is limited to the LIB space. However, with this feature, BGP can
instruct the SID-Manager to allocate uSIDs specifically from the W-LIB (Wide Local Identifier Block). This
enforcement provides a larger address space for local identifiers, which allows for more efficient utilization
of the address space and better scalability for BGP deployments.

BGP uses transposition to encode the service SID for VPN services into the label part of the NLRI, as specified
in IETF RFC 9252. In the current LIB implementation, BGP transposes the 16-bit function into the label field
of the NLRI. In the case of W-LIB, BGP transposes the last 16-bits of the W-LIB 32-bit function into the
label part of the NLRI for EVPN routes.

For example, if a local identifier looks like BBBB:BBBB:Loc:Service, resulting in an IPv6 address like
FC00:0100:8200:F111. With the W-LIB extension, the local identifier includes two additional segments for
the MSB (Most Significant Bits) and LSB (Least Significant Bits), resulting in an IPv6 address like
FC00:0100:8200:F111:1111.

For more information on transposition, see the SRv6 Services: L2 and L3 Services with Remote S Ds from
WELIB section.

Usage Guidelines and Limitations

This feature is supported on thrid, fourth, and fifth generation ofASR 9000 Series High-Density Ethernet line
cards. Refer to the Cisco ASR 9000 Series Aggregation Services Router Ethernet Line Card Installation Guide
for details on ASR 9000 Series Line Cards.
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Configuration
The local WLIB configuration can be applied at three levels:
* Globally under EVPN

* Global locator

* Per-EVI locator

Use the usid allocation wide-local-id-block command to enable the allocation and advertisement of an SRv6
Service SID with wide function (W-LIB) for L2 EVPN services.

The precedence rules for the W-LIB allocation mode are applied at different levels:

» W-LIB uSID Allocation Applied Globally under EVPN:

evpn
segment-routing srvé6
locator loc3
|

usid allocation wide-local-id-block
|

The following ouput shows the W-LIB uSID allocation under global EVPN:

RP/0/0/CPU0:PE1# show evpn segment-routing srvé detail

Configured default locator: loc3

Configured default SID Function Length: 32 bits
EVIs with unknown locator config: 0

VPWS with unknown locator config: 0

Global SID Function Length: 32 bits

Locator name Prefix OOR Flags Service
count SID count
loc3 fceccicc01l:1::/48 False micro-segment 6

6

Default locator
Configured on EVIs <evi>: 4

W-LIB uSID Allocation Applied under the Global Locator for EVPN:

evpn
segment-routing srvé
locator loc3

usid allocation wide-local-id-block
1

The following ouput shows the W-LIB uSID allocation under global locator:

RP/0/0/CPUO:PE1# show evpn segment-routing srvé detail
Configured default locator: loc3
Configured default SID Function Length: 32 bits

EVIs with unknown locator config: 0
VPWS with unknown locator config: 0
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Global SID Function Length: 16 bits

Locator name Prefix OOR Flags Service
count SID count
loc3 fcccicc01:1::/48 False micro-segment 6

6

Default locator
Configured on EVIs <evi>: 4

* W-LIB uSID Allocation Applied under Specific EVI Locator:

evpn
evi 4 segment-routing srvé
locator loc3

usid allocation wide-local-id-block
I}

The following ouput shows the W-LIB uSID allocation for a apecific EVI locator:

RP/0/0/CPUO:PEl# show evpn evi vpn-id 4 detail

VPN-ID Encap Bridge Domain Type
4 SRv6 VPWS: 4 VPWS (vlan-unaware)

Stitching: Regular

Unicast SID: <no SIDs>

Multicast SID: <no SIDs>

E-Tree: Root

Forward-class: O

Advertise MACs: No

Advertise BVI MACs: No

Aliasing: Enabled

UUF: Enabled

Re-origination: Enabled

Multicast:
Source connected : No
IGMP-Snooping Proxy: No
MLD-Snooping Proxy : No

BGP Implicit Import: Enabled

VRFEF Name:

SRv6 Locator Name: loc3

SRv6 SID Function Length: 32 bits

Preferred Nexthop Mode: Off

Ignore MTU Mismatch: Enabled

Transmit MTU Zero: Enabled

BVI Coupled Mode: No

BVI Subnet Withheld: ipv4 No, ipv6 No

Statistics:

Packets Sent Received
Total : 0 0
Unicast : 0 0
BUM : 0 0

Bytes Sent Received
Total : 0 0
Unicast : 0 0
BUM : 0 0

RD Config: none
RD Auto : (auto) 192.168.0.1:4
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RT Auto : 100:4

Route Targets in Use Type
100:4 Import
100:4 Export

SRv6-Services: L3 Services with Local SIDs from W-LIB

Table 17: Feature History Table

Feature Name Release Description

SRv6-Services: L3 Release 7.11.1 This feature enables an SRv6 headend node to allocate
Services with Local SIDs and advertise local SIDs with Wide (32-bit) functions
from W-LIB (Local W-LIB).

The headend router utilizes the local W-LIB
functionality to define and implement SR policies
using SRv6 SIDs.

The Local W-LIB is supported for Layer 3
(VPNv4/VPNv6/BGPv4/BGPv6 global) services.

This feature introduces the usid allocation
wide-local-id-block command.

An SRv6 Service SID is used to identify a specific service function. This Service SID inserted into the packet
header by the source node is used to steer the packet along a specific path that includes the service function.
This capability enhances flexibility and control over how packets are processed and enables efficient delivery
of services within the network.

)

Note See SRv6 uSD Allocation Within a uSI D Block for more information about W-LIB.

By default, BGP specifies to SID-Manager that allocation of uSIDs is from LIB space only. With this feature
enabled, BGP can indicate to the SID-Manager that uSID allocation is to be enforced from W-LIB.

BGP performs transposition when encoding the service SID for VPN services to the label part of the NLRI,
as described in IETF RFC 9252. In the current LIB implementation, BGP transposes the 16-bit function to
the label field in the NLRI.

For W-LIB, BGP transposes the last 16-bits of the W-LIB 32-bit function to the label part of the NLRI for
VPNv4 and VPNv6 routes. For more information on transposition, see the SRv6 Services: L2 and L3 Services
with Remote S Ds from W-LIB section.

)

Note There is no transposition for BGPv4/BGPv6 global routing table.
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Usage Guidelines and Limitations

This feature is supported on thrid, fourth, and fifth generation of ASR 9000 Series High-Density Ehternet line
cards. Refer to the Cisco ASR 9000 Series Aggregation Services Router Ethernet Line Card Installation Guide
for details on ASR 9000 Series Line Cards.

Configuration

Use the usid allocation wide-local-id-block command to enable the allocation and advertisement of an SRv6
Service SID with wide function (W-LIB) for L3 services.

The precedence rules for the W-LIB allocation mode are applied at different levels:

* W-LIB uSID Allocation Applied Globally under BGP:

router bgp 1
segment-routing srvé
usid allocation wide-local-id-block
!

» W-LIB uSID Allocation Applied at the IPv4/v6 Address Family under BGP:

router bgp 1
address-family ipv4 unicast
segment-routing srvé
usid allocation wide-local-id-block
1
address-family ipv6 unicast
segment-routing srvé6
usid allocation wide-local-id-block

» W-LIB uSID Allocation Applied for all VPNv4/v6 Address Family:

router bgp 1
address-family vpnv4 unicast
vrf all
segment-routing srv6
usid allocation wide-local-id-block
1
address-family vpnv6é unicast
vrf all
segment-routing srvé6
usid allocation wide-local-id-block

* W-LIB uSID Allocation Applied at the VRF IPv4/v6 Address Family:

router bgp 1
vrf foo
address-family ipv4 unicast
segment-routing srvé6
usid allocation wide-local-id-block
1
address-family ipv6 unicast
segment-routing srv6
usid allocation wide-local-id-block

Verification

The following ouput shows the W-LIB uSID allocation:
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RP/0/0/CPU0:PE1# show bgp ipv4 unicast process

BGP Process Information:

BGP is operating in STANDALONE mode
Autonomous System number format: ASPLAIN
Autonomous System: 100

Router ID: 192.168.0.1

Default Cluster ID: 192.168.0.1

Active Cluster IDs: 192.168.0.1

Fast external fallover enabled

Platform Loadbalance paths max: 16
Platform RLIMIT max: 2147483648 bytes
Maximum limit for BMP buffer size: 409 MB
Default value for BMP buffer size: 307 MB
Current limit for BMP buffer size: 307 MB
Current utilization of BMP buffer limit: 0 B
Neighbor logging is enabled

Enforce first AS enabled

AS Path multipath-relax is enabled

Use SR-Policy admin/metric of color-extcomm Nexthop during path comparison: disabled
Default local preference: 100

Default keepalive: 60

Graceful restart enabled

Restart time: 120

Stale path timeout time: 360

RIB purge timeout time: 600

Non-stop routing is enabled

ExtComm Color Nexthop validation: RIB

Update delay: 120

Generic scan interval: 15

Configured Segment-routing Local Block: [0, 0]

In use Segment-routing Local Block: [15000, 15999]
Platform support mix of sr-policy and native nexthop: No
Segment Routing SRv6 Locator Name: LOC2

Segment Routing SRv6 uSID WLIB allocation: Enforced

Address family: IPv4 Unicast

Dampening is enabled

Client reflection is enabled in global config

Dynamic MED is Disabled

Dynamic MED interval : 10 minutes

Dynamic MED Timer : Running, will expire in 342 seconds
Dynamic MED Periodic Timer : Running, will expire in 42 seconds
Scan interval: 60

Total prefixes scanned: 42

Prefixes scanned per segment: 100000

Number of scan segments: 1

Nexthop resolution minimum prefix-length: 0 (not configured)
IPv6 Nexthop resolution minimum prefix-length: 0 (not configured)
Main Table Version: 44

Table version synced to RIB: 44

Table version acked by RIB: 44

IGP notification: IGPs notified

RIB has converged: version 0

RIB table prefix-limit reached ? [No], version 0

Permanent Network Unconfigured

Segment Routing SRv6 Alloc Mode: O

Segment Routing SRv6 uSID WLIB allocation: Enforced

RP/0/0/CPUO:PE1# show bgp vrf all ipv4 unicast process

VRF: foo
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BGP Process Information: VRF foo
BGP Route Distinguisher: 23:1

BGP is operating in STANDALONE mode
Autonomous System number format: ASPLAIN
Autonomous System: 100

Router ID: 192.168.0.1

Default Cluster ID: 192.168.0.1

Active Cluster IDs: 192.168.0.1

Fast external fallover enabled

Platform Loadbalance paths max: 16
Platform RLIMIT max: 2147483648 bytes
Maximum limit for BMP buffer size: 409 MB
Default value for BMP buffer size: 307 MB
Current limit for BMP buffer size: 307 MB
Current utilization of BMP buffer limit: 0 B
Neighbor logging is enabled

Enforce first AS enabled

iBGP to IGP redistribution enabled

AS Path multipath-relax is enabled

Use SR-Policy admin/metric of color-extcomm Nexthop during path comparison: disabled
Default local preference: 100

Default keepalive: 60

Graceful restart enabled

Restart time: 120

Stale path timeout time: 360

RIB purge timeout time: 600

Non-stop routing is enabled

ExtComm Color Nexthop validation: RIB

Update delay: 120

Generic scan interval: 15

Configured Segment-routing Local Block: [0, 0]

In use Segment-routing Local Block: [15000, 15999]

Platform support mix of sr-policy and native nexthop: No

Segment Routing SRv6 Locator Name: LOC2 (WLIB allocation enforced)
Segment Routing SRv6 uSID WLIB allocation: Enforced

VRF foo Address family: IPv4 Unicast

Dampening is enabled

Client reflection is not enabled in global config
Dynamic MED is Disabled

Dynamic MED interval : 10 minutes

Dynamic MED Timer : Not Running

Dynamic MED Periodic Timer : Not Running

Scan interval: 60

Total prefixes scanned: 85

Prefixes scanned per segment: 100000

Number of scan segments: 1

Nexthop resolution minimum prefix-length: 0 (not configured)
IPv6 Nexthop resolution minimum prefix-length: 0 (not configured)
Main Table Version: 152

Table version synced to RIB: 152

Table version acked by RIB: 152

IGP notification: IGPs notified

RIB has converged: version 1

RIB table prefix-limit reached ? [No], version 0
Permanent Network Unconfigured

Segment Routing SRv6 uSID WLIB allocation: Enforced

The following output shows the advertized SRv6 W-LIB uSID for the default VRF:
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RP/0/0/CPU0:PE1# show bgp ipv4 unicast 192.168.4.1/32

BGP routing table entry for 192.168.4.1/32
Versions:
Process PRIB/RIB SendTblVer
Speaker 419 419
SRv6-VPN SID: fccc:cccc:a:£f££0:4::/80
Last Modified: Apr 3 10:35:41.000 for 136ylOw

Paths: (1 available, best #1)
Advertised IPv4 Unicast paths to peers
192::4
Path #1: Received by speaker 0
Advertised IPv4 Unicast paths to peers
192::4
Local

0.0.0.0 from 0.0.0.0 (192.168.0.1)
Origin incomplete, metric 0, localpref 100,
group-best

Received Path ID 0, Local Path ID 1,

(in unique update groups) :

(in unique update groups) :

weight 32768, wvalid, redistributed, best,

version 419

The following output shows the advertized SRv6 W-LIB uSID for a specific VRF (foo):

RP/0/0/CPUO:PE1# show bgp vrf foo 192.168.7.1/32

BGP routing table entry for 192.168.7.1/32, Route Distinguisher: 23:1
Versions:
Process bRIB/RIB SendTblVer
Speaker 439 439
SRv6-VPN SID: fccc:cccc:a:f£ff0:4::/80
Last Modified: Apr 3 10:31:00.000 for 00:00:44
Paths: (1 available, best #1)
Advertised to PE peers (in unique update groups) :
192::4
Advertised to CE peers (in unique update groups) :
10.10.10.2
Path #1: Received by speaker 0
Advertised to PE peers (in unique update groups) :
192::4
Advertised to CE peers (in unique update groups) :
10.10.10.2
Local
0.0.0.0 from 0.0.0.0 (192.168.0.1)
Origin incomplete, metric 0, localpref 100, weight 32768, wvalid, redistributed, best,

group-best, import-candidate
Received Path ID 0, Local Path ID 1,
Extended community: RT:23:23

version 439
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SRv6/MPLS L3 Service Interworking Gateway

Table 18: Feature History Table

Feature Name Release Description

SRv6/MPLS L3 Service Release 7.3.2 This feature enables you to extend

Interworking Gateway (SRv6 L3 services between MPLS and

Micro-SID) SRv6 domains by providing service
continuity on the control plane and
data plane.

This feature allows for SRv6
L3VPN domains to interwork with
existing MPLS L3VPN domains.
The feature also allows a way to
migrate from MPLS L3VPN to
SRv6 L3VPN.

SRv6/MPLS L3 Service Interworking Gateway enables you to extend L3 services between MPLS and SRv6
domains by providing service continuity on the control plane and data plane.

This feature allows for SRv6 L3VPN domains to interwork with existing MPLS L3VPN domains. The feature
also allows a way to migrate from MPLS L3VPN to SRv6 L3VPN.

The SRv6/MPLS L3 Service Interworking Gateway provides both transport and service termination at the
gateway node. The gateway generates both SRv6 VPN SIDs and MPLS VPN labels for all prefixes under the
VREF configured for re-origination. The gateway supports traffic forwarding from MPLS domain to SRv6
domain by popping the MPLS VPN label, looking up the destination prefix, and pushing the appropriate SRv6
encapsulation. From SRv6 domain to MPLS domain, the gateway removes the outer [Pv6 header, looks up
the destination prefix, and pushes the VPN and next-hop MPLS labels.

VRFs on the gateway node are configured with 2 sets of route targets (RTs):
* MPLS L3VPN RTs

« SRv6 L3VPN RTs (called stitching RTs)

The gateway performs the following actions:

* Imports service routes received from one domain (MPLS or SRv6)
» Re-advertises exported service routes to the other domain (next-hop-self)

» Stitches the service on the data plane (uDT4/H.Encaps.Red < service label)

SRv6/MPLS L3 Service Interworking Gateway Scenarios
The following scenario is used to describe the gateway functionality:

* Node 1 is an L3VPN PE in the MPLS domain with an SR prefix SID label of 16001 for its Loopback
interface 10.1.1.1/32.
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* Node 2 is the SRv6/MPLS L3 Service Interworking Gateway. In the MPLS domain, it has an SR prefix
SID label of 16002 for its Loopback interface 10.1.1.2/32. In the SRv6 domain, it has an SRv6 locator
of B:0:2::/48 and Loopback interface B:0:2::2/128.

* Node 3 is an L3VPN PE in the SRv6 domain with SRv6 locator of B:0:3::/48 and Loopback interface

B:0:3::3/128.
10.1.1.1 10.1.1.2 | Loopback B:0:2::2/128 Loopback B:0:3::3/128
Prefix SID 16001 Prefix SID 16002 SRv6 Locator B:0:2;:/48 SRv6 Locator B:0:3:./48

MPLS Gatéway

522076

Scenario 1: SRv6-to-MPLS Control-Plane Direction/MPLS-to-SRv6 Data-Plane Direction

The figure below describes the associated control-plane behaviors in the SRv6-to-MPLS direction for traffic
in the MPLS-to-SRv6 data-plane direction.

FIB
Label: 24010
G lookup in VRFA table A
VRFA: B.0.0.0/8
BGP H.Encaps.Red B:0:3:V3:: BGP
VRFA: B.0.0.0/8, via 2 VRFA: B.0.0.0/8, via 3
Label: 24010 T _| SRvé SID: B:0:3:V9::
[ Prefix SID 16002 | ) B:0:2::2 SRv6 Local(:_:‘rB:O,'B;:a’ 48
i 2 3
MPLS Gateway SRv6
. SA=B8:0:2:2
. 16002, 24010 IPvE DA~ B:03Vg-:
SA=AAAA SA=AAAA SA=AAAA SA=AAAA
v DA=B.B.B.B it DA=B.B.BB L DA=B.EB.B v DA=B.B.B.B k
(=]
Payload Payload Payload Payload &

A. Node 3 advertises a BGP L3VPN update for prefix B.0.0.0/8 with RD corresponding to VRFA, including
the SRv6 VPN SID (B:0:3:V9::) assigned to this VRF, in the SRv6 domain.

)

Note SRv6 uDT4 function value "V9" is not a valid hex number, however it is used for illustration purposes to
remind you of its connection to a VRF.

B. Node 2 (gateway) imports the BGP L3VPN update and programs its FIB:
* MPLS label 24010 is allocated for VRFA
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* Prefix B.0.0.0/8 is programmed with an "SR Headend Behavior with Reduced Encapsulation in an SR
Policy" function (H.Encaps.Red) of B:0:3:V9::

\)

Note The gateway follows per-VRF label and per-VRF SID allocation methods.

C. Node 2 re-originates a BGP L3VPN update for the same prefix, including the MPLS VPN label (24010)
allocated for the VRF, in the MPLS domain.

D. Site A sends traffic to an [Pv4 prefix (B.B.B.B) of Site B

E. Node 1 encapsulates incoming traffic with the MPLS VPN label (24010) and the prefix SID MPLS label
(16002) of the BGP next-hop (Node 2).

F. Node 2 performs the following actions:
* Pops the MPLS VPN label and looks up the destination prefix
* Encapsulates the payload in an outer IPv6 header with destination address (DA) equal to the H.Encaps.Red
function (B:0:3:V9::)

G. Node 3 removes the outer [Pv6 header, looks up the payload destination address (B.B.B.B), and forwards
to Site B.
Scenario 2: MPLS-to-SRv6 Control-Plane Direction/SRv6-to-MPLS Data-Plane Direction

The figure below describes the associated control-plane behaviors in the MPLS-to-SRv6 direction for traffic
in the SRv6-to-MPLS data-plane direction.

FIB
SID B:0:2:V8:: uDT4
A lookup in VRFA table C
VRFA: A.0.0.0/8
BGP push <16001, 24055> BGF
VRFA: A.0.0.0/8, via 1 VRFA: A.0.0.0/8, via 2
Label: 24055 T __..| SRv6 SID: Bi0:2:V8::
+ Prefix SID 16001 +{ SHvB Locator B:0:2::/48 B:O:S::B"{
(1)< (2 3
MPLS  Gateway SRv6
. SA = B:0:3:3
16001, 24055
' i DA = B:0:2:V8::
SA=BBBB SA=BBBB SA=B.B.BB SA=BB.BB
L% DA=AAAA i DA=AAAA ks DA=AAAA i DA=AAAA 2
(=]
Payload Payload Payload Paylpad %

A. Node 1 advertises a BGP L3VPN update for prefix A.0.0.0/8 with RD corresponding to VRFA, including
the MPLS VPN label (24055) assigned to this VRF, in the MPLS domain.

B. Node 2 (gateway) imports the BGP L3VPN update and programs its FIB:
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* Prefix A.0.0.0/8 is programmed to impose an MPLS VPN label (24055) and the prefix SID MPLS label
(16001) of the BGP next-hop (Node 1)

+ "Endpoint with decapsulation and IPv4 table lookup" function (uDT4) of B:0:2:V8:: is allocated to VRFA

N

Note SRv6 uDT4 function value "V8" is not a valid hex number, however it is used
for illustration purposes to remind you of its connection to a VRF.

)

Note The gateway follows per-VRF label and per-VRF SID allocation methods.

C. Node 2 re-originates a BGP L3VPN update for the same prefix, including the uDT4 function (B:0:2:V8::)
allocated for the VRF, in the SRv6 domain.

D. Site B sends traffic to an IPv4 prefix (A.A.A.A) of Site A.

E. Node 3 Encapsulates the payload in an outer IPv6 header with destination address (DA) equal to the uDT4
function (B:0:2:V8::).
F. Node 2 performs the following actions:

* Removes the outer IPv6 header and looks up the destination prefix

* Pushes the MPLS VPN label (24055) and the prefix SID MPLS label (16001) of the BGP next-hop (Node
1))

G. Node 1 pops the MPLS VPN label, looks up the payload destination address (A.A.A.A), and forwards to
Site A.

Example

Leveraging the topology described in the above use-case, this example shows the SRv6/MPLS L3 Service
Interworking Gateway configuration required at Node 2.

The following configuration shows how to enable SRv6 with locator and configure encapsulation parameters:

segment-routing
srvé
encapsulation
source-address B:0:2::2
|
locators
locator LOC1
prefix B:0:2::/48
|

!
!
!
The following configuration shows how to configure a VPNv4 VRF with the following route targets (RTs):
e 1111:1, RT used for MPLS L3VPN

* 2222:1, RT used for SRv6 L3VPN (stitching RT)
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vrf ACME

address-family ipv4 unicast

import route-target

1111:1

2222:1 stitching
|

export route-target

1111:1

22222:1 stitching
|

Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs |

The following configuration shows how to configure SRv6/SRv6 VPNs under BGP:

router bgp 100

segment-routing srvé

locator LOCL
|

neighbor 10.1.1.1

address-family vpnv4 unicast

import re-originate stitching-rt

route-reflector-client

advertise vpnv4 unicast re-originated

I
neighbor B:0:3::1

address-family vpnv4 unicast

import stitching-rt re-originate

route-reflector-client
encapsulation-type srvé
advertise vpnv4 unicast re-originated stitching-rt

|
vrf ACME

address-family ipv4 unicast

enable label-mode
segment-routing srvé

L3 EVPN/SRv6 and L3 EVPN/MPLS Interworking Gateway

Table 19: Feature History Table

Feature Name

Release

Description

Support for L3
EVPN/SRv6 and L3
EVPN/MPLS
Interworking Gateway

Release 7.9.1

This feature allows for SRv6 L3 EVPN domains to
interwork with existing MPLS L3 EVPN domains,
enabling you to extend L3 EVPN services between
SRv6 and MPLS domains by providing service
continuity on the control plane and data plane.

This feature allows for SRv6 L3 EVPN domains to
interwork with existing MPLS L3 EVPN domains.
The feature also allows a way to migrate from MPLS
L3 EVPN to SRv6 L3 EVPN.

This feature adds support for L3 EVPN interworking between SRv6 and MPLS.

L3 EVPN/SRv6 and L3 EVPN/MPLS Interworking Gateway enables you to extend L3 EVPN services between
MPLS and SRv6 domains by providing service continuity on the control plane and data plane.
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This feature allows for SRv6 L3 EVPN domains to interwork with existing MPLS L3 EVPN domains. The
feature also allows a way to migrate from MPLS L3 EVPN to SRv6 L3 EVPN.

BGP EVPN (RT-5) BGP EVPN (RT-5)
& N R

The L3 EVPN/SRv6 and L3 EVPN/MPLS Interworking Gateway provides both transport and service
termination at the gateway node.

VRFs on the gateway node are configured with 2 sets of route targets (RTs):
* L3 EVPN/MPLS RTs

» L3 EVPN/SRv6 RTs (called stitching RTs)

The gateway performs the following actions:

* Imports service routes received from one domain (L3 EVPN/MPLS or L3 EVPN/SRv6)

* Re-originates exported service routes to the other domain and setting next-hop-self

» Stitches the service routes in the data plane (uUDT4/H.Encaps.Red <> MPLS service label)
The gateway generates both L3 EVPN/SRv6 SIDs and L3 EVPN/MPLS labels for all prefixes under the VRF
configured for re-origination:

* MPLS-to-SRv6 Control Plane Direction

The gateway imports routes received from the MPLS side (via EVPN RT5) and re-originates them in
L3VPN VRF with a per-VRF SRv6 SID.

* SRv6-to-MPLS Control Plane Direction
The gateway imports routes received from the SRv6 side (via EVPN RT5) and re-originates them in
L3VPN VRF with a per-VRF label.

In the data plane, the gateway forwards traffic from the MPLS domain to the SRv6 domain by popping the
MPLS L3 EVPN label, looking up the destination prefix, and pushing the appropriate SRv6 encapsulation.
In the opposite direction, the gateway removes the outer [IPv6 header, looks up the destination prefix, and
pushes the L3 EVPN and next-hop MPLS labels.

Usage Guidelines and Limitations

L3 EVPN/SRv6 and L3 EVPN/MPLS Interworking Gateway is supported for [Pv4 and IPvo6.

Configuration Example

Leveraging the topology described above, this example shows the SRv6/MPLS L3 EVPN Service Interworking
Gateway configuration required at Node 2.
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L3 EVPN/SRv6 and L3 EVPN/MPLS Interworking Gateway

The following configuration shows how to enable SRv6 with locator and configure encapsulation parameters.

segment-routing
srvé
encapsulation
source-address b:0:2::2
|
locators
locator LOC1
prefix b:0:2::/48
|

The following configuration shows how to configure a VPNv4/VPNv6 VRF with the following route targets
(RTs):
e 1111:1, RT used for MPLS L3 EVPN

+ 2222:1, RT used for SRv6 L3 EVPN (stitching RT)

vrf VPN1
address-family ipv4 unicast
import route-target
1111:1
2222:1 stitching
|
export route-target
1111:1
2222:1 stitching
|
|
address-family ipv6 unicast
import route-target
1111:1
2222:1 stitching
|
export route-target
1111:1
2222:1 stitching
|

The following configuration shows how to configure SRv6/SRv6 VPNs under BGP:

router bgp 100
segment-routing srve
locator LOC1
|
address-family vpnv4 unicast
|
address-family vpnv6 unicast
|
address-family 1l2vpn evpn
|
neighbor 2222::2
remote-as 100
description SRv6 side peering
address-family 1l2vpn evpn
import reoriginate stitching-rt (Imports NLRIs that match normal route target
identifier and exports re-originated NLRIs assigned with the stitching
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route target identifier)
route-reflector-client
encapsulation-type srvé
advertise vpnv4 unicast re-originated (Specifies advertisement of re-originated
VPNv4 unicast routes)
advertise vpnv6é unicast re-originated (Specifies advertisement of re-originated
VPNv6 unicast routes)
|
!
neighbor 3.3.3.3
remote-as 100
description MPLS side peering stitching side
address-family 1l2vpn evpn
import stitching-rt reoriginate (Imports NLRIs that match stitching route target
identifier and exports re-originated NLRIs assigned with the normal route
target identifier)
advertise vpnv4 unicast re-originated stitching-rt (Advertise local VPNv4 unicast
routes assigned with stitching route target identifier)
advertise vpnvé unicast re-originated stitching-rt (Advertise local VPNv6 unicast
routes assigned with stitching route target identifier)
|
!
vrf VPN1
rd 100:2
address-family ipv4 unicast
mpls alloc enable
|
address-family ipv6 unicast

mpls alloc enable
|

L3 EVPN/SRv6 and L3VPN/MPLS Interworking Gateway

Table 20: Feature History Table

Feature Name Release Description

Support for L3 Release 7.9.1 This feature allows for SRv6 L3 EVPN domains to
EVPN/SRv6 and interwork with existing MPLS L3VPN domains,
L3VPN/MPLS enabling you to extend L3 services between MPLS
Interworking Gateway and SRv6 domains by providing service continuity

on the control plane and data plane.

The feature also allows a way to migrate from MPLS
L3VPN to SRv6 L3 EVPN.

This feature adds support for EVPN L3VPN interworking between SRv6 and MPLS.

L3 EVPN/SRv6 and L3VPN/MPLS Interworking Gateway enables you to extend L3 services between MPLS
and SRv6 domains by providing service continuity on the control plane and data plane.

This feature allows for SRv6 L3 EVPN domains to interwork with existing MPLS L3VPN domains. The
feature also allows a way to migrate from MPLS L3VPN to SRv6 L3 EVPN.
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BGP EVPN (RT-5) BGP L3VPN
EF & e
1 Cz 3

SRv6 Gateway

The L3 EVPN/SRv6 and L3VPN/MPLS Interworking Gateway provides both transport and service termination
at the gateway node.

VRFs on the gateway node are configured with 2 sets of route targets (RTs):
* L3VPN/MPLS RTs

» L3 EVPN/SRv6 RTs (called stitching RTs)

The gateway performs the following actions:

* Imports service routes received from one domain (L3VPN/MPLS or L3 EVPN/SRv6)

* Re-originates exported service routes to the other domain and setting next-hop-self

» Stitches the service routes in the data plane (uUDT4/H.Encaps.Red <> MPLS service label)
The gateway generates both L3 EVPN/SRv6 SIDs and L3VPN/MPLS labels for all prefixes under the VRF
configured for re-origination:

* MPLS to SRv6 Control Plane Direction

The gateway imports routes received from the MPLS side (via EVPN RT5) and re-originates them in
L3 EVPN VRF with a per-VRF SRv6 SID.

* SRv6 to MPLS Control Plane Direction

The gateway imports routes received from the SRv6 side (via EVPN RT5) and re-originates them in
L3VPN VRF with a per-VRF label.

In the data plane, the gateway forwards traffic from the MPLS domain to the SRv6 domain by popping the
MPLS L3VPN label, looking up the destination prefix, and pushing the appropriate SRv6 encapsulation. In
the opposite direction, the gateway removes the outer IPv6 header, looks up the destination prefix, and pushes
the L3VPN and next-hop MPLS labels.

Usage Guidelines and Limitations

L3 EVPN/SRv6 and L3 EVPN/MPLS Interworking Gateway is supported for [Pv4 and IPvo6.

Configuration Example

The following configuration shows how to enable SRv6 with locator and configure encapsulation parameters:

segment-routing
srve
encapsulation

source-address b:0:2::2
|
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locators

locator LOC1
prefix b:0:2::/48
|

The following configuration shows how to configure a VPNv4/VPNv6 VRF with the following route targets
(RTs):
«1111:1, RT used for MPLS L3 EVPN

» 2222:1, RT used for SRv6 L3 EVPN (stitching RT)

vrf VPN1
address-family ipv4 unicast
import route-target
1111:1
2222:1 stitching
|
export route-target
1111:1
2222:1 stitching
|
!
address-family ipv6 unicast
import route-target
1111:1
2222:1 stitching
|
export route-target
1111:1
2222:1 stitching
!

The following configuration shows how to configure SRv6/SRv6 VPNs under BGP:

router bgp 100

segment-routing srv6

locator LOC1

|
address-family vpnv4 unicast
|
address-family vpnv6 unicast
|
address-family 12vpn evpn

|
neighbor 2222::2

remote-as 100

description SRv6é side peering

address-family l1l2vpn evpn
import reoriginate stitching-rt (Imports NLRIs that match normal route target

identifier and exports re-originated NLRIs assigned with the stitching
route target identifier)
route-reflector-client
encapsulation-type srvé
advertise vpnv4 unicast re-originated
VPNv4 unicast routes)
advertise vpnv6 unicast re-originated

(Specifies advertisement of re-originated

(Specifies advertisement of re-originated
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VPNv6 unicast routes)
|
!
neighbor 3.3.3.3
remote-as 100
description MPLS side peering stitching side
address-family vpnv4 unicast
import stitching-rt reoriginate (Imports NLRIs that match stitching route target
identifier and exports re-originated NLRIs assigned with the normal route
target identifier)
route-reflector-client
advertise vpnv4 unicast re-originated stitching-rt (Advertise local VPNv4 unicast
routes assigned with stitching route target identifier)
|
address-family vpnvé unicast
import stitching-rt reoriginate (Imports NLRIs that match stitching route target
identifier and exports re-originated NLRIs assigned with the normal route
target identifier)
route-reflector-client
advertise vpnv4 unicast re-originated stitching-rt (Advertise local VPNv4 unicast
routes assigned with stitching route target identifier)
|
!
vrf VPN1
rd 100:2
address-family ipv4 unicast
mpls alloc enable
|
address-family ipv6 unicast

mpls alloc enable
|

SRv6/MPLS Dual-Connected PE

Table 21: Feature History Table

Feature Name Release Description

SRv6/MPLS Dual-Connected | Release This feature allows a PE router to support IPv4 L3VPN
PE (SRv6 Micro SID) 7.3.2 services for a given VRF with both MPLS and SRv6. This
is MPLS and SRv6 L3VPNv4 co-existence scenario and is
sometimes referred to as dual-connected PE.

A PE router can support [IPv4 L3VPN service for a given VRF with both MPLS and SRv6. This is MPLS and
SRv6 L3VPNv4 co-existence scenario and is sometimes referred to as dual-connected PE.

In the figure below, node 2 is a dual-connected PE to Site C, providing:
* MPLS/IPv4 L3VPN between Site A and Site C
* SRv6/IPv4 L3VPN between Site B and Site C

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



| Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs
SRv6/MPLS Dual-Connected PE .
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Payload Payload Payload Payload

Configure BGP to Support Dual-Mode
Enable MPLS Label Allocation

Use the router bgp as-number vrf WORD address-family ipv4 unicast mpls alloc enable command under
the VRF address-family to enable per-prefix mode for MPLS labels. Additionally, use the router bgp as-number
vrf WORD address-family ipv4 unicast label mode {per-ce| per-vrf} command to choose the type of label
allocation.

Router (config) # router bgp 100

Router (config-bgp) # vrf blue

Router (config-bgp-vrf)# rd 1:10

Router (config-bgp-vrf) # address-family ipv4 unicast
Router (config-bgp-vrf-af)# mpls alloc enable

Router (config-bgp-vrf-af)# label mode per-ce

Router (config-bgp-vrf-af)# segment-routing srvé
Router (config-bgp-vrf-af-srvé)# alloc mode per-ce
Router (config-bgp-vrf-af-srve) # exit

Router (config-bgp-vrf-af) # exit
Router (config-bgp-vrf) # exit
Router (config-bgp) #

Configure Encaps on Neighbor to Send the SRv6 SID Toward the SRv6 Dataplane

By default, if a VRF prefix has both an MPLS label and an SRv6 SID, the MPLS label is sent when advertising
the prefix to the PE. To advertise a VRF prefix with an SRv6 SID to an SRv6 session, use the
encapsulation-type srv6 command under the neighbor VPN address-family.

Router (config-bgp) # neighbor 192::6

Router (config-bgp-nbr) # remote-as 1

Router (config-bgp-nbr) # address-family ipv4 unicast
Router (config-bgp-nbr-af) # encapsulation-type srvé
Router (config-bgp-nbr-af) # exit

Running Config

router bgp 100

neighbor 192::6
remote-as 1
address-family ipv4 unicast
encapsulation-type srvé
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|
!
vrf blue
rd 1:10
address-family ipv4 unicast
mpls alloc enable
label mode per-ce
segment-routing srvé6
alloc mode per-ce
|
|
|
|

SRv6 Provider Edge (PE) Lite Support

Table 22: Feature History Table

Feature Name Release Description
SRv6 Provider Edge (PE) | Release 7.8.1 This feature provides VPN de-multiplexing-only
Lite behaviors (End.DT4/DT6/DT46) at an SRv6 PE node.

This allows for a lightweight-PE implementation (no
VPN encapsulation) that steers SRv6-encapsulated
traffic across an SR-MPLS backbone after performing
a VPN lookup.

SRv6 Provider Edge (PE) Lite leverages SRv6 programmability (SRv6 SID as a service ID) to steer traffic
across SR MPLS (non-SRv6) backbone.

Service traffic is encapsulated with an explicit SRv6 End.DT46 SID in ingress PE for a VRF.

\}

Note See Configuring Explicit End.DT46 SRv6 SIDs, on page 41 for information about explicit End.DT46 SRv6
SIDs.

When traffic arrives at the ingress PE, it performs SRv6 Endpoint Behaviors.

The backbone leverages MPLS L3VPN and SR-TE MPLS (with route coloring and Automated Steering) to
transport the traffic to the egress nodes in the backbone via different explicitly specified SLA paths using an
SR-TE policy.

Use Case

The figure below shows a use case where inter-data-center traffic is encapsulated in SRv6 (IP-in-IPv6) and
is carried over IP-only metro domains and then over an SR-MPLS backbone.

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



| Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs

Figure 11: Example Topology
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Data center gateways (GW1 and GW2) perform IP-in-IPv6 encapsulation where the outer IPv6 destination
address represents an SRv6 network program that leads traffic to the SRv6 PE lite nodes (PE11 and PE12).
This outer IPv6 destination address is determined by the gateway controller to provide a desired transport
SLA to an application over the backbone. The SRv6 PE lite nodes remove the SRv6 encapsulation and perform
a lookup of the original encapsulated packet's IP destination address in the routing table of an MPLS VPN
built over the backbone. The prefixes in the VPN table are associated with different transport SLAs (for
example, best-effort or minimum delay). These prefixes can be steered over the native SR LSP or an SR-TE

policy path, according to automated steering (AS) principles.

Figure 12: SRv6 Locator/Functions and SR-MPLS Prefix SIDs (Traffic Direction — DC1 to DC2)

SRvE SIDs at PE11:
Locator: FCBB:BBOO:11::/48 (Unicast)
Locator: FCBB:BBO0:100::/48 (Anycast)
End.DT46: OxFEOL for VRF 200

FIB at PE11: RSy
FCBB:BBO0:100:FE0L::/64 — End.DT46 (VRF200)

Backbone
GW1 Metrol
SRvE 510s at PE12:

Locator: FCBB:BB00:12::/48 (Unicast) Loopback0:
Locator: FCBB:BBO0:100::/48 (Anycast) 1.1.1.50/32
End.DT46: OxFEOL for VRF 200 Prefix SID 16050
FIB at PE12:
FCBB:BBOO:100:FEOL::/64 — End.DT46 (VRF200)

Loopback(: 1.1.1.21/32
Prefix SID 16021

Metro2 GW2

Loopback(: 1.1.1.22/32
Prefix SID 16022

The SRv6 PE lite nodes are configured with SRv6 locators and explicit (manually assigned) service
de-multiplexing end-point behaviors to perform decapsulation and VPN table lookup.
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For high-availability, the SRv6 PE lite nodes are configured with an Anycast SRv6 locator (same locator in
multiple nodes) and explicit end-point behavior with a common value among them. As a result, failure of a
given SRv6 PE lite node can be handled by other nodes with the same Anycast locator and end-point behavior.

For example, SRv6 PE lite nodes (PE11 and PE12) are configured with the Anycast SRv6 locator
(FCBB:BB00:100::/48) and a common End.DT46 function (0xFEO1) associated with MPLS VPN VRF 200.
The SRv6 PE lite nodes, which are part of the SR MPLS backbone, are configured with corresponding prefix
SIDs.

Figure 13: BGP VPN Overlay Route Advertisement (Traffic Direction — DC1 to DC2)

DC1
10.0.0.1

GW1

BGP VPNv4 Unicast:
RD200: 20.0.0.0/24, RT200, via PE21,
VPN label: 24200 == h'"‘-s
-

BGP VPNv4 Unicast:
RD200: 30.0.0.0/24, RT200, via PE21,
VPN label: 24200 W -
Color Ext.comm.: 1000

Backbone

Metrol Metro2 GW2

-

Prefixes from the data center are advertised in the backbone via multiprotocol BGP as part of a VPN. These
prefixes can include a color extended community in order to indicate the desired transport SLA. For example,
PE21 advertises BGP VPN overlay routes for DC2, 20.0.0.0/24 and 30.0.0.0/24. Prefix 20.0.0.0/24 requires
best-effort treatment. Prefix 30.0.0.0/24 requires a transport SLA indicated by the presence of color extended
community of value 1000.

Figure 14: Backbone Transport Paths (Traffic Direction — DC1 to DC2)

DC1
10.0.0.1

GW1

Best effort path: PE11 to PE21

Backbone

Metrol p E Metro2 GW2

(pso)

.

SLA path: PE11 to PE21
SR policy (color=1000, end-point=1.1.1.21)
SID-List {16050,16021}

For traffic in the direction DC1 to DC2, the SRv6 PE lite node PE11 is an SR-TE headend of an SR policy
associated with color 1000 and end-point of PE21. This SR policy will be used to steer traffic toward BGP
service routes with color 1000 advertised by PE21. As an example, this SR policy is associated with a segment
list that includes the prefix SID of a transit router in the backbone (PE50) and the prefix SID of the intended
egress PE (PE21).
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Figure 15: Best Effort Traffic (Traffic Direction — DC1 to DC2)
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FIB at PE11: -
FCEB:BBO0:100:FEDL::;/64 — uDT46 — VRF200
Metrol p
16021
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Prefix 51D 16021
24200 (VPN)
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1P 20.0.0.1 P oni20001
Payload Payload

Traffic arriving at GW1 destined for 20.0.0.1 in DC2 is encapsulated into an outer IPv6 header with a destination
address of FCBB:BB00:100:FEO1::. This address is composed of the Anycast locator at PE11 and the explicit
End.DT46 function value of VRF 200. Any transit nodes in the Metrol domain simply perform a

longest-prefix-match lookup for prefix FCBB:BB00:100::/48 and forward the packet along the shortest path
to PE11.

PE11 removes the SRv6 encapsulation and looks up prefix 20.0.0.1 in VPN table of VRF 200. PE11 imposes
the VPN label and the prefix SID of PE21 in order to steer traffic over the native LSP path.

Figure 16: SLA Traffic (Traffic Direction — DC1 to DC2)
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Traffic arriving at GW1 destined for 30.0.0.1 in DC2 is encapsulated into an outer IPv6 header with a destination
address of FCBB:BB00:100:FEO1::. As in the previous case, this address is composed of the Anycast locator
at PE11 and the explicit End.DT46 function value of VRF 200. Any transit nodes in the Metrol domain simply
perform a longest-prefix-match lookup for prefix FCBB:BB00:100::/48 and forward the packet along the
shortest path to PE11.

PE11 removes the SRv6 encapsulation and looks up prefix 30.0.0.1 in VPN table of VRF 200. PE11 imposes
the VPN label and transport labels corresponding to the segment list of the SR policy (1000, PE21) in order
to steer traffic over the path associated with the SR policy.

Configuration for SRv6 PE Lite Node 11
Configure SRv6:

segment-routing
srve
locators
locator myLocl
micro-segment behavior unode psp-usd
prefix fcbb:bb00:11::/48
!
locator myLocAnycast
anycast
micro-segment behavior unode psp-usd
prefix fcbb:bb00:100::/48
!

Configure IGP instance in core with SR MPLS enabled and prefix SID assigned to LoopbackO0:

router isis core
address-family ipv4 unicast
metric-style wide level 1
router-id Loopback0
segment-routing mpls
!
interface Loopback0
address-family ipv4 unicast
prefix-sid absolute 16011
!
!
!

Configure interface LoopbackO:

interface Loopback0
ipv4 address 1.1.1.11 255.255.255.255
!

Configure the SR policy:

segment-routing
traffic-eng
segment-list sample-SIDLIST
index 10 mpls label 16050
index 20 mpls label 16021
!
policy pol-sla-to 21
color 1000 end-point ipv4 1.1.1.21
candidate-paths
preference 100
explicit segment-list sample-SIDLIST

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs
SRv6 Provider Edge (PE) Lite Support .

Configure the VRF (dual-stack IPv4/IPv6):

vrf VRF-200
address-family ipv4 unicast
import route-target
1:200
!
export route-policy SET-COLOR-1000
export route-target
1:200
!
!
address-family ipv6 unicast
import route-target
1:200
!
export route-policy SET-COLOR-1000
export route-target
1:200

|
!
extcommunity-set opaque COLOR-1000
1000
end-set
|
route-policy SET-COLOR-1000
set extcommunity color COLOR-1000
end-policy
|

Configure BGP:

router bgp 100
segment-routing srvé
locator myLocl
|
address-family vpnv4 unicast
|
neighbor 1.1.1.21
remote-as 100
address-family vpnv4 unicast
|
!
vrf VRF-200
rd 200:1
address-family ipv4 unicast
|
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SRv6 SID Information in BGP-LS Reporting

BGP Link-State (BGP-LS) is used to report the topology of the domain using nodes, links, and prefixes. This
feature adds the capability to report SRv6 Segment Identifier (SID) Network Layer Reachability Information
(NLRI).

The following NLRI has been added to the BGP-LS protocol to support SRv6:

* Node NLRI: SRv6 Capabilities, SRv6 MSD types

» Link NLRI: End.X, LAN End.X, and SRv6 MSD types

* Prefix NLRI: SRv6 Locator

* SRv6 SID NLRI (for SIDs associated with the node): Endpoint Function, BGP-EPE Peer Node/Set

This example shows how to distribute IS-IS SRv6 link-state data using BGP-LS:

Router (config) # router isis 200
Router (config-isis)# distribute link-state instance-id 200

)

Note

It is still possible to ping or trace a SID:
* ping B:k:F::

e traceroute B:k:F::

It is possible to use a list of packed carriers to ping or trace a SID, to ping or trace route, use <destination
SID> viasrv6-carriers<list of packed carriers>

DHCPv4 Relay Agent and Proxy Support over SRv6

This feature introduces support for DHCPv4 Relay Agent and Proxy over SRv6.

An IOS XR router can act as a DHCPv4 relay agent/proxy with a DHCPv4 server connected over an SRv6
network.

The following functionality is supported:

* DHCPv4 relay agent/proxy over SRv6 with DHCPv4 server (helper-address) located in default VRF
(global)

» DHCPv4 relay agent/proxy over SRv6 with DHCPv4 server (helper-address) located in non-default VRF
* DHCPv4 relay agent/proxy on interfaces associated with a default VRF (global)

» DHCPv4 relay agent/proxy on interfaces associated with a non-default VRF

* DHCPv4 relay agent/proxy on Ethernet physical interfaces

* DHCPv4 relay agent/proxy on Ethernet bundle interfaces
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For information on configuring DHCPv4 relay agent and proxy, refer to the “Implementing the Dynamic Host
Configuration Protocol” chapter in the |P Addresses and Services Configuration Guide .

DHCPv6 Relay Agent Support over SRv6

This feature introduces support for DHCPv6 Relay Agent over SRv6.
An IOS XR router can act as a DHCPv6 relay agent with a DHCPv6 server connected over an SRv6 network.
The following functionality is supported:
* DHCPv6 relay agent over SRv6 with DHCPv6 server (helper-address) located in default VRF (global)
* DHCPv6 relay agent over SRv6 with DHCPv6 server (helper-address) located in non-default VRF
* DHCPv6 relay agent on interfaces associated with a default VRF (global)
» DHCPv6 relay agent on interfaces associated with a non-default VRF
* DHCPv6 relay agent on Ethernet physical interfaces

* DHCPv6 relay agent on Ethernet bundle interfaces

For information on configuring DHCPv6 relay agent, refer to the “Implementing the Dynamic Host
Configuration Protocol” chapter in the |P Addresses and Services Configuration Guide.

Full-Replace Migration to SRv6 Micro-SID

During the Full-Replace migration, both underlay and services are migrated from formatl to £3216. The
underlay migration is done using the Ship in the night strategy, where updates into your environment are
incremental, thereby phasing out your existing transport protocols when ready. This method minimizes the
service disruption, and is recommended for seamless migration. The services migration is done using Swap
procedures, where the incoming transport label is swapped with an outgoing transport label.

The formatl to £3216 migration is seamless, requires minimal configurations, and no IETF signaling extensions.
The migration enables preference of Micro-SID f3216 over formatl, and minimizes traffic drop with faster
convergence.

EVPN supports migration of the following services from formatl to £3216:
* [S-IS underlay (TILFA, uLoop, FlexAlgo)
* L3 overlay (VPNv4/VPNv6 and IPv4/IPv6)
* L2 overlay (EVPN VPWS - All-Active Multi-Homing)
* SRv6-MPLS IW Gateway, dual-connected PE

The following modes are supported in the context of migration:

» Base: SRvo6 classic with formatl only.
 Dual: SRv6 classic with formatl and SRv6 Micro-SID with 3216 will both coexist.

» f3216: Micro-segment format. f3216 represents the format 3216, which is 32-bit block and 16-bit IDs.
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The migration process involves the following steps:

1

Prepare for migration: Upgrade the network nodes to an image that is Micro-SID f3216 capable, and
allows the coexistence of formatl and f3216.

Migratetheunderlay tof3216: Enable IS-IS as an underlay protocol on PE nodes. The IS-IS configuration
adds 3216 locators to formatl locators. Both formatl and f3216 endpoint SIDs are allocated, installed,
and announced during this stage. f3216 is the preferred option over formatl for underlay paths.

The IS-IS SR headends provide faster convergence to f3216. Faster convergence to 3216 is done on the
per-prefix per-path level, does not need any new CLI, and avoids packet drops. The formatl locators are
removed after underlay traffic convergence to £3216 on all nodes. The format! locators are unconfigured
from IS-IS, and deleted from SRv6.

At the end of this step, the migration status of the following P Nodes are:
* Locator reachability: f3216 only
* Underlay endpoint/headends: 3216 only

At the end of this step, the migration status of the following PE Nodes are:
* Locator reachability: formatl and 3216
*» Underlay endpoint/headends: 3216 only
* Overlay endpoint/headends: formatl
Migrate the overlay to f3216: Enables overlay 3216 under BGP and EVPN on all PE nodes. The BGP

and EVPN configuration replaces formatl by £3216 locators. During this stage, the 3216 Micro-SIDs
are allocated, installed, and announced, while the format1 SIDs are deallocated, uninstalled, and withdrawn.

The formatl locators are removed after overlay traffic convergence to f3216 on all nodes. The formatl
locators are unconfigured from BGP and EVPN, and deleted from SRv6. For a transient period, BGP and
EVPN might have some paths with formatl and some with 3216.

At the end of this step, the migration status of the following is:
* For P/PE Nodes:
* Locator reachability: 3216 only

+ Underlay endpoint/headends: 3216 only
* Overlay endpoint/headends: 3216 only

The migration starts with SRv6 base formatl, and ends with SRv6 Micro-SID f3216. The migration states

arec:

1.

Initial state: This is the early migration state of a deployment, for the supported features. This state
comprises SRv6 base with formatl.

This example shows the initial state of migration with SRv6 and configure locator:

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé6-locators)# locator myLocO

Router (config-srvé-locators)# prefix f£lbb:bbbb:bb00:0001::/64
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This example shows the initial state of migration with SRv6 and IS-IS:

Router (config) # router isis 100

Router (config-isis) # address-family ipv6é unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srv6)# locator myLocO

This example shows the initial state of migration with SRv6 and BGP/EVPN:

Router
Router

config)# router bgp 100
config-bgp)# bgp router-id 10
config-bgp) # segment-routing srvé
config-bgp-srvé6) # locator myLocO

Router
Router

Router (config) # evpn
Router (config-evpn) # segment-routing srvé
Router (config-evpn-srvé6) # locator myLocO

2. In-migration state: The migration procedures are initiated, and are in progress. This state comprises
SRv6 in dual mode (base with formatl, and Micro-SID with {3216).

This example shows the in-migration state with SRv6 and configure locator:

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé6-locators)# locator myLocO

Router (config-srvé-locators)# prefix f£lbb:bbbb:bb00:0001::/64
Router (config-srvé-locators) # delayed-delete

Router (config-srvé-locators)# locator myuLocO

Router (config-srvé6-locators)# micro-segment behavior unode psp-usd
Router (config-srvé6-locators)# prefix fcbb:bb00:0001::/48

This example shows the in-migration state with SRv6 and IS-IS:

Router (config) # router isis 100

Router (config-isis) # address-family ipv6 unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srv6)# locator myLocO

Router (config-isis-srv6)# locator myuLocO

This example shows the in-migration state with SRv6 and BGP/EVPN:

Router (config) # router bgp 100

Router (config-bgp) # bgp router-id 10
Router (config-bgp) # segment-routing srvé
Router (config-bgp-srv6) # locator myuLocO

Router (config) # evpn
Router (config-evpn) # segment-routing srvé
Router (config-evpn-srvé6) # locator myuLocO

3. End state: This is the state of deployment at the end of the migration. At the end state, you can update
the network and add new features. The Full-Replace migration end state can be of two modes:

* Full-Replace: Both underlay and overlay are migrated to Micro-SID f3216. Full-Replace is the Cisco
recommended migration type.
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» UF1: Underlay migrated to Micro-SID {3216, overlay remains formatl. The uF1 migration is a
transient state of the Full-Replace migration type.

This example shows the end state with SRv6 and configure locator:

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé-locators)# locator myuLocO

Router (config-srvé-locators)# micro-segment behavior unode psp-usd
Router (config-srvé-locators) # prefix fcbb:bb00:0001::/48

This example shows the end state with SRv6 and IS-IS:

Router (config) # router isis 100

Router (config-isis) # address-family ipv6é unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srv6) # locator myuLocO

This example shows the end state with SRv6 and BGP/EVPN:

Router (config) # router bgp 100

Router (config-bgp) # bgp router-id 10
Router (config-bgp) # segment-routing srvé
Router (config-bgp-srv6) # locator myuLocO

Router (config) # evpn
Router (config-evpn) # segment-routing srvé
Router (config-evpn-srv6) # locator myuLocO

Run the following command to check the result of migration, as shown in the example:

RP/0/RSP0O/CPUO:Router# sh route ipv6é £c00:cc30:600:e004:: detail
Wed Nov 10 18:57:56.645 UTC

Routing entry for fc00:cc30:600::/48
Known via "isis 2", distance 115, metric 141, SRv6-locator, type level-2
Installed Nov 2 18:56:55.718 for 00:01:01
Routing Descriptor Blocks
fe80::232:17ff:fec3:58c0, from 7511::1, via TenGigE(0/0/0/16.1, Protected
Route metric is 141
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0O
Path id:1 Path ref count:0
NHID:0x20006 (Ref:193)
Backup path id:65
fe80::226:80ff:fe36:7c01, from 7511::1, via TenGigE1l/0/9/1.1, Backup (TI-LFA)
Repair Node(s): 3888::1
Route metric is 251
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0O
Path id:65 Path ref count:1
NHID:0x20007 (Ref:163)
SRv6 Headend:H.Insert.Red [£3216], SID-list {£fc00:cc30:700::}
Route version is 0x0 (8)
No local label
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IP Precedence: Not Set

QoS Group ID: Not Set

Flow-tag: Not Set

Fwd-Class: Not Set

Route Priority:RIB_PRIORITY_NON_RECURSIVE_LOW (8) SVD Type RIB_SVD_TYPE LOCAL
Download Priority 2, Download Version 261731

No advertising protos.

Full-Replace Migration to SRv6 Micro-SID Restrictions

You need to reload the the line cards as the hardware profiles go through multiple transitions during the
Full-Replace migration to SRv6 Micro-SID.

You can overcome the traffic drop duration at time of swap of formatl by 3216 on a PE node depending on
the BGP/EVPN convergence using the delayed_delete command. When the delayed_delete command is
configured against the format1 SID locator, RIB notifies EVPN about this change. The EVPN in turn stores
the delayed flag in its RIB locator database.

SRv6 Traffic Accounting

Table 23: Feature History Table

Feature Name Release Information Feature Description

SRv6 Traffic Accounting Release 7.10.1 You can now enable the router to
record the number of packets and
bytes transmitted on a specific
egress interface for IPv6 traffic
using the SRv6 locator counter.

You can use this data to create
deterministic data tools to anticipate
and plan for future capacity
planning solutions.

This feature introduces or modifies
the following changes:

CLI:

« accounting prefixesipvé
mode per-pr efix per-nexthop
srv6-locators

YANG Data Models:
® Cisco-I0S-XR-accounting-cfg

® Cisco-IOS-XR-fib-cammon—oper. yang

(see GitHub, YANG Data Models
Navigator)
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SRv6 traffic accounting is an integral part of today’s network for planning and forecasting traffic. Traffic
accounting is the volume of aggregated traffic flows that enter, traverse, and leave the network in a given
time. Traffic accounting is a solution to monitor the traffic that helps to measure traffic flows and record how
much customer traffic is passing through the SR network.

To design a network topology and meet the defined Service-Level Agreement (SLA), capacity planning
becomes essential for forecasting traffic load and failures. A complete view of the traffic in your network
enables you to anticipate common failures, and provision for network expansion.

You can now monitor traffic on an ingress node of a domain that is SRv6 encapsulated towards an egress
node of the domain. The traffic is recorded at the source using the per-locator, per-egress-interface (LOC.INT.E)
counter, which is the locator per interface at egress to account the traffic. For a given locator (L) and interface
(D), the router counts the number of packets and bytes for the traffic transmitted on the interface (I) with a
destination address (DA) matching the locator L.

When this feature is enabled on routers, all traffic passing through the routers are accounted. These counters
are periodically streamed through telemetry and you can retrieve the counters at any point.

To enable traffic accounting on PE and P routers, use the accounting pr efixesipvé mode per-prefix command.
You can retrieve the number of packets transmitted and received on the specific interface of a PE or P routers
by using the following telemetry:

Cis00-I0S-XR-fib-common-oper : cef-accounting/vrfs/vrf [vrf-name="'default '] /afis/afi [afi-type=ipv6] /pfx/srv6locs/srvéloc

Benefits

Monitoring the traffic provides numerous benefits, and here are a few:
* To optimize network utilization and achieve a balance between underutilized and overutilized paths.
* To plan and optimize network capacity and avoid congestion.

* To plan the service provisioning and choose the right path and create an optimized backup path (for using
SRLG's affinity, and so on).

Understanding SRv6 Locator Counters
Let’s understand this feature with the following topology:

Consider the topology where traffic is passing from CE1 to CE2 through PE1. The traffic sent and received
from CEI1 is considered as the external traffic. The traffic from PE4 destined to PE2 is considered as the
internal traffic.
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Figure 17: Sample Topology for SRv6 Traffic Accounting
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PE1 learns CE2 reachability through PE2. Consider PE1 has ECMP paths via P21 and P22 to reach PE2.
* When traffic reaches PE1, PE1 imposes traffic with the PE2 locator fcbb:bb00:2::.

* SRv6 traffic accounting LOC.INT.E is per prefix per egress interface accounting.

When traffic exits the PE1 interface (fa21) through P21, PE1 keeps the count of this traffic that is sent.
Also, when traffic exits the PE1 interface (fa22) through P22, PE1 keeps the count of this traffic that is
sent. The traffic is accounted irrespective of the path PE1 takes to send traffic.

Here is the SRv6 label of the outgoing traffic for PE2:
<fcbb:bb00:1::1, fcbb:bb00:2:£2d1::> [CUSTTraffic]
» When the next set of packets are received and passed through PE1, the counters are incremented on
fa2lor fa22 interface based on the path the traffic sent through PE2.
The traffic from PE4 to PE1 is considered as internal traffic.

* When traffic is sent from PE4 to PE2 through PE1, PE4 imposes the traffic with the PE2 locator ID
fcbb:bb00:2::. The traffic count is recorded at PE4 for this locator ID.

» When traffic reaches PE1, it looks for the PE2 locator ID and keeps the traffic count at PE1 when the
traffic exit the fa21 interface.
Let's see how the SRv6 traffic is calculated using the demand matrix.

The Demand Matrix (DM) also known as a traffic matrix is a representation of the amount of data transmitted
between every pair of routers. Each cell in the DM represents a traffic volume from one router to another.
DM gives a complete view of the traffic in your network.

In the topology, the amount of external traffic destined for PE2 is a combination of external and internal
traffic.
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Figure 18: SampleTopology for Demand Matrix
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« The traffic transmitted from PE1 is marked in blue.

* The traffic transmitted from PE4 is marked as in green.

The external traffic that PE2 receives is equal to the total traffic sent out from PE1 minus the received internal
traffic.

External traffic to PE2

= (Total traffic sent out from PEl) - (Internal traffic received by PEl)
= (sum of all Loc.int.E counters on PEl) - ( sum of the Loc.int.E counters of all neighbors
of PEL)

Let's try to calculate with this example.

* PE1 transmits a total of 39 gigabits per second towards PE2.
* PEI receives 21 gigabits per second of internal traffic from PE4.

* PEI receives 0 gigabits per second from P21 and P22.

You can calculate the external traffic to PE2 as follows:

External traffic to PE2

= (sum of all Loc.int.E counters on PEl) - ( sum of the Loc.int.E counters of all neighbors
of PE1)
= 39 gigabits per second - (21 + 0 + 0) gigabits per second

= 18 gigabits per second external traffic
So, PE2 recieves 18 gigabits per second external traffic from PEI.

The calculation for external traffic for routers follows a similar approach. Let's see few examples in the
following demand matrix.
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Table 24: Demand Matrix showing traffic transmitted from PE1 and PE4 to PE2

From/To PE1 PE2
PE1 NA 39 - (21 + 0 +0) = 18 gigabits per
second
PE4 21- (18 + 0+ 0) =3 gigabits per |39- (18 + 0+ 0) =21 gigabits per
second second

Usage Guidelines and Limitations
Supported Traffic Types
* [Pv6 packets.
* SRv6 packets with the local SID as the top SID.
« If the top SID is a local uN, traffic is counted against the remote locator prefix of the next SID.

* Traffic is not counted if the top SID is a local uA.

* SRv6 VPNv4

* SRv6 VPNV6

* SRv6 INETv4

* SRv6 INETv6

* SRv6 EVPN VPWS

* SRv6 EVPN ELAN (unicast and BUM traffic)

Limitations
* Supports a minimum telemetry pull interval of 30 seconds.
* Local generated control plane packets are considered for SRv6 traffic accounting.
* Ethernet header is not considered for bytes accounting.
* Packets are not counted if the local uA is the top SID.
* SRv6 traffic accounting is not supported with SRv6 TE policy.

* No additional MIBs are supported to retrieve SRv6 traffic statistics. We recommend to use telemetry
through the newly added sensor-path in Cisco-10S-XR-fib-common-oper to retrieve these statistics.

* The accounting counters for L2ZVPN ELAN BUM and unknown unicast traffic exhibit a notable disparity.
For instance, when two million packets are sent, the counters record 2.5 million packets.

To rectify this discrepancy, you must subtract the count of the 12 egress LAG not local drop counter
from the value attributed to the bundle interface.

This adjustment allows for an accurate tally of packets exiting the bundle interface. Notably, no such
irregularities are observed in L3VPN, L2VPN VPWs, or L2ZVPN known unicast traffic.
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This discrepancy persists even in scenarios where bundle members span different NPs on a single line
card router.

Configure SRv6 Traffic Accounting

Before you begin ensure that you enable SRv6 and its services.

Configuration Example

To enable SRv6 traffic accounting:

Router#configure

Router (config) #accounting

Router (config-acct) #prefixes ipv6 mode per-prefix per-nexthop srvé6-locators
Router (config-acct) #fcommit

Running Configuration

Router#show run

accounting

prefixes
ipvée
mode per-prefix per-nexthop srvé6-locators
|

Verification

Verify the Stats ID allocated for remote locator. The following example shows the SRv6 locator ID and the
stats ID allocated for the prefixes with the locator ID.

Routerf#show route ipvé fccc:cc00:1:: detail

Routing entry for fccc:cc00:1::/48
Known via "isis 100", distance 115, metric 101, SRv6-locator, type level-1 <=========
locator flag
Installed Jun 1 11:59:10.941 for 00:00:04
Routing Descriptor Blocks
fe80::1, from 1::1, via Bundle-Etherl1201, Protected, ECMP-Backup (Local-LFA)
Route metric is 101
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0
Path id:2 Path ref count:1
NHID: 0x2001b (Ref: 79)
Stats-NHID: 0x2001lc (Ref: 6)
Backup path id:1
fe80::1, from 1::1, via TenGigE0/1/0/5/2, Protected, ECMP-Backup (Local-LFA)

Route metric is 101
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0

Path id:1 Path ref count:1
NHID: 0x200la (Ref: 79)
Stats-NHID: 0x2001d (Ref: 6) <========= Stats-NHID is allocated for prefixes with
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locator flag
Backup path id:2

Route version is 0x68 (104)

No local label

IP Precedence: Not Set

QoS Group ID: Not Set

Flow-tag: Not Set

Fwd-class: Not Set

Route Priority: RIB_PRIORITY NON_RECURSIVE_ LOW (8) SVD Type RIB_SVD_TYPE LOCAL
Download Priority 2, Download Version 39779
No advertising protos.

Configuring Telemetry Data

Configure the sensory path to retrieve the accounting data using telemetry:

Router#configure

Router (config) #grpc

Router (config-grpc) #port 57400

Router (config-grpc) #no-tls

Router (config-grpc) #commit

Router (config-grpc) #exit

Router (config) #telemetry model-driven

Router (config-model-driven) #sensor-group sl

Router (config-model-driven-snsr-grp) #sensor-path
Cisco-IOS-XR-fib-common-oper:cef-accounting/vrfs/vrf[vrf-name='default']/af$
Router (config-model-driven-snsr-grp) #exit

Router (config-model-driven) #subscription subl

Router (config-model-driven-subs) #sensor-group-id sl sample-interval 30000
Router (config-model-driven-subs) #commit

Router (config-model-driven-subs) #root

Router (config) #exit

Router#

Running Configuration for Configuring Telemetry Data

The following shows the show running configuration:

Router#show run
grpc
port 57400

no-tls
|

telemetry model-driven
sensor—-group sl
sensor-path
Cis00-I0S-XR-fib-common-oper: cef-accounting/vrfs/vrf [vrf-name="'default '] /afis/afi [afi-type=ipv6] /pfx/srv6locs/srvéloc

|
subscription subl

sensor-group-id sl sample-interval 30000
|

Verification for Configuring Telemetry Data

Verify the counters using the telemetry data. The following example shows the accounting data with the
number of packets and the bytes transmitted through the interface.
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"Cisco-IOS-XR-fib-common-oper:cef-accounting”: {

"vrfs": {
"vrf": [
{
"vrf-name": "default",
"afis": {
"afi": [
{
"afi-type": "ipve",
"pfx": |
"srv6locs": {
"srvé6eloc": [
{
"ipvé6-address": " fccc:cc00:1::",
"prefix-length": 48,
"ipvé6e-prefix": " fccc:cc00:1::",

"ipvé6-prefix-length": 48,
"accounting-information": [

{

"number-of-tx-packets": "1500000", <========= Accounting data
"number-of-tx-bytes": "378000000", <========= Accounting data

"path-index": 0,

"outgoing-interface": "Bundle-Ether1201",

"nexthop-addr": "fe80::2/128"

}l

{

"number-of-tx-packets": "1000000", Accounting data

"number-of-tx-bytes": "252000000",
"path-index": 1,

Accounting data

"outgoing-interface": "TenGigE0/0/0/22",
"nexthop-addr": "fe80::2/128"
}
] r
"total-number-of-packets-switched": "2500000",
"total-number-of-bytes-switched": "630000000"

For locator counting run the following show command:

Router#sh cef ipv6é accounting
fceccicc00:33::/48
Accounting: 0/0 packets/bytes output (per-prefix-per-path mode)
via fe80::2/128, Bundle-Etherl1201
path-idx 0
next hop fe80::2/128
Accounting: 0/0 packets/bytes output
fccc:icc05:2::/48
Accounting: 0/0 packets/bytes output (per-prefix-per-path mode)
via fe80::2/128, Bundle-Etherl1201
path-idx 0
next hop fe80::2/128
Accounting: 0/0 packets/bytes output
fccc:icc3e:2::/48
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Accounting: 0/0 packets/bytes output (per-prefix-per-path mode)
via fe80::2/128, Bundle-Etherl1201
path-idx 0
next hop fe80::2/128
Accounting: 0/0 packets/bytes output
fcecocicc3e:3::/48
Accounting: 0/0 packets/bytes output (per-prefix-per-path mode)
via fe80::2/128, Bundle-Etherl1201
path-idx 0
next hop fe80::2/128
Accounting: 200000/58400000 packets/bytes output <<< for prefix fccc:cc3e:3:: we can see
2lac packets count
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CHAPTER 5

Configure Segment Routing over IPv6 (SRv6) with
Full-Length SIDs

N

Note 10OS XR release 7.3.2 supports SRv6 with Full-length SID and Micro-SID formats; however, only one format
is supported in the network at a time.

To use SRv6 Full-length SID, globally enable SRv6 and configure the 64-bit locator. See the Configuring
SRv6, on page 151.

To use SRv6 Micro-SID (uSID), see the Configure Segment Routing over IPv6 (SRv6) with Micro-SIDs, on
page 9 chapter.

Segment Routing for IPv6 (SRv6) is the implementation of Segment Routing over the IPv6 dataplane.

* Segment Routing over IPv6 Overview, on page 145

* Configuring SRv6 under IS-IS, on page 154

* Configuring SRv6 IS-IS Flexible Algorithm, on page 155

* Configuring SRv6 IS-IS TI-LFA, on page 157

* Configuring SRv6 IS-IS Microloop Avoidance, on page 160

* SRv6 Services: IPv4 L3VPN, on page 161

» SRv6 Services: IPv6 L3VPN, on page 169

* SRv6 Services: [IPv4 L3VPN Active-Standby Redundancy using Port-Active Mode, on page 178
* SRv6 Services: BGP Global IPv4, on page 182

* SRv6 Services: BGP Global IPv6, on page 185

* SRv6 Services: EVPN VPWS — All-Active Multi-Homing , on page 191
* SRv6 Services: SRv6 Services TLV Type 5 Support, on page 193

* SRV6/MPLS L3 Service Interworking Gateway, on page 193

* SRv6/MPLS Dual-Connected PE, on page 198

* SRv6 SID Information in BGP-LS Reporting, on page 199

Segment Routing over IPv6 Overview

Segment Routing (SR) can be applied on both MPLS and IPv6 data planes. Segment Routing over IPv6 (SRv6)
extends Segment Routing support with IPv6 data plane.
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In an SR-MPLS enabled network, an MPLS label represents an instruction. The source nodes programs the
path to a destination in the packet header as a stack of labels.

SRv6 introduces the Network Programming framework that enables a network operator or an application to
specify a packet processing program by encoding a sequence of instructions in the IPv6 packet header. Each
instruction is implemented on one or several nodes in the network and identified by an SRv6 Segment Identifier
(SID) in the packet. The SRv6 Network Programming framework is defined in IETF RFC 8986 SRv6 Network
Programming.

In SRv6, an IPv6 address represents an instruction. SRv6 uses a new type of IPv6 Routing Extension Header,
called the Segment Routing Header (SRH), in order to encode an ordered list of instructions. The active
segment is indicated by the destination address of the packet, and the next segment is indicated by a pointer
in the SRH.

Figure 19: Network Program in the Packet Header

Source Address Destination Address

P heacor |
Segment Active Seament
i Active Segment I—

Header

Payload
IPv4, IPv6, Ethernet

521485

The SRv6 SRH is documented in IETF RFC IPv6 Segment Routing Header (SRH).
The SRH is defined as follows:

0 1 2 3
01234567890123456789012345678901

B e s e et e
| Next Header | Hdr Ext Len | Routing Type | Segments Left |
B e s e et e
| Last Entry | Flags | Tag

B e s e et e

| |
| Segment List[0] (128-bit IPv6 address)

| |
| |
B s e e e e e
| |
| |

| |
| |
B s e e et e s s e e
|
| Segment List[n] (128-bit IPv6 address)
|

I
e e S e R e e s Rt SR
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// //
// Optional Type Length Value objects (variable) //
// //

e L et s e e e e e e s e

The following list explains the fields in SRH:
* Next header—TIdentifies the type of header immediately following the SRH.

* Hdr Ext Len (header extension length)—The length of the SRH in 8-octet units, not including the first
8 octets.

*» Segments left—Specifies the number of route segments remaining. That means, the number of explicitly
listed intermediate nodes still to be visited before reaching the final destination.

* Last Entry—Contains the index (zero based) of the last element of the segment list.
* Flags— Contains 8 bits of flags.
» Tag—Tag a packet as part of a class or group of packets like packets sharing the same set of properties.

* Segment list—128-bit [Pv6 addresses representing the nth segment in the segment list. The segment list
encoding starts from the last segment of the SR policy (path). That means the first element of the segment
list (Segment list [0]) contains the last segment of the SR policy, the second element contains the
penultimate segment of the SR policy and so on.

In SRv6, a SID represents a 128-bit value, consisting of the following three parts:

* Locator: This is the first part of the SID with most significant bits and represents an address of a specific
SRv6 node.

* Function: This is the portion of the SID that is local to the owner node and designates a specific SRv6
function (network instruction) that is executed locally on a particular node, specified by the locator bits.

* Args: This field is optional and represents optional arguments to the function.

The locator part can be further divided into two parts:

+ SID Block: This field is the SRv6 network designator and is a fixed or known address space for an SRv6
domain. This is the most significant bit (MSB) portion of a locator subnet.

* Node Id: This field is the node designator in an SRv6 network and is the least significant bit (LSB) portion
of a locator subnet.

SRv6 Node Roles
Each node along the SRv6 packet path has a different functionality:

* Source node—A node that can generate an IPv6 packet with an SRH (an SRv6 packet), or an ingress
node that can impose an SRH on an IPv6 packet.

* Transit node—A node along the path of the SRv6 packet (IPv6 packet and SRH). The transit node does
not inspect the SRH. The destination address of the IPv6 packet does not correspond to the transit node.

* Endpoint node—A node in the SRv6 domain where the SRv6 segment is terminated. The destination
address of the IPv6 packet with an SRH corresponds to the end point node. The segment endpoint node
executes the function bound to the SID
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SRv6 Head-End Behaviors

The SR Headend with Encapsulation behaviors are documented in the IETF RFC 8986 SRv6 Network
Programming.

The SR Headend with Insertion head-end behaviors are documented in the following IETF draft:
https://datatracker.ietf.org/doc/draft-filsfils-spring-srv6-net-pgm-insertion/
This section describes a set of SR Policy headend behaviors. The following list summarizes them:
* H.Encaps—SR Headend Behavior with Encapsulation in an SRv6 Policy
* H.Encaps.Red—H.Encaps with Reduced Encapsulation
* H.Insert—SR Headend with insertion of an SRv6 Policy

» H.Insert.Red—H.Insert with reduced insertion

SRv6 Endpoint Behaviors
The SRv6 endpoint behaviors are documented in the IETF RFC 8986 SRv6 Network Programming.
The following is a subset of defined SRv6 endpoint behaviors that can be associated with a SID.

* End—Endpoint function. The SRv6 instantiation of a Prefix SID [RFC8402].
* End. X—Endpoint with Layer-3 cross-connect. The SRv6 instantiation of an Adj SID [RFC8402].

* End.DX6—Endpoint with decapsulation and IPv6 cross-connect (IPv6-L3VPN - equivalent to per-CE
VPN label).

* End.DX4—Endpoint with decapsulation and IPv4 cross-connect (IPv4-L3VPN - equivalent to per-CE
VPN label).

* End. DT6—Endpoint with decapsulation and IPv6 table lookup (IPv6-L3VPN - equivalent to per-VRF
VPN label).

* End.DT4—Endpoint with decapsulation and IPv4 table lookup (IPv4-L3VPN - equivalent to per-VRF
VPN label).

* End.DT46—Endpoint with decapsulation and specific IP table lookup (IP-L3VPN - equivalent to per-VRF
VPN label).

* End.DX2—Endpoint with decapsulation and L2 cross-connect (L2VPN use-case).

* End.B6.Encaps—Endpoint bound to an SRv6 policy with encapsulation. SRv6 instantiation of a Binding
SID.

* End.B6.Encaps.RED—End.B6.Encaps with reduced SRH. SRv6 instantiation of a Binding SID.
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SRv6 Endpoint Behavior Variants

Table 25: Feature History Table

Feature Name Release Information Feature Description

SRv6: Ultimate Segment Release 7.5.2 The Ultimate Segment
Decapsulation (USD) on Decapsulation (USD) variant is
Full-length SIDs supported on SRv6 endpoint nodes

using full-length SIDs. One of the
USD variant applications is the case
of TI-LFA in P routers with
encapsulation with H.Encaps. The
USD variant allows the last
Segment Endpoint Node in the
repair path list to decapsulate the
IPv6 header added at the TI-LFA
Point of Local Repair and forward
the inner packet.

In earlier releases, the USD variant
was supported on SRv6 endpoint
nodes using Micro SIDs (uSIDs).

Depending on how the SRH is handled, different behavior variants are defined for the End and End.X behaviors.
The End and End.X behaviors can support these variants, either individually or in combinations.

» Penultimate Segment Pop (PSP) of the SRH variant—An SR Segment Endpoint Nodes receive the

IPv6 packet with the Destination Address field of the IPv6 Header equal to its SID address.

A penultimate SR Segment Endpoint Node is one that, as part of the SID processing, copies the last SID
from the SRH into the IPv6 Destination Address and decrements the Segments Left value from one to
Zero.

The PSP operation takes place only at a penultimate SR Segment Endpoint Node and does not happen
at non-penultimate endpoint nodes. When a SID of PSP-flavor is processed at a non-penultimate SR
Segment Endpoint Node, the PSP behavior is not performed since Segments Left would not be zero.

The SR Segment Endpoint Nodes advertise the SIDs instantiated on them via control plane protocols. A
PSP-flavored SID is used by the Source SR Node when it needs to instruct the penultimate SR Segment
Endpoint Node listed in the SRH to remove the SRH from the IPv6 header.

Ultimate Segment Pop (USP) of the SRH variant—The SRH processing of the End and End.X behaviors
are modified as follows:

If Segments Left is 0, then:

1. Update the Next Header field in the preceding header to the Next Header value of the SRH
2. Decrease the IPv6 header Payload Length by 8*(Hdr Ext Len+1)

3. Remove the SRH from the IPv6 extension header chain
4

Proceed to process the next header in the packet
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One of the applications of the USP flavor is when a packet with an SRH is destined to an application on
hosts with smartNICs implementing SRv6. The USP flavor is used to remove the consumed SRH from
the extension header chain before sending the packet to the host.

« Ultimate Segment Decapsulation (USD) variant—The Upper-layer header processing of the End and
End.X behaviors are modified as follows:

» End behavior: If the Upper-layer Header type is 41 (IPv6), then:
1. Remove the outer IPv6 Header with all its extension headers
Submit the packet to the egress IPv6 FIB lookup and transmission to the new destination
Else, if the Upper-layer Header type is 4 (IPv4)

2

3

4. Remove the outer IPv6 Header with all its extension headers

5. Submit the packet to the egress [Pv4 FIB lookup and transmission to the new destination
6

Else, process as per Section 4.1.1 (Upper-Layer Header) of IETF RFC 8986 SRv6 Network
Programming

» End.X behavior: If the Upper-layer Header type is 41 (IPv6) or 4 (IPv4), then:
1. Remove the outer IPv6 Header with all its extension headers
2. Forward the exposed IP packet to the L3 adjacency J

3. Else, process as per Section 4.1.1 (Upper-Layer Header) of IETF RFC 8986 SRv6 Network
Programming

One of the applications of the USD flavor is the case of TI-LFA in P routers with encapsulation with
H.Encaps. The USD flavor allows the last Segment Endpoint Node in the repair path list to decapsulate
the IPv6 header added at the TI-LFA Point of Local Repair and forward the inner packet.

Usage Guidelines and Limitations
General Guidelinesand Limitations
* Cisco IOS XR Release 7.5.2 and later supports the following SRv6 SID behaviors and variants:
+ END with PSP/USD
* END.X with PSP/USD
*« END.DT4
* END.DT6

* SRv6 Underlay support includes:

* IGP redistribution/leaking between levels
* Prefix Summarization on ABR routers
* IS-IS TI-LFA

* Microloop Avoidance
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* Flex-algo

Configuring SRv6

To enable SRv6 globally, you should first configure a locator with its prefix. The IS-IS protocol announces
the locator prefix in IPv6 network and SRv6 applications (like ISIS, BGP) use it to allocate SIDs.

The following usage guidelines and restrictions apply while configuring SRv6.

* All routers in the SRv6 domain should have the same SID block (network designator) in their locator.

* The locator length should be 64-bits long.

* The SID block portion (MSBs) cannot exceed 40 bits. If this value is less than 40 bits, user should
use a pattern of zeros as a filler.

* The Node Id portion (LSBs) cannot exceed 24 bits.

* You can configure up to 8 locators to support SRv6 Flexible Algorithm. All locators prefix must share
the same SID block (first 40-bits).

Enabling SRv6 with L ocator

This example shows how to globally enable SRv6 and configure locator.

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srvé6-locators)# locator myLocl

Router (config-srvé6-locator) # prefix 2001:db8:0:a2::/64

Optional: Configuring Encapsulation Parameters

This example shows how to configure encapsulation parameters when configuring SRv6. These optional
parameters include:

* segment-routing srvé encapsulation sour ce-addr essipv6-addr—Source Address of outer encapsulating
IPv6 header. The default source address for encapsulation is one of the loopback addresses.

* segment-routing srvé encapsulation hop-limit {count | propagate}—The hop limit of
outer-encapsulating IPv6 header. The range for count is from 1 to 255; the default value for hop-limit is
255. Use propagate to set the hop-limit value by propagation (from incoming packet/frame).

Router (config) # segment-routing srvé
Router (config-srvé6) # encapsulation source-address 1::1
Router (config-srvé6)# hop-limit 60

Optional: Enabling Syslog L ogging for Locator Status Changes

This example shows how to enable the logging of locator status.

Router (config) # segment-routing srvé
Router (config-srvé6) # logging locator status

Verifying SRv6 Manager

This example shows how to verify the overall SRv6 state from SRv6 Manager point of view. The output
displays parameters in use, summary information, and platform specific capabilities.
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Router# show segment-routing srvé manager
Parameters:
Parameters:
SRv6 Enabled: Yes
SRv6 Operational Mode:
Base:
SID Base Block: 2001:db8::/40
Encapsulation:
Source Address:
Configured: 1l::1
Default: 5::5
Hop-Limit: Default
Traffic-class: Default
Summary:
Number of Locators: 1 (1 operational)
Number of SIDs: 4 (0 stale)
Max SIDs: 64000
OOR:
Thresholds: Green 3200, Warning 1920
Status: Resource Available
History: (0 cleared, 0 warnings, 0 full)
Block 2001:db8:0:a2::/64:
Number of SIDs free: 65470
Max SIDs: 65470
Thresholds: Green 3274, Warning 1965
Status: Resource Available
History: (0 cleared, 0 warnings, 0 full)
Platform Capabilities:
SRv6: Yes
TILFA: Yes
Microloop-Avoidance: Yes
Endpoint behaviors:
End (PSP)
End.X (PSP)
End.DX6
End.DX4
End.DT6
End.DT4
End.DX2
uN (PSP/USD)
uA (PSP/USD)
ubDT6
uDT4
ubDX2
uB6 (Insert.Red)
Headend behaviors:
T
H.Insert.Red
H.Encaps.Red
Security rules:
SEC-1
SEC-2
SEC-3
Counters:
CNT-1
CNT-3
Signaled parameters:
Max-SL : 3
Max-End-Pop-SRH : 3
Max-H-Insert : 3 sids
Max-H-Encap : 3 sids
Max-End-D : 4
Configurable parameters (under srv6):
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Encapsulation:
Source Address: Yes
Hop-Limit : value=Yes, propagate=No

Traffic-class : value=Yes, propagate=Yes
Max SIDs: 64000
SID Holdtime: 3 mins

Verifying SRv6 Locator

This example shows how to verify the locator configuration and its operational status.

Router# show segment-routing srvé locator myLocl detail

Name ID Prefix Status
myLocl* 5 2001:db8:0:a2::/64 Up
(*): is-default
Interface:

Name: srvé-myLocl
IFH : 0x00000170
IPv6 address: 2001:db8:0:a2::/64
Chkpt Obj ID: 0x2fc8
Created: Apr 25 06:21:57.077 (00:03:37 ago)

Verifying SRv6 Local SIDs

This example shows how to verify the allocation of SRv6 local SIDs off locator(s).

Router# show segment-routing srvé locator myLocl sid

SID Function Context Owner
State RW

2001:db8:0:a2:1:: End (PSP) 'default':1 sidmgr
InUse Y

2001:db8:0:a2:40:: End.DT4 'VRE1' bgp-100
InUse Y

2001:db8:0:a2:41:: End.X (PSP) [HuO0/1/0/1, Link-Local] isis-srv6
InUse Y

The following example shows how to display detail information regarding an allocated SRv6 local SID.

Router# show segment-routing srvé locator myLocl sid 2001:db8:0:a2:40:: detail

SID Function Context Owner
State RW
2001:db8:0:a2:40:: End.DT4 'VRF1' bgp-100
InUse Y
SID context: { table-id=0xe0000011 ('VRF1l':IPv4/Unicast) }

Locator: myLocl'
Allocation type: Dynamic
Created: Feb 1 14:04:02.901 (3d00h ago)

Similarly, you can display SID information across locators by using the show segment-routing sid command.
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show Commands

You can use the following show commands to verify the SRv6 global and locator configuration:

Command Description

show segment-routing srvé manager Displays the summary information from SRv6
manager, including platform capabilities.

show segment-routing srvé locator locator-name | Displays the SRv6 locator information on the router.
[detail]

show segment-routing srv6 locator locator-name | Displays the information regarding SRv6 local SID(s)
sid [[sid-ipv6-address [detail] allocated from a given locator.

show segment-routing srv6 sid [sid-ipv6-address| | Displays SID information across locators. By default,
all | stale] [detail] only “active” (i.e. non-stale) SIDs are displayed.

show routeipvé local-srvé Displays all SRv6 local-SID prefixes in IPv6 RIB.

Configuring SRv6 under IS-IS

Intermediate System-to-Intermediate System (IS-IS) protocol already supports segment routing with MPLS
dataplane (SR-MPLS). This feature enables extensions in IS-IS to support Segment Routing with IPv6 data
plane (SRv6). The extensions include advertising the SRv6 capabilities of nodes and node and adjacency
segments as SRv6 SIDs.

SRv6 IS-IS performs the following functionalities:

1. Interacts with SID Manager to learn local locator prefixes and announces the locator prefixes in the IGP
domain.

2. Learns remote locator prefixes from other IS-IS neighbor routers and installs the learned remote locator
IPv6 prefix in RIB or FIB.

3. Allocate or learn prefix SID and adjacency SIDs, create local SID entries, and advertise them in the IGP
domain.

Usage Guidelines and Restrictions
The following usage guidelines and restrictions apply for SRv6 IS-IS:
* An IS-IS address-family can support either SR-MPLS or SRv6, but both at the same time is not supported.

Configuring SRv6 under IS-IS
To configure SRv6 IS-IS, use the following command:

* router isisinstance address-family ipv6 unicast segment-routing srv6 locator locator [level {1 |
2} ]—Enable SRv6 under the IS-IS IPv6 address-family and assign SRv6 locator(s) to it. Use the level
{1| 2} keywords to advertise the locator only in the specified IS-IS level.

The following example shows how to configure SRv6 under IS-IS.
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Router (config) # router isis core

Router (config-isis) # address-family ipvé unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srv6) # locator myLocl level 1
Router (config-isis-srvé-loc) # exit

For more information about configuring IS-IS, refer to the "Implementing IS-IS" chapter in the Routing
Configuration Guide for Cisco ASR 9000.

Configuring SRv6 IS-IS Flexible Algorithm

This feature introduces support for implementing Flexible Algorithm using IS-IS SRve6.

SRv6 Flexible Algorithm allows operators to customize IGP shortest path computation according to their own
needs. An operator can assign custom SRv6 locators to realize forwarding beyond link-cost-based SPF. As a
result, Flexible Algorithm provides a traffic engineered path automatically computed by the IGP to any
destination reachable by the IGP.

Restrictions and Usage Guidelines
The following restrictions and usage guidelines apply:
* You can configure up to 8 locators to support SRv6 Flexible Algorithm:
* All locators prefix must share the same SID block (first 40-bits).

* The Locator Algorithm value range is 128 to 255.

Configuring SRv6 IS-IS Flexible Algorithm
The following example shows how to configure SRv6 IS-IS Flexible Algorithm.

)

Note Complete the Configuring SRv6 before performing these steps.

Router (config) # segment-routing srvé

Router (config-srv6) # locators

Router (config-srv6-locators)# locator Locl-BE // best-effort
Router (config-srvé-locator) # prefix 2001:db8:0:a2::/64
Router (config-srvé6-locator) # exit

Router (config-srv6-locators) # locator Locl-LL // low latency
Router (config-srvé-locator)# prefix 2001:db8:1:a2::/64
Router (config-srvé-locator)# algorithm 128

Router (config-srvé-locator) # exit

Router (config-srv6) # exit

Configuring SRv6 IS-IS

The following example shows how to configure SRv6 IS-IS.

Router (config) # router isis test-igp
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Router (config-isis) # flex-algo 128

Router (config-isis-flex-algo) # exit

Router (config-isis) # address-family ipv6 unicast
Router (config-isis-af)# segment-routing srvé
Router (config-isis-srvé6)# locator Locl-BE
Router (config-isis-srv6-loc)# exit
Router (config-isis-srv6)# locator Locl-LL
Router (config-isis-srvé-loc) # exit

Enable Flexible Algorithm for Low Latency
The following example shows how to enable Flexible Algorithm for low-latency:

« IS-IS: Configure Flexible Algorithm definition with delay objective

* Performance-measurement: Configure static delay per interface

Router (config) # router isis test-igp

Router (config-isis)# flex-algo 128

Router (config-isis-flex-algo) # metric-type delay
Router (config-isis-flex-algo) # exit

Router (config-isis) # interface GigabitEthernet0/0/0/0
Router (config-isis-if)# address-family ipv6é unicast
Router (config-isis-if-af)# root

Router (config) # performance-measurement

Router (config-perf-meas) # interface GigabitEthernet0/0/0/0
Router (config-pm-intf) # delay-measurement

Router (config-pm-intf-dm) # advertise-delay 100

Router (config-pm-intf-dm) # commit

Verification

SRv6-LF1# show segment-routing srv6é locator
Mon Aug 12 20:54:15.414 EDT

Name ID Algo Prefix Status
Locl-BE 17 0 2001:db8:0:a2::/64 Up
Locl-LL 18 128 2001:db8:1:a2::/64 Up

SRv6-LF1# show isis flex-algo 128
Mon Aug 12 21:00:54.282 EDT

IS-IS test-igp Flex-Algo Database

Flex-Algo 128:

Level-2:
Definition Priority: 128
Definition Source: SRv6-LF1.00, (Local)
Definition Equal to Local: Yes
Disabled: No

Level-1:

Definition Priority: 128
Definition Source: SRv6-LF1.00, (Local)
Definition Equal to Local: Yes
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Disabled: No

Local Priority: 128
FRR Disabled: No
Microloop Avoidance Disabled: No

Configuring SRv6 IS-IS TI-LFA

This feature introduces support for implementing Topology-Independent Loop-Free Alternate (TI-LFA) using
IS-IS SRvé.

TI-LFA provides link protection in topologies where other fast reroute techniques cannot provide protection.
The goal of TI-LFA is to reduce the packet loss that results while routers converge after a topology change
due to a link failure. TI-LFA leverages the post-convergence path which is planned to carry the traffic and
ensures link and node protection within 50 milliseconds. TI-LFA with IS-IS SR-MPLS is already supported.

TI-LFA provides link, node, and Shared Risk Link Groups (SRLG) protection in any topology.

Usage Guidelines and Restrictions
The following usage guidelines and restrictions apply:

* TI-LFA provides link protection by default. Additional tiebreaker configuration is required to enable
node or SRLG protection.

» Usage guidelines for node and SRLG protection:

» TI-LFA node protection functionality provides protection from node failures. The neighbor node
is excluded during the post convergence backup path calculation.

* Shared Risk Link Groups (SRLG) refer to situations in which links in a network share a common
fiber (or a common physical attribute). These links have a shared risk: when one link fails, other
links in the group might also fail. TI-LFA SRLG protection attempts to find the post-convergence
backup path that excludes the SRLG of the protected link. All local links that share any SRLG with
the protecting link are excluded.

* When you enable link protection, you can also enable node protection, SRLG protection, or both,
and specify a tiebreaker priority in case there are multiple LFAs.

* Valid priority values are from 1 to 255. The lower the priority value, the higher the priority of the
rule. Link protection always has a lower priority than node or SRLG protection.

Configuring SRv6 IS-IS TI-LFA
The following example shows how to configure SRv6 IS-IS TI-LFA.

\}

Note Complete the Configuring SRv6 before performing these steps.

Router (config) # router isis core
Router (config-isis) # address-family ipvé unicast
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Router (config-isis-af)# segment-routing srvé

Router (config-isis-srvé6)# locator locatorl

Router (config-isis-srv6-loc)# exit

Router (config-isis)# interface loopback 0

Router (config-isis-if) # passive

Router (config-isis-if)# address-family ipv6é unicast

Router (config-isis-if-af)# exit

Router (config-isis)# interface bundle-ether 1201

Router (config-isis-if)# address-family ipv6 unicast

Router (config-isis-if-af)# fast-reroute per-prefix

Router (config-isis-if-af)# fast-reroute per-prefix ti-1lfa

Router (config-isis-if-af)# exit

Router (config-isis)# interface bundle-ether 1301

Router (config-isis-if)# address-family ipv6é unicast

Router (config-isis-if-af)# fast-reroute per-prefix

Router (config-isis-if-af)# fast-reroute per-prefix ti-1lfa

Router (config-isis-if-af)# fast-reroute per-prefix tiebreaker node-protecting index 100
Router (config-isis-if-af)# fast-reroute per-prefix tiebreaker srlg-disjoint index 200
Router (config-isis-if-af)# exit

Verification

This example shows how to verify the SRv6 IS-IS TI-LFA configuration using the show isisipv6 fast-reroute
ipv6-prefix detail command.

Router# show isis ipv6é fast-reroute cafe:0:0:66::/64 detail
Thu Nov 22 16:12:51.983 EST

L1l cafe:0:0:66::/64 [11/115] low priority
via fe80::2, TenGigEO0/0/0/6, SRv6-HUB6, Weight: 0
Backup path: TI-LFA (link), via fe80::1, Bundle-Ether1201 SRv6-LF1l, Weight: 0, Metric:
51
P node: SRv6-TP8.00 [8::8], SRv6 SID: cafe:0:0:88:1:: End (PSP)
Backup-src: SRv6-HUB6.00
P: No, TM: 51, LC: No, NP: No, D: No, SRLG: Yes
src SRv6-HUB6.00-00, 6::6

This example shows how to verify the SRv6 IS-IS TI-LFA configuration using the show routeipv6 ipve-prefix
detail command.

Router# show route ipvé cafe:0:0:66::/64 detail
Thu Nov 22 16:14:07.385 EST

Routing entry for cafe:0:0:66::/64
Known via "isis srvé", distance 115, metric 11, type level-1
Installed Nov 22 09:24:05.160 for 06:50:02
Routing Descriptor Blocks
fe80::2, from 6::6, via TenGigE0/0/0/6, Protected
Route metric is 11
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0O
Path id:1 Path ref count:0
NHID:0x2000a (Ref:11)
NHID eid:Oxffffffffffffffff
SRv6 Headend: H.Insert.Red [base], SRv6 SID-list {cafe:0:0:88:1::}
Backup path id:65
fe80::1, from 6::6, via Bundle-Etherl1201, Backup (TI-LFA)
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Repair Node(s): 8::8

Route metric is 51

Label: None

Tunnel ID: None

Binding Label: None

Extended communities count: O

Path id:65 Path ref count:1
NHID:0x2000d (Ref:11)

NHID eid:Oxffffffffffffffff

SRv6 Headend: H.Insert.Red [base], SRv6 SID-list {cafe:0:0:88:1::}
MPLS eid:0x1380800000001

This example shows how to verify the SRv6 IS-IS TI-LFA configuration using the show cef ipv6 ipv6-prefix
detail location location command.

Router# show cef ipvé cafe:0:0:66::/64 detail location 0/0/cpu0
Thu Nov 22 17:01:58.536 EST
cafe:0:0:66::/64, version 1356, SRv6 Transit, internal 0x1000001 Ox2 (ptr Ox8a4a4d5cc) [11,
0x0 (Ox8ad6ae20), 0x0 (0x8c8f31b0)
Updated Nov 22 09:24:05.166
local adjacency fe80::2
Prefix Len 64, traffic index 0, precedence n/a, priority 2
gateway array (0x8a2dfaf0) reference count 4, flags 0x500000, source rib (7), 0 backups
[5 type 3 flags 0x8401 (0x8a395d58) ext 0x0 (0x0)]
LW-LDI[type=3, refc=1l, ptr=0x8a46ae20, sh-1di=0x8a395d58]
gateway array update type-time 1 Nov 22 09:24:05.163
LDI Update time Nov 22 09:24:05.163
LW-LDI-TS Nov 22 09:24:05.166
via fe80::2/128, TenGigE0/0/0/6, 8 dependencies, weight 0, class 0, protected [flags
0x400]
path-idx 0 bkup-idx 1 NHID 0x2000a [0x8a2c2fd0 0x0]
next hop fe80::2/128
via fe80::1/128, Bundle-Etherl1201, 8 dependencies, weight 0, class 0, backup (TI-LFA)
[flags 0xb00]
path-idx 1 NHID 0x2000d [0x8c2670b0 0x0]
next hop fe80::1/128, Repair Node(s): 8::8
local adjacency
SRv6 H.Insert.Red SID-list {cafe:0:0:88:1::}

Load distribution: 0 (refcount 5)

Hash OK 1Interface Address
0 Y TenGigE0/0/0/6 fe80::2

This example shows how to verify the SRv6 IS-IS TI-LFA configuration using the show cef ipv6
fast-reroute-db command.

Router# show cef ipv6é fast-reroute-db
Sun Dec 9 20:23:08.111 EST

PROTECT-FRR: per-prefix [1l, O0x0, 0x0, 0x98c83270]
protect-interface: Te0/0/0/6 (0x208)
protect-next-hop: fe80::2/128

ipvé nhinfo [0x977397d0]

Update Time Dec 9 17:29:42.427

BACKUP-FRR: per-prefix [5, 0x0, 0x2, 0x98c83350]

backup-interface: BE1201 (0x800002c)

backup-next-hop: fe80::1/128

ipvé nhinfo [0x977396a0 protect-frr: 0x98c83270]
Update Time Dec 9 17:29:42.428
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PROTECT-FRR: per-prefix [1, 0x0, 0x0, 0x98c830b0]
protect-interface: BE1201 (0x800002c)
protect-next-hop: fe80::1/128

ipvé nhinfo [0x977396a0]

Update Time Dec 9 17:29:42.429

BACKUP-FRR: per-prefix [5, 0x0, 0x1, 0x98c83190]

backup-interface: Te0/0/0/6 (0x208)

backup-next-hop: fe80::2/128

ipv6 nhinfo [0x977397d0 protect-frr: 0x98c830b0]
Update Time Dec 9 17:29:42.429

Configuring SRv6 IS-IS Microloop Avoidance

This feature introduces support for implementing microloop avoidance using IS-IS SRv6.

Microloops are brief packet loops that occur in the network following a topology change (link down, link up,
or metric change events). Microloops are caused by the non-simultaneous convergence of different nodes in
the network. If nodes converge and send traffic to a neighbor node that has not converged yet, traffic may be
looped between these two nodes, resulting in packet loss, jitter, and out-of-order packets.

The SRv6 Microloop Avoidance feature detects if microloops are possible following a topology change. If a
node computes that a microloop could occur on the new topology, the node creates a loop-free SR-TE policy
path to the destination using a list of segments. After the RIB update delay timer expires, the SR-TE policy
is replaced with regular forwarding paths.

Restrictions and Usage Guidelines
The following restrictions and usage guidelines apply:

* The Routing Information Base (RIB) update delay value specifies the amount of time the node uses the
microloop avoidance policy before updating its forwarding table. The delay-timerange is from 1 to 60000
milliseconds; the default value is 5000.

Configuring SRv6 IS-IS Microloop Avoidance

The following example shows how to configure SRv6 IS-IS Microloop Avoidance and set the Routing
Information Base (RIB) update delay value.

\)

Note Complete the Configuring SRv6 before performing these steps.

Router (config) # router isis test-igp

Router (config-isis) # address-family ipv6 unicast

Router (config-isis-af)# microloop avoidance segment-routing
Router (config-isis-af)# microloop avoidance rib-update-delay 2000
Router (config-isis-af)# commit
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SRv6 Services: IPv4 L3VPN

Table 26: Feature History Table

Feature Name Release Description
Dual-Stack L3VPN Services (IPv4, | Release 7.3.2 This feature introduces support for
IPv6) (SRv6 Base) Dual-stack (VPNv4/VPNv6) VRFs.

VPNv4/VPNv6 Dual-stack
supports both [Pv4 (End.DT4) and
IPv6 (End.DT6) based SRv6
L3VPN service on the same
interface, sub-interface, or VRF.

The SRv6-based IPv4 L3VPN feature enables deployment of IPv4 L3VPN over a SRv6 data plane.
Traditionally, it was done over an MPLS-based system. SRv6-based L3VPN uses SRv6 Segment IDs (SIDs)
for service segments instead of labels. SRv6-based L3VPN functionality interconnects multiple sites to
resemble a private network service over public infrastructure. To use this feature, you must configure SRv6-base.

For this feature, BGP allocates an SRv6 SID from the locator space, configured under SRv6-base and VPNv4
address family. For more information on this, refer Segment Routing over IPv6 Overview, on page 145. The
BGP SID can be allocated in the following ways:

* Per-VRF mode that provides End.DT4 support. End.DT4 represents the Endpoint with decapsulation
and IPv4 table lookup.

* Per-CE mode that provides End.DX4 cross connect support. End.DX4 represents the Endpoint with
decapsulation and IPv4 cross-connect.

BGP encodes the SRv6 SID in the prefix-SID attribute of the IPv4 L3VPN Network Layer Reachability
Information (NLRI) and advertises it to IPv6 peering over an SRv6 network. The Ingress PE (provider edge)
router encapsulates the VRF IPv4 traffic with the SRv6 VPN SID and sends it over the SRv6 network.

Usage Guidelines and Limitations

* SRv6 locator can be assigned globally, for all VRFs, for an individual VREF, or per-prefix.
* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.

* BGP, OSPF, Static are supported as PE-CE protocol.

* Dual-Stack L3VPN Services (IPv4, IPv6) are supported.

* MPLS L3VPN and SRv6 L3VPN interworking gateway is supported.

Configuring SRv6 based IPv4 L3VPN

To enable SRv6-based L3VPN, you need to configure SRv6 under BGP and configure the SID allocation
mode. The following example shows how to configure SRv6-based L3VPN:

Configure SRv6 L ocator Under BGP Global
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RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
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:Router (config) # router bgp 100

:Router (config-bgp) # bgp router-id 10.6.6.6
:Router (config-bgp) # segment-routing srvé
:Router (config-bgp-srv6) # locator my locator
:Router (config-bgp-srvé) # exit

Configure SRv6 L ocator For All VRF Under VPNv4 AFI

RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUOQ
RP/0/0/CPUO

:Router (config) # router bgp 100

:Router (config-bgp) # bgp router-id 10.6.6.6

:Router (config-bgp) # address-family vpnv4 unicast
:Router (config-bgp-af) # vrf all

:Router (config-bgp-af-vrfall) # segment-routing srvé
:Router (config-bgp-af-vrfall-srv6) # locator my locator
:Router (config-bgp-af-vrfall-srvo) # exit

Configure an Individual VRF with Per-VRF Label Allocation M ode

RP/0/0/CPUOQ
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO

RP/0/0/CPUO

:Router
:Router
:Router
:Router
:Router
:Router
:Router
:Router
RP/0/0/CPUO:
:Router

config-bgp-af)# vrf vrfl

config-bgp-vrf)# rd 106:1

config-bgp-vrf)# address-family ipv4 unicast
config-bgp-vrf-af)# segment-routing srvé
config-bgp-vrf-af-srv6)# alloc mode per-vrf
config-bgp-vrf-af-srvé6)# exit
config-bgp-vrf-af)# exit

config-bgp-vrf)# neighbor 10.1.2.2
config-bgp-vrf-nbr)# remote-as 100
config-bgp-vrf-nbr)# address-family ipv4 unicast

Router

Configure an Individual VRF with Per-CE Label Allocation Mode

RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUOQ
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO

:Router (config-bgp-af) # vrf vrf2

:Router (config-bgp-vrf)# rd 106:2

:Router (config-bgp-vrf) # address-family ipv4 unicast
:Router (config-bgp-vrf-af) # segment-routing srvé

:Router (config-bgp-vrf-af-srve6)# alloc mode per-ce
:Router (config-bgp-vrf-af-srve) # exit

:Router (config-bgp-vrf-af) # exit

:Router (config-bgp-vrf) # neighbor 10.1.2.2

:Router (config-bgp-vrf-nbr) # remote-as 100

:Router (config-bgp-vrf-nbr) # address-family ipv4 unicast

Assigning SRv6 L ocator for a Specific Prefix

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.

To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation modes are per-VRF and per-CE.

* For per-VREF allocation mode, you can also specify the SRv6 locator.

« [f an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.
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* If an SRv6 locator is not specified in the route policy, the default locator configured under BGP is
used to allocate the SID. If the default locator is not configured, then the SID will not be allocated.

* Per-CE allocation mode always uses the default locator configured under BGP to allocate the SID.

For more information on configuring routing policies, refer to the "Implementing Routing Policy" chapter in
the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_rpl

Nodel (config-rpl) # if destination in (10.1.1.0/24) then

Nodel (config-rpl-if) # set srvé6-alloc-mode per-vrf locator locatorl
Nodel (config-rpl-if) # elseif destination in (2.2.2.0/24) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf locator locator2
Nodel (config-rpl-elseif) # elseif destination in (3.3.3.0/24) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf

Nodel (config-rpl-elseif) # elseif destination in (4.4.4.0/24) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-ce

Nodel (config-rpl-elseif) # else

Nodel (config-rpl-else) # drop

Nodel (config-rpl-else) # endif

Nodel (config-rpl) # end-policy

Nodel (config) #

To specify per-prefix allocation mode for a specific VRF under IPv4 Address Family, use the following
command:

« router bgp as-number vrf WORD address-family ipv4 unicast ssgment-routing srvé alloc mode
route-policy policy_name

This example shows how to configure per-prefix allocation mode for a specific VRF (vrf custl) under [Pv4
address family

Nodel (config) # router bgp 100

Nodel (config-bgp) # vrf vrf custl

Nodel (config-bgp-vrf) # address-family ipv4 unicast

Nodel (config-bgp-vrf-af) # segment-routing srvé

Nodel (config-bgp-vrf-af-srv6)# alloc mode route-policy set per prefix locator rpl

Running Configuration

route-policy set per prefix locator rpl
if destination in (10.1.1.0/24) then
set srv6-alloc-mode per-vrf locator locatorl
elseif destination in (2.2.2.0/24) then
set srvé6-alloc-mode per-vrf locator locator2
elseif destination in (3.3.3.0/24) then
set srv6-alloc-mode per-vrf
elseif destination in (4.4.4.0/24) then
set srvé6-alloc-mode per-ce
else
drop
endif
end-policy
|

router bgp 100
vrf vrf custl
address-family ipv6é unicast
segment-routing srvé
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[l sRvG Services: IPv4 L3VPN

alloc mode route-policy set_per prefix locator_rpl
|

Verify that the local and received SIDs have been correctly allocated under IPv4 address family and specific

VREF (vrf_custl):

Nodel# show bgp vpnv4 unicast local-sids

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: 0

BGP main routing table version 50

BGP NSR Initial initsync version 18 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Local Sid Alloc mode
Route Distinguisher: 8:8
*>18.8.8.8/32 NO SRvé6 Sid -
* i NO SRv6 Sid -
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)
*> 10.1.1.0/24 fc00:0:0:1:40:: per-vrf
*> 2.2.2.0/24 fc00:0:8:1:40:: per-vrf
*> 3.3.3.0/24 £c00:0:9:1:40:: per-vrf
*> 4.4.4.0/24 fc00:0:9:1:41:: per-ce
*>10.1.1.5/32 NO SRvé6 Sid -
*> 3.3.3.3/32 NO SRv6 Sid -
*>18.8.8.8/32 NO SRv6 Sid -

Nodel# show bgp vpnv4 unicast received-sids

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: 0

BGP main routing table version 50

BGP NSR Initial initsync version 18 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Received Sid
Route Distinguisher: 8:8
*>18.8.8.8/32 10.1.1.2 £fc00:0:0:2:42::
* i 2400:2020:42:2fff::1

fc00:0:0:2:42::
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)

*> 10.1.1.0/24 11.1.1.2 NO SRv6 Sid
*> 2.2.2.0/24 11.1.1.2 NO SRv6 Sid
*> 3.3.3.0/24 11.1.1.2 NO SRv6 Sid
*> 4.4.4.0/24 11.1.1.2 NO SRv6 Sid
*> 10.1.1.5/32 11.1.1.2 NO SRv6 Sid
*> 3.3.3.3/32 13.2.2.2 NO SRv6 Sid
*>18.8.8.8/32 10.1.1.2 fc00:0:0:2:42::
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SR Services: IPv4 L3VPN [

Nodel# show bgp vrf vrf custl local-sids

BGP VRF vrf custl, state: Active

BGP Route Distinguisher: 10.1.1.1:0

VRF ID: 0x60000004

BGP router identifier 10.1.1.1, local AS number 1
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0000013 RD version: 37

BGP main routing table version 37

BGP NSR Initial initsync version 18 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Local Sid Alloc mode Locator
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)
*>10.1.1.0/24 fc00:0:0:1:40:: per-vrf locatorl
*> 2.2.2.0/24 fc00:0:8:1:40:: per-vrf locator2
*> 3.3.3.0/24 fc00:0:9:1:40:: per-vrf locator4
*> 4.4.4.0/24 fc00:0:9:1:41:: per-ce locator4
*>10.1.1.5/32 NO SRv6 Sid - -
*> 3.3.3.3/32 NO SRv6 Sid - -
*>18.8.8.8/32 NO SRv6 Sid - -

Nodel# show bgp vrf vrf custl received-sids
BGP VRF vrf custl, state: Active

BGP Route Distinguisher: 10.1.1.1:0

VRF ID: 0x60000004

BGP router identifier 10.1.1.1, local AS number 1
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0000013 RD version: 37

BGP main routing table version 37

BGP NSR Initial initsync version 18 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Received Sid
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf custl)
*> 10.1.1.0/24 11.1.1.2 NO SRv6 Sid
*> 2.2.2.0/24 11.1.1.2 NO SRv6 Sid
*> 3.3.3.0/24 11.1.1.2 NO SRv6 Sid
*> 4.4.4.0/24 11.1.1.2 NO SRv6 Sid
*> 10.1.1.5/32 11.1.1.2 NO SRv6 Sid
*> 3.3.3.3/32 13.2.2.2 NO SRvé6 Sid
*>18.8.8.8/32 10.1.1.2 £fc00:0:0:2:42::
Verification

The following example shows how to verify the SRv6 based L3VPN configuration using the show
segment-routing srvé6 sid command.

In this example, End.X represents Endpoint function with Layer-3 cross-connect, End.DT4 represents Endpoint
with decapsulation and IPv4 table lookup, and End.DX4 represents Endpoint with decapsulation and IPv4
cross-connect.

RP/0/0/CPU0:SRv6-Hub6# show segment-routing srv6 sid

*** Locator: 'my locator' ***

SID Function Context Owner
State RW
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[l sRvG Services: IPv4 L3VPN

cafe:0:0:66:1:: End (PSP) 'my locator':1l sidmgr
InUse

cafe:0:0:66:40:: End.X (PSP) [Te0/0/0/2, Link-Local] isis-srvé6
InUse Y

cafe:0:0:66:41:: End.X (PSP) [BE6801, Link-Local] isis-srvé
InUse Y

cafe:0:0:66:42:: End.X (PSP) [BE5601, Link-Local] isis-srvé
InUse Y

cafe:0:0:66:43:: End.X (PSP) [BE5602, Link-Local] isis-srvé
InUse Y

cafe:0:0:66:44:: End.DT4 'VRF1' bgp-100
InUse Y

cafe:0:0:66:45:: End.DT4 'VRF2' bgp-100
InUse Y

cafe:0:0:66:46:: End.DX4 'VRF2’ :3 bgp-100
InUse Y

cafe:0:0:66:47:: End.DX4 'VRF2’ :4 bgp-100
InUse Y

The following example shows how to verify the SRv6 based L3VPN configuration using the show
segment-routing srv6S D-prefixdetail command.

RP/0/RP0O/CPUO:SRv6-Hub6# show segment-routing srvé sid cafe:0:0:66:44:: detail
Sun Dec 9 16:52:54.015 EST

*** Locator: ‘my locator' ***
SID Function Context Owner
State RW
cafe:0:0:66:44:: End.DT4 'VRF1' bgp-100
InUse Y
SID context: { table-id=0xe0000001 ('VRF1l':IPv4/Unicast) }

Locator: ‘my locator'
Allocation type: Dynamic
Created: Dec 8 16:34:32.506 (1d00h ago)

RP/0/RPO/CPUO:SRv6-Hub6# show segment-routing srvé6 sid cafe:0:0:66:47:: detail
Sun Dec 9 16:54:26.073 EST
*** Locator: 'my locator' ***

SID Function Context Owner
State RW
cafe:0:0:66:47:: End.DX4 'VRE2’ : 4 bgp-100
InUse Y
SID context: { table-id=0xe0000002 ('VRF2':IPv4/Unicast), nh-set-id=4 }

Locator: ‘my locator'
Allocation type: Dynamic
Created: Dec 9 16:49:44.714 (00:04:41 ago)

The following example shows how to verify the SRv6 based L3VPN configuration using the show bgp vpnv4
unicast rdroute-distinguisher/prefix command on Egress PE.

RP/0/RP0O/CPUO:SRv6-Hub6# show bgp vpnv4 unicast rd 106:1 10.15.0.0/30
Wed Nov 21 16:08:44.765 EST
BGP routing table entry for 10.15.0.0/30, Route Distinguisher: 106:1

Versions:
Process bRIB/RIB SendTblVer
Speaker 2282449 2282449

SRv6-VPN SID: cafe:0:0:66:44::/128
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Last Modified: Nov 21 15:50:34.235 for 00:18:10
Paths: (2 available, best #1)
Advertised to peers (in unique update groups) :
2::2
Path #1: Received by speaker 0
Advertised to peers (in unique update groups) :
2::2
200
10.1.2.2 from 10.1.2.2 (10.7.0.1)
Origin IGP, localpref 200, valid, internal, best, group-best, import-candidate
Received Path ID 0, Local Path ID 1, version 2276228
Extended community: RT:201:1
Path #2: Received by speaker 0
Not advertised to any peer
200
10.2.2.2 from 10.2.2.2 (10.20.1.2)
Origin IGP, localpref 100, valid, internal
Received Path ID 0, Local Path ID 0, version 0
Extended community: RT:201:1

The following example shows how to verify the SRv6 based L3VPN configuration using the show bgp vpnv4
unicast rdroute-distinguisher prefix command on Ingress PE.

RP/0/RP0O/CPUO:SRv6-LF1# show bgp vpnv4 unicast rd 106:1 10.15.0.0/30
Wed Nov 21 16:11:45.538 EST
BGP routing table entry for 10.15.0.0/30, Route Distinguisher: 106:1

Versions:
Process PRIB/RIB SendTblVer
Speaker 2286222 2286222

Last Modified: Nov 21 15:47:26.288 for 00:24:19
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0
Not advertised to any peer
200, (received & used)
6::6 (metric 24) from 2::2 (6.6.6.6)
Received Label 3
Origin IGP, localpref 200, valid, internal, best, group-best, import-candidate,
not-in-vrf
Received Path ID 1, Local Path ID 1, version 2286222
Extended community: RT:201:1
Originator: 6.6.6.6, Cluster list: 2.2.2.2
SRv6-VPN-SID: Tl-cafe:0:0:66:44:: [total 1]

The following example shows how to verify the SRv6 based L3VPN configuration using the show route
vr fvrf-name/prefixdetail command.

RP/0/RPO/CPU0:SRv6-LF1# show route vrf VRF1 10.15.0.0/30 detail
Wed Nov 21 16:35:17.775 EST
Routing entry for 10.15.0.0/30
Known via "bgp 100", distance 200, metric O
Tag 200, type internal
Installed Nov 21 16:35:14.107 for 00:00:03
Routing Descriptor Blocks
6::6, from 2::2
Nexthop in Vrf: "default", Table: "default", IPv6 Unicast, Table Id: 0xe0800000
Route metric is 0
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: O
Source RD attributes: 0x0000:106:1
NHID:0x0 (Ref:0)
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[l sRvG Services: IPv4 L3VPN

SRv6 Headend: H.Encaps.Red [base], SID-list { cafe:0:0:66:44:: }
MPLS e1d:0x1380600000001

Route version is Oxd (13)

No local label

IP Precedence: Not Set

QoS Group ID: Not Set

Flow-tag: Not Set

Fwd-class: Not Set

Route Priority: RIB_PRIORITY RECURSIVE (12) SVD Type RIB_SVD TYPE REMOTE

Download Priority 3, Download Version 3038384

No advertising protos.

The following example shows how to verify the SRv6 based L3VPN configuration for per-ce allocation mode
using the show bgp vrfvrf-namenexthop-set command.

RP/0/RP0O/CPUO:SRv6-Hub6# show bgp vrf VRF2 nexthop-set
Wed Nov 21 15:52:17.464 EST
Resilient per-CE nexthop set, ID 3
Number of nexthops 1, Label 0, Flags 0x2200
SRvV6-VPN SID: cafe:0:0:66:46::/128
Nexthops:
10.1.2.2
Reference count 1,
Resilient per-CE nexthop set, ID 4
Number of nexthops 2, Label 0, Flags 0x2100
SRv6-VPN SID: cafe:0:0:66:47::/128
Nexthops:
10.1.2.2
10.2.2.2
Reference count 2,

The following example shows how to verify the SRv6 based L3VPN configuration using the show cef
vrfvrf-name prefix detail locationline-card command.

RP/0/RP0O/CPUO:SRv6-LF1# show cef vrf VRF1 10.15.0.0/30 detail location 0/0/cpu0
Wed Nov 21 16:37:06.894 EST
151.1.0.0/30, version 3038384, SRv6 Transit, internal 0x5000001 0x0 (ptr Ox9ae6474c) [1],
0x0 (0x0), 0x0 (0x8cllb238)
Updated Nov 21 16:35:14.109
Prefix Len 30, traffic index 0, precedence n/a, priority 3
gateway array (0x8cd85190) reference count 1014, flags 0x2010, source rib (7), 0 backups
[1 type 3 flags 0x40441 (0x8a529798) ext 0x0 (0x0)]
LW-LDI [type=0, refc=0, ptr=0x0, sh-1di=0x0]
gateway array update type-time 1 Nov 21 14:47:26.816
LDI Update time Nov 21 14:52:53.073
Level 1 - Load distribution: 0
[0] via cafe:0:0:66::/128, recursive
via cafe:0:0:66::/128, 7 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x8acb53cc 0x0]
next hop VRF - 'default', table - 0xe0800000
next hop cafe:0:0:66::/128 via cafe:0:0:66::/64
SRv6 H.Encaps.Red SID-list {cafe:0:0:66:44::}
Load distribution: 0 (refcount 1)
Hash OK 1Interface Address
0 Y Bundle-Ether1201 fe80::2
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SRv6 Services: IPvs L3VPN |||

SRv6 Services: IPv6 L3VPN

Building on the messages and procedures defined in IETF draft "BGP/MPLS IP Virtual Private Networks
(VPNs)", this feature provides IPv6 L3VPNs (VPNv6) over an SRv6 network.

In SRv6-based L3VPNS, the egress PE signals an SRv6 Service SID with the BGP overlay service route. The
ingress PE encapsulates the [Pv4/IPv6 payload in an outer IPv6 header where the destination address is the
SRv6 Service SID provided by the egress PE. BGP messages between PEs carry SRv6 Service SIDs as a
means to interconnect PEs and form VPNs.

SRv6 Service SID refers to a segment identifier associated with one of the SRv6 service-specific behaviors
on the advertising VPNv6 PE router, such as END.DT6 (Endpoint with decapsulation and IPv6 table lookup)
behaviors.

Based on the messages and procedures defined in IETF draft "SRv6 BGP based Overlay services", BGP
encodes the SRv6 Service SID in the prefix-SID attribute of the IPv6 L3VPN Network Layer Reachability
Information (NLRI) and advertises it to its IPv6 BGP peers.

BGP allocates an SRv6 Service SID from the locator space, configured under SRv6 and VPNv6 address
family. For more information on this, see Segment Routing over IPv6 Overview. The SRv6 Service SID can
be allocated in the following ways:

* Per-VRF mode that provides End.DT6 support. End.DT6 represents the Endpoint with decapsulation
and IPv6 table lookup.

Usage Guidelines and Restrictions

» SRv6 locator can be assigned globally, for all VRFs, for an individual VREF, or per-prefix.
* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.

* BGP, OSPF, Static are supported as PE-CE protocol.

* Dual-Stack L3VPN Services (IPv4, IPv6) are supported.

* MPLS L3VPN and SRv6 L3VPN interworking gateway is supported.

Configuring SRv6-based IPv6 L3VPN

To enable SRv6-based L3VPN, you need to configure SRv6 under BGP and configure the SID allocation
mode.

The following examples show how to configure SRv6-based L3VPN.
Configure SRv6 L ocator Under BGP Global

This example shows how to configure the SRv6 locator name under BGP Global:

RP/0/0/CPUO:Nodel (config) # router bgp 100

RP/0/0/CPUO:Nodel (config-bgp) # segment-routing srvé
RP/0/0/CPUO:Nodel (config-bgp-gbl-srv6)# locator Nodel-locator
RP/0/0/CPUO:Nodel (config-bgp-gbl-srv6) # exit

RP/0/0/CPU0O:Nodel (config-bgp) # address-family vpnv6 unicast
RP/0/0/CPUO:Nodel (config-bgp-af) # exit

RP/0/0/CPUO:Nodel (config-bgp) # neighbor 3001::1:1:1:4
RP/0/0/CPUO:Nodel (config-bgp-nbr) # remote-as 100
RP/0/0/CPUO:Nodel (config-bgp-nbr) # address-family vpnv6é unicast
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[l sRrvs Services: IPv6 L3VPN

RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO

Configure Segment Routing over IPv6 (SRv6) with Full-Length SIDs |

:Nodel (config-bgp-nbr-af) # exit

:Nodel (config-bgp-nbr) # exit

:Nodel (config-bgp) # vrf vrf custé

:Nodel (config-bgp-vrf)# rd 100:6

:Nodel (config-bgp-vrf) # address-family ipv6é unicast
:Nodel (config-bgp-vrf-af) # commit

Running Configuration

router bgp 100
segment-routing srvé6
locator Nodel-locator

address-family vpnvé6 unicast

neighbor 3001::1:1:1:4

remote-as

100

address-family vpnvé unicast

vrf vrf custé6

rd 100:6

address-family ipv6 unicast

end

Configure SRv6 L ocator For All VRF Under VPNv6 AFI

This example shows how to configure the SRv6 locator for all VRFs under VPNv6 address family, with
per-VRF label allocation mode:

RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO

(
(
(

RP/0/0/CPUO: (

:Nodel (config-bgp-af-vrfall-srv6) # locator Nodel-locator

:Nodel (config-bgp-af-vrfall-srv6) # alloc mode per-vrf

:Nodel (config-bgp-af-vrfall-srvé6) # exit

:Nodel (config-bgp-af-vrfall)# exit

:Nodel (config-bgp-af) # exit
(
(
(
(
(
(
(
(
(

RP/0/0/CPUO
RP/0/0/CPUOQ
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO

RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO

:Nodel
:Nodel (config-bgp-nbr) # remote-as 100

:Nodel (config-bgp-nbr) # address-family vpnvé unicast
:Nodel (config-bgp-nbr-af) # exit

RP/0/0/CPUO:

:Nodel (config) # router bgp 100
:Nodel (config-bgp) # address-family vpnvé unicast
:Nodel (config-bgp-af) # vrf all

Nodel (config-bgp-af-vrfall) # segment-routing srvé

config-bgp)# neighbor 3001::1:1:1:4

Nodel (config-bgp-nbr) # exit

:Nodel (config-bgp) # vrf vrf custé
:Nodel (config-bgp-vrf)# rd 100:6
:Nodel (config-bgp-vrf) # address-family ipv6 unicast
RP/0/0/CPUO:

Nodel (config-bgp-vrf-af)# commit

Running Configuration

router bgp 100
address-family vpnv6é unicast

vrf all

segment-routing srveé
locator Nodel-locator
alloc mode per-vrf
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neighbor 3001::1:1:1:4

remote-as

100

address-family vpnvé unicast

vrf vrf custé

rd 100:6

address-family ipv6 unicast

end

Configure an Individual VRF with Per-VRF Label Allocation Mode

This example shows how to configure the SRv6 locator for an individual VRF, with per-VRF label allocation

mode:

RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUOQ
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO
RP/0/0/CPUO

:Nodel (config) # router bgp 100

:Nodel (config-bgp) # address-family vpnvé unicast
:Nodel (config-bgp-af) # exit

:Nodel (config-bgp) # neighbor 3001::1:1:1:4

:Nodel (config-bgp-nbr) # remote-as 100

:Nodel (config-bgp-nbr) # address-family vpnvé unicast
:Nodel (config-bgp-nbr-af) # exit

:Nodel (config-bgp-nbr) # exit

:Nodel (config-bgp) # vrf vrf custé

:Nodel (config-bgp-vrf)# rd 100:6

:Nodel (config-bgp-vrf) # address-family ipv6 unicast
:Nodel (config-bgp-vrf-af)# segment-routing srvé
:Nodel (config-bgp-vrf-af-srvé) # locator Nodel-locator
:Nodel (config-bgp-vrf-af-srvé) # alloc mode per-vrf
:Nodel (config-bgp-vrf-af-srv6) # commit

Running Configuration

router bgp 100
address-family vpnvé unicast

neighbor 3001::1:1:1:4

remote-as

100

address-family vpnvé unicast

vrf vrf custé6

rd 100:6

address-family ipv6 unicast
segment-routing srvé6
locator Nodel-locator
alloc mode per-vrf

end

Assigning SRv6 L ocator for a Specific Prefix

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.
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To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation modes are per-VRF and per-CE.

* For per-VREF allocation mode, you can also specify the SRv6 locator.

« If an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.

* [f an SRv6 locator is not specified in the route policy, the default locator is used to allocate the SID.
If the default locator is not configured in BGP, then the SID will not be allocated.

* Per-CE allocation mode always uses the default locator to allocate the SID.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_rpl

Nodel (config-rpl) # if destination in (3001::1:1:1:1/128) then

Nodel (config-rpl-if) # set srv6-alloc-mode per-vrf locator locatorl

Nodel (config-rpl-if)# elseif destination in (3001::2:2:2:2/128) then

Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf locator locator2

Nodel (config-rpl-elseif)# elseif destination in (3001::3:3:3:3/128) then

Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf
(
(
(
(
(
(

#
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-ce
Nodel (config-rpl-elseif) # else

Nodel (config-rpl-else) # drop

Nodel (config-rpl-else) # endif

Nodel (config-rpl) # end-policy

)

Nodel (config-rpl-elseif)# elseif destination in (3001::4:4:4:4/128) then
)
)

To specify per-prefix allocation mode for a specific VRF under IPv6 Address Family, use the following
command:

* router bgp as-number vrf WORD address-family ipv6 unicast segment-routing srv6 alloc mode
route-policy policy_name

This example shows how to specify per-prefix allocation mode for a specific VRF (vrf custl) under the IPv6
address family:

Nodel (config) # router bgp 100

Nodel (config-bgp) # vrf vrf custé

Nodel (config-bgp-vrf) # address-family ipv6 unicast

Nodel (config-bgp-vrf-af) # segment-routing srvé

Nodel (config-bgp-vrf-af-srv6)# alloc mode route-policy set per prefix locator_rpl

Running Configuration

route-policy set per prefix locator rpl

if destination in (3001::1:1:1:1/128) then
set srvé6-alloc-mode per-vrf locator locatorl

elseif destination in (3001::2:2:2:2/128) then
set srv6-alloc-mode per-vrf locator locator2

elseif destination in (3001::3:3:3:3/128) then
set srv6-alloc-mode per-vrf

elseif destination in (3001::4:4:4:4/128) then
set srvé6-alloc-mode per-ce

else
drop

endif

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x



| Configure Segment Routing over IPv6 (SRv6) with Full-Length SIDs

SRv6 Services: IPvs L3VPN |||

end-policy
|
router bgp 100
vrf vrf custé
address-family ipv6 unicast
segment-routing srvé6

alloc mode route-policy set_per prefix locator_rpl
|

Verify that the local and received SIDs have been correctly allocated under IPv6 address family and specific

VRF (vrf_cust6):

Nodel# show bgp vpnvé unicast local-sids

BGP router identifier 10.1.1.1, local AS number 1
BGP generic scan interval 60 secs
Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: O

BGP main routing table version 50
BGP NSR Initial initsync version 18
BGP NSR/ISSU Sync-Group versions 0/0
BGP scan interval 60 secs

(Reached)

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Local Sid Alloc mode

Route Distinguisher: 8:8

*>313008::8:8:8:8/128 NO SRv6 Sid -
* 1 NO SRv6 Sid -
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf cust6)

*> 3001::1:1:1:1/128 £c00:0:0:1:40:: per-vrf
*> 3001::2:2:2:2/128 £c00:0:8:1:40:: per-vrf
*> 3001::3:3:3:3/128 £c00:0:9:1:40:: per-vrf
*> 3001::4:4:4:4/128 £c00:0:9:1:41:: per-ce
*> 3001::5:5:5:5/128 NO SRvé6 Sid -

*> 3001::12:1:1:5/128 NO SRvé6 Sid -
*>13008::8:8:8:8/128 NO SRv6 Sid -

Nodel# show bgp vpnvé unicast received-sids

BGP router identifier 10.1.1.1, local AS number 1
BGP generic scan interval 60 secs
Non-stop routing is enabled

BGP table state: Active

Table ID: 0xO0 RD version: 0

BGP main routing table version 50
BGP NSR Initial initsync version 18
BGP NSR/ISSU Sync-Group versions 0/0
BGP scan interval 60 secs

(Reached)

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Received Sid
Route Distinguisher: 8:8
*>i18.8.8.8/32 10.1.1.2 £c00:0:0:2:42::
* i 2400:2020:42:2fff::1
£c00:0:0:2:42::
Route Distinguisher: 10.1.1.1:0 (default for vrf vrf cust6)
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*> 3001::1:1:1:1/128 11.1.1.2 NO SRv6 Sid
*> 3001::2:2:2:2/128 11.1.1.2 NO SRv6 Sid
*> 3001::3:3:3:3/128 11.1.1.2 NO SRv6 Sid
*> 3001::4:4:4:4/128 11.1.1.2 NO SRv6 Sid
*> 3001::5:5:5:5/128 11.1.1.2 NO SRv6 Sid
*> 3001::12:1:1:5/128 13.2.2.2 NO SRv6 Sid
*>13008::8:8:8:8/128 10.1.1.2 £fc00:0:0:2:42::

Verification

The following examples shows how to verify the SRv6 based L3VPN configurations for an Individual VRF
with per VRF label allocation mode.

In this example, End. X represents Endpoint function with Layer-3 cross-connect, and End.DT6 represents
Endpoint with decapsulation and IPv6 table lookup.

RP/0/RSP0O/CPUO:Nodel# show segment-routing srvé sid
Fri Jan 15 18:58:04.911 UTC

*** Locator: 'Nodel-locator' ***

SID Behavior Context Owner
State RW

cafe:0:0:1:1:: End (PSP) 'default':1 sidmgr
InUse Y

cafe:0:0:1:40:: End.X (PSP) [Hu0/0/0/0, Link-Local] isis-1
InUse Y

cafe:0:0:1:41:: End.X (PSP) [Hu0/0/0/1, Link-Local] isis-1
InUse Y

cafe:0:0:1:47:: End.X (PSP) [Hu0/0/0/0, Link-Local]:P isis-1
InUse Y

cafe:0:0:1:48:: End.X (PSP) [Hu0/0/0/1, Link-Local]:P isis-1
InUse Y

cafe:0:0:1:49:: End.DT6 'default’ bgp-100
InUse Y

cafe:0:0:1:4a:: End.DT6 'vrf cust6' bgp-100
InUse Y

The following examples show how to verify the SRv6 based L3VPN configuration using the show bgp vpnv6
unicast commands on the Ingress PE.

RP/0/RSP0O/CPU0:Nodel# show bgp vpnv6é unicast summary
Fri Jan 15 18:37:04.791 UTC

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0xO0 RD version: 0

BGP main routing table version 21

BGP NSR Initial initsync version 4 (Reached)

BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

BGP is operating in STANDALONE mode.

Process RcvTblVer bRIB/RIB LabelVer ImportVer SendTblVer StandbyVer
Speaker 21 21 21 21 21 0
Neighbor Spk AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down St/PfxRcd
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4 0 100 1352 1352
15 0 100 1351 1351

SRv6 Services: IPvs L3VPN |||

21 0 0 01:46:26 1
21 0 0 01:44:47 1

RP/0/RSP0O/CPU0:Nodel# show bgp vpnvé unicast rd 100:6

Fri Jan 15 18:38:02.919 UTC

BGP router identifier 10.1.1.1, local AS number 100

BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0x0 RD version: O

BGP main routing table version 21

BGP NSR Initial initsync version 4 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history,

* valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
Route Distinguisher: 100:6 (default for vrf vrf custé6)
*> 3001::12:1:1:1/128 0 32768 2
*>313001::12:1:1:4/128 3001::1:1:1:4 0 100 07
*>313001::12:1:1:5/128 3001::1:1:1:5 0 100 07

Processed 3 prefixes, 3 paths

RP/0/RSPO/CPUO:Nodel# show bgp vpnvé unicast rd 100:6 3001::12:1:1:4/128

Fri Jan 15 18:38:26.492 UTC

BGP routing table entry for 3001::12:1:1:4/128,

Versions:
Process PRIB/RIB SendTblVer
Speaker 17 17

Last Modified: Jan 15 16:50:44.032 for 01:47:43

Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0
Not advertised to any peer
Local, (received & used)

3001::1:1:1:4 (metric 30) from 3001::1:1:1:4

Received Label 0x4900

Route Distinguisher: 100:6

(10.1.1.4)

Origin incomplete, metric 0, localpref 100, valid, internal, best, group-best,

import-candidate, imported

Received Path ID 0, Local Path ID 1, version 17

Extended community: RT:100:6
PSID-Type:L3, SubTLV Count:1
SubTLV:

T:1(Sid information), Sid:cafe:0:0:4::,

SubSubTLV:
T:1(Sid structure):

Source AFI: VPNv6 Unicast, Source VRF: vrf custé6,

Behavior:18,

SS-TLV Count:1

Source Route Distinguisher: 100:6

The following examples show how to verify the BGP prefix information for VRF instances:

RP/0/RSP0O/CPUO:Nodel# show bgp vrf vrf custé ipvé unicast

Fri Jan 15 18:38:49.705 UTC

BGP VRF vrf cust6, state: Active
BGP Route Distinguisher: 100:6
VRF ID: 0x60000008

BGP router identifier 10.1.1.1, local AS number 100

Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0800017 RD version: 21

BGP main routing table version 21

BGP NSR Initial initsync version 4 (Reached)
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BGP NSR/ISSU Sync-Group versions 0/0

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
Route Distinguisher: 100:6 (default for vrf vrf custé6)

*> 3001::12:1:1:1/128 0 32768 2
*>i3001::12:1:1:4/128 3001::1:1:1:4 0 100 02
*>313001::12:1:1:5/128 3001::1:1:1:5 0 100 02

Processed 3 prefixes, 3 paths

RP/0/RSP0O/CPUO:Nodel# show bgp vrf vrf custé ipvé unicast 3001::12:1:1:4/128
Fri Jan 15 18:39:05.115 UTC
BGP routing table entry for 3001::12:1:1:4/128, Route Distinguisher: 100:6

Versions:
Process PRIB/RIB SendTblVer
Speaker 17 17

Last Modified: Jan 15 16:50:44.032 for 01:48:21
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0O
Not advertised to any peer
Local, (received & used)
3001::1:1:1:4 (metric 30) from 3001::1:1:1:4 (10.1.1.4)
Received Label 0x4900
Origin incomplete, metric 0, localpref 100, valid, internal, best, group-best,
import-candidate, imported
Received Path ID 0, Local Path ID 1, version 17
Extended community: RT:100:6
PSID-Type:L3, SubTLV Count:1
SubTLV:
T:1(Sid information), Sid:cafe:0:0:4::, Behavior:18, SS-TLV Count:1
SubSubTLV:
T:1(Sid structure) :
Source AFI: VPNv6 Unicast, Source VRF: vrf cust6, Source Route Distinguisher: 100:6

The following examples show how to verify the current routes in the Routing Information Base (RIB):

RP/0/RSP0/CPUO:Nodel# show route vrf vrf custé ipv6 unicast
Fri Jan 15 18:39:20.619 UTC

Codes: C - connected, S - static, R - RIP, B - BGP, (>) - Diversion path
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - ISIS, L1 - IS-IS level-1, L2 - IS-IS level-2

ia - IS-IS inter area, su - IS-IS summary null, * - candidate default

U - per-user static route, o - ODR, L - local, G - DAGR, 1 - LISP

A - access/subscriber, a - Application route

M - mobile route, r - RPL, t - Traffic Engineering, (!) - FRR Backup path

Gateway of last resort is not set

L 3001::12:1:1:1/128 is directly connected,

21:14:10, Loopbackl05
B 3001::12:1:1:4/128

[200/0] via 3001::1:1:1:4 (nexthop in vrf default), 01:48:36
B 3001::12:1:1:5/128

[200/0] via 3001::1:1:1:5 (nexthop in vrf default), 01:46:56

RP/0/RSP0O/CPUO:Nodel# show route vrf vrf cust6é ipvé unicast 3001::12:1:1:4/128
Fri Jan 15 18:39:39.689 UTC
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Routing entry for 3001::12:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 15 16:50:44.381 for 01:48:55
Routing Descriptor Blocks
3001::1:1:1:4, from 3001::1:1:1:4
Nexthop in Vrf: "default", Table: "default", IPv6 Unicast,
Route metric is O
No advertising protos.

SRv6 Services: IPvs L3VPN |||

Table Id: 0xe0800000

RP/0/RSP0O/CPUO:Nodel# show route vrf vrf cust6é ipv6 unicast 3001::12:1:1:4/128 detail

Fri Jan 15 18:39:51.573 UTC

Routing entry for 3001::12:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 15 16:50:44.381 for 01:49:07
Routing Descriptor Blocks
3001::1:1:1:4, from 3001::1:1:1:4
Nexthop in Vrf: "default", Table: "default", IPv6 Unicast,
Route metric is 0
Label: None
Tunnel ID: None
Binding Label: None
Extended communities count: 0O
Source RD attributes: 0x0000:100:6
NHID:0x0 (Ref:0)

SRv6 Headend: H.Encaps.Red [base], SID-list {cafe:0:0:4:49::}

Route version is 0Ox1 (1)
No local label

IP Precedence: Not Set
QoS Group ID: Not Set
Flow-tag: Not Set
Fwd-class: Not Set

Table Id: 0xe0800000

Route Priority: RIB_PRIORITY RECURSIVE (12) SVD Type RIB SVD TYPE REMOTE

Download Priority 3, Download Version 3
No advertising protos.

The following examples show how to verify the current IPv6 Cisco Express Forwarding (CEF) table:

RP/0/RSP0/CPUO:Nodel# show cef vrf vrf cust6 ipvé
Fri Jan 15 18:40:15.833 UTC

::/0

drop default handler
3001::12:1:1:1/128

receive Loopbackl05
3001::12:1:1:4/128

recursive cafe:0:0:4::/128
3001::12:1:1:5/128

recursive cafe:0:0:5::/128
fe80::/10

receive
£f£f02::/16

receive
££f02::2/128

receive
f£f02::1:££00:0/104

receive
ff05::/16

receive
ffl12::/16

receive

RP/0/RSP0O/CPUO:Nodel# show cef vrf vrf custé ipvé 3001::12:1:1:4/128
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Fri Jan 15 18:40:28.853 UTC
3001::12:1:1:4/128, version 3, SRv6 Headend, internal 0x5000001 0x30 (ptr 0x78f2e0e0) [1],
0x0 (0x0), 0x0 (0x8886b768)
Updated Jan 15 16:50:44.385
Prefix Len 128, traffic index 0, precedence n/a, priority 3
via cafe:0:0:4::/128, 9 dependencies, recursive [flags 0x6000]
path-idx 0 NHID O0x0 [0x78a0£f504 0x0]
next hop VRF - 'default', table - 0xe0800000
next hop cafe:0:0:4::/128 via cafe:0:0:4::/64
SRv6 H.Encaps.Red SID-list {cafe:0:0:4:49::}

RP/0/RSP0O/CPUO:Nodel# show cef vrf vrf cust6é ipvé 3001::12:1:1:4/128 detail
Fri Jan 15 18:40:55.327 UTC
3001::12:1:1:4/128, version 3, SRv6 Headend, internal 0x5000001 0x30 (ptr 0x78f2e0e0) [11],
0x0 (0x0), 0x0 (0x8886b768)
Updated Jan 15 16:50:44.385
Prefix Len 128, traffic index 0, precedence n/a, priority 3
gateway array (0x7883b320) reference count 1, flags 0x2010, source rib (7), 0 backups
[1 type 3 flags 0x48441 (0x788e6ad8) ext 0x0 (0x0)]
LW-LDI [type=0, refc=0, ptr=0x0, sh-1di=0x0]
gateway array update type-time 1 Jan 15 16:50:44.385
LDI Update time Jan 15 16:50:44.385

Level 1 - Load distribution: 0
[0] via cafe:0:0:4::/128, recursive

via cafe:0:0:4::/128, 9 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x78a0f504 0x0]

next hop VRF - 'default', table - 0xe0800000

next hop cafe:0:0:4::/128 via cafe:0:0:4::/64

SRv6 H.Encaps.Red SID-list {cafe:0:0:4:49::}

Load distribution: 0 1 (refcount 1)

Hash OK 1Interface Address
0 Y HundredGigE0/0/0/0 remote
1 Y HundredGigE0/0/0/1 remote

SRv6 Services: IPv4 L3VPN Active-Standby Redundancy using
Port-Active Mode

The Segment Routing IPv6 (SRv6) Services: IPv4 L3VPN Active-Standby Redundancy using Port-Active
Mode feature provides all-active per-port load balancing for multihoming. The forwarding of traffic is
determined based on a specific interface rather than per-flow across multiple Provider Edge routers. This
feature enables efficient load-balancing and provides faster convergence. In an active-standby scenario, the
active PE router is detected using designated forwarder (DF) election by modulo calculation and the interface
of the standby PE router brought down. For Modulo calculation, byte 10 of the Ethernet Segment Identifier
(ESI) is used.

Usage Guidelines and Restrictions

* This feature can only be configured for bundle interfaces.

* When an EVPN Ethernet Segment (ES) is configured with port-active load-balancing mode, you cannot
configure ACs of that bundle on bridge-domains with a configured EVPN instance (EVI). EVPN Layer
2 bridging service is not compatible with port-active load-balancing.
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SRv6 Services for L3VPN Active-Standby Redundancy using Port-Active Mode:
Operation

Under port-active operational mode, EVPN Ethernet Segment (ES) routes are exchanged across BGP for the
routers servicing the multihomed ES. Each PE router then builds an ordered list of the IP addresses of all PEs
connected to the ES, including itself, and assigns itself an ordinal for its position in the list. The ordinals are
used with the modulo calculation to determine which PE will be the Designated Forwarder (DF) for a given
ES. All non-DF PEs will take the respective bundles out of service.

In the case of link or port failure, the active DF PE withdraws its ES route. This re-triggers DF election for
all PEs that service the ES and a new PE is elected as DF.

Configure SRv6 Services L3VPN Active-Standby Redundancyusing Port-Active
Mode

This section describes how you can configure SRv6 services L3VPN active-standby redundancy using
port-active mode under an Ethernet Segment (ES).

Configuration Example

/* Configure Ethernet Link Bundles */

Router# configure

Router (config) # interface Bundle-Etherl0

Router (config-if) # ipv4 address 10.0.0.2 255.255.255.0
Router (config-if) # ipv6é address 2001:DB8::1
Router (config-if)# lacp period short

Router (config-if) # mac-address 1.2.3

Router (config-if) # bundle wait-while 0

Router (config-if) # exit

Router (config) # interface GigabitEthernet 0/2/0/5
Router (config-if) # bundle id 14 mode active
Router (config-if)# commit

/* Configure load balancing. */

Router# configure

Router (config) # evpn

Router (config-evpn) # interface Bundle-EtherlO

Router (config-evpn-ac) # ethernet-segment

Router (config-evpn-ac-es) # identifier type 0 11.11.11.11.11.11.11.11.14
Router (config-evpn-ac-es)# load-balancing-mode port-active
Router (config-evpn-ac-es) # commit

|

/* Configure address family session in BGP. */

Router# configure

Router (config) # router bgp 100

Router (config-bgp) # bgp router-id 192.168.0.2

Router (config-bgp) # address-family 1l2vpn evpn

Router (config-bgp) # neighbor 192.168.0.3

Router (config-bgp-nbr) # remote-as 200

Router (config-bgp-nbr) # update-source Loopback 0

Router (config-bgp-nbr) # address-family l2vpn evpn

Router (config-bgp-nbr) # commit
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Running Configuration

interface Bundle-Etherl4
ipv4 address 14.0.0.2 255.255.255.0
ipv6 address 14::2/64
lacp period short
mac-address 1.2.3
bundle wait-while 0
!
interface GigabitEthernet0/2/0/5
bundle id 14 mode active
!
evpn
interface Bundle-Etherl4
ethernet-segment
identifier type 0 11.11.11.11.11.11.11.11.14
load-balancing-mode port-active
!
!
|
router bgp 100
bgp router-id 192.168.0.2
address-family 12vpn evpn
!
neighbor 192.168.0.3
remote-as 100
update-source Loopback0

address-family 12vpn evpn
!

Verification

Verify the SRv6 services L3VPN active-standby redundancy using port-active mode configuration.

/* Verify ethernet-segment details on active DF router */
Router# show evpn ethernet-segment interface Bundle-Etherl4 detail

Ethernet Segment Id Interface Nexthops
0011.1111.1111.1111.1114 BE14 192.168.0.2
192.168.0.3
ES to BGP Gates : Ready

ES to L2FIB Gates : Ready
Main port
Interface name : Bundle-Etherl4

Interface MAC : 0001.0002.0003

IfHandle : 0x000041d0

State : Up

Redundancy : Not Defined
ESI type : 0

Value :11.1111.1111.1111.1114
ES Import RT :1111.1111.1111 (from EST)
Source MAC : 0000.0000.0000 (N/A)
Topology :

Operational : MH

Configured : Port-Active
Service Carving : Auto-selection

Multicast : Disabled

Peering Details
192.168.0.2 [MOD:P:00]
192.168.0.3 [MOD:P:00]
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Service Carving Results:

Forwarders 0

Permanent 0

Elected 0

Not Elected 0
MAC Flushing mode STP-TCN
Peering timer 3 sec [not running]
Recovery timer 30 sec [not running]
Carving timer 0 sec [not running]
Local SHG label None
Remote SHG labels 0

/* Verify bundle Ethernet configuration on active DF router */

Router# show bundle bu
Bundle-Etherl4

ndle-ether 14

Status: Up
Local links <active/standby/configured>: 1/0/1
Local bandwidth <effective/available>: 1000000 (1000000) kbps
MAC address (source) : 0001.0002.0003 (Configured)
Inter-chassis link: No
Minimum active links / bandwidth: 1 / 1 kbps
Maximum active links: 64
Wait while timer: Off
Load balancing:
Link order signaling: Not configured
Hash type: Default
Locality threshold: None
LACP: Operational
Flap suppression timer: Off
Cisco extensions: Disabled
Non-revertive: Disabled
mLACP: Not configured
IPv4 BFD: Not configured
IPv6 BFD: Not configured
Port Device State Port ID B/W, kbps
Gi0/2/0/5 Local Active 0x8000, 0x0003 1000000
Link is Active
/* Verify ethernet-segment details on standby DF router */
Router# show evpn ethernet-segment interface bundle-ether 10 detail
Router# show evpn ethernet-segment interface Bundle-Ether24 detail
Ethernet Segment Id Interface Nexthops
0011.1111.1111.1111.1114 BE24 192.168.0.2
192.168.0.3
ES to BGP Gates Ready
ES to L2FIB Gates Ready

Main port
Interface name
Interface MAC

Bundle-Ether24
0001.0002.0003

IfHandle 0x000041b0

State Standby

Redundancy Not Defined
ESI type 0

Value 11.1111.1111.1111.1114
ES Import RT 1111.1111.1111 (from EST)
Source MAC 0000.0000.0000 (N/A)
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Topology
Operational MH
Configured Port-Active
Service Carving Auto-selection
Multicast Disabled
Peering Details
192.168.0.2 [MOD:P:00]
192.168.0.3 [MOD:P:00]
Service Carving Results:
Forwarders 0
Permanent 0
Elected 0
Not Elected 0
MAC Flushing mode STP-TCN
Peering timer 3 sec [not running]

Recovery timer 30 sec [not running]
Carving timer 0 sec [not running]
Local SHG label None

Remote SHG labels 0

Configure Segment Routing over IPv6 (SRv6) with Full-Length SIDs |

/* Verify bundle configuration on standby DF
Router# show bundle bundle-ether 24

Bundle-Ether24

router */

Status: LACP 00S (out of service)
Local links <active/standby/configured>: 0/ 1/ 1
Local bandwidth <effective/available>: 0 (0) kbps
MAC address (source) : 0001.0002.0003 (Configured)
Inter-chassis link: No
Minimum active links / bandwidth: 1 / 1 kbps
Maximum active links: 64
Wait while timer: Off
Load balancing:
Link order signaling: Not configured
Hash type: Default
Locality threshold: None
LACP: Operational
Flap suppression timer: Off
Cisco extensions: Disabled
Non-revertive: Disabled
mLACP: Not configured
IPv4 BFD: Not configured
IPv6 BFD: Not configured
Port Device State Port ID B/W, kbps
Gi0/0/0/4 Local Standby 0x8000, 0x0002 1000000

Link is in standby due to bundle out of service state

SRv6 Services: BGP Global IPv4

This feature extends support of SRv6-based BGP services to include Internet (IPv4) services by implementing
End.DT4 SRv6 functions at the PE node (draft-ietf-bess-srv6-services).

Usage Guidelines and Limitations

* SRv6 locator can be assigned globally or under IPv4 unicast address family

* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.

. Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, I0S XR Release 7.11.x


https://datatracker.ietf.org/doc/draft-ietf-bess-srv6-services/

| Configure Segment Routing over IPv6 (SRv6) with Full-Length SIDs
SRv6 Services: BGP Global IPv4 .

* BGP, OSPF, Static are supported as PE-CE protocol.
* Dual-Stack L3 Services (IPv4 BGP global, IPv6 BGP global) are supported.

Use Case 1: BGP Global IPv4 Over SRv6 with Per-VRF SID Allocation Mode (End.DT4)
The following example shows how to configure BGP global IPv4 over SRv6 with per-VRF SID allocation.

Nodel (config) # router bgp 1

Nodel (config-bgp) # bgp router-id 10.1.0.1
Nodel (config-bgp) # address-family ipv4 unicast
Nodel (config-bgp-af) # segment-routing srvé
Nodel (config-bgp-af-srv6) # locator Nodel

Nodel (config-bgp-af-srvé6) # alloc mode per-vrf
Nodel (config-bgp-af-srv6) # exit

Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 60::2

Nodel (config-bgp-nbr) # remote-as 1

Nodel (config-bgp-nbr) # update-source Loopbackl
Nodel (config-bgp-nbr) # address-family ipv4 unicast
Nodel (config-bgp-nbr-af) # encapsulation-type srvé
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # neighbor 52.52.52.1

Nodel (config-bgp-nbr) # remote-as 3

Nodel (config-bgp-nbr) # address-family ipv4 unicast
Nodel (config-bgp-nbr-af) # route-policy passall in
Nodel (config-bgp-nbr-af) # route-policy passall out
Nodel (config-bgp-nbr-af) # commit

Running Configuration

router bgp 1
bgp router-id 10.1.0.1
address-family ipv4 unicast
segment-routing srvé
locator Nodel
alloc mode per-vrf
|
!
neighbor 60::2
remote-as 1
update-source Loopbackl
address-family ipv4 unicast
encapsulation-type srvé
|
1
neighbor 52.52.52.1
remote-as 3
address-family ipv4 unicast
route-policy passall in

route-policy passall out
|
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Use Case 2: BGP Global IPv4 over SRv6 with Per-Prefix SID Allocation

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.

To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation modes are per-VRF and per-CE.

* For per-VREF allocation mode, you can also specify the SRv6 locator.

« If an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.

* If an SRv6 locator is not specified in the route policy, the default locator is used to allocate the SID.
If the default locator is not configured in BGP, then the SID will not be allocated.

* Per-CE allocation mode always uses the default locator to allocate the SID.

For more information on configuring routing policies, refer to the "Implementing Routing Policy" chapter in
the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_rpl

Nodel (config-rpl) # if destination in (10.1.1.0/24) then

Nodel (config-rpl-if) # set srvé6-alloc-mode per-vrf locator locatorl
Nodel (config-rpl-if) # elseif destination in (2.2.2.0/24) then
Nodel (config-rpl-elseif) # set srvé6-alloc-mode per-vrf locator locator2
Nodel (config-rpl-elseif) # elseif destination in (3.3.3.0/24) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf

Nodel (config-rpl-elseif)# elseif destination in (4.4.4.0/24) then
Nodel (config-rpl-elseif) # set srvé6-alloc-mode per-ce

Nodel (config-rpl-elseif) # else

Nodel (config-rpl-else) # drop

Nodel (config-rpl-else) # endif

Nodel (config-rpl) # end-policy

Nodel (config) #

The following example shows how to configure BGP global IPv4 over SRv6 with a route policy to determine
the SID allocation mode for given prefix.

Nodel (config) # router bgp 100

Nodel (config-bgp) # address-family ipv4 unicast

Nodel (config-bgp-af) # segment-routing srvé

Nodel (config-bgp-af-srv6) # alloc mode route-policy set per prefix locator_rpl

Running Configuration

route-policy set_per prefix locator_rpl
if destination in (10.1.1.0/24) then
set srv6-alloc-mode per-vrf locator locatorl
elseif destination in (2.2.2.0/24) then
set srv6-alloc-mode per-vrf locator locator2
elseif destination in (3.3.3.0/24) then
set srvé6-alloc-mode per-vrf
elseif destination in (4.4.4.0/24) then
set srvé6-alloc-mode per-ce
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else
drop
endif
end-policy
|
router bgp 100
address-family ipv4 unicast
segment-routing srvé

alloc mode route-policy set_per prefix locator_rpl
|

!
Verify that the local and received SIDs have been correctly allocated under BGP IPv4 address family:
Nodel# show bgp ipv4 unicast local-sids

Status codes: s suppressed, d damped, h history, * valid, > best

i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Local Sid Alloc mode Locator

*> 10.1.1.0/24 fc00:0:0:1:41:: per-vrf locatorl
*> 2.2.2.0/24 fc00:0:8:1:41:: per-vrf locator2
*> 3.3.3.0/24 fc00:0:9:1:42:: per-vrf locator4
*> 4.4.4.0/24 £fc00:0:9:1:43:: per-ce locator4
*>10.1.1.5/32 NO SRv6 Sid - -

* 18.8.8.8/32 NO SRv6 Sid - -

Nodel# show bgp ipv4 unicast received-sids

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Received Sid
*> 10.1.1.0/24 66.2.2.2 NO SRv6 Sid
*> 2.2.2.0/24 66.2.2.2 NO SRv6 Sid
*> 3.3.3.0/24 66.2.2.2 NO SRv6 Sid
*> 4.4.4.0/24 66.2.2.2 NO SRv6 Sid
*> 10.1.1.5/32 66.2.2.2 NO SRv6 Sid
* i18.8.8.8/32 77.1.1.2 £fc00:0:0:2:41::

SRv6 Services: BGP Global IPv6

This feature extends support of SRv6-based BGP services to include Internet (IPv6) services by implementing
End.DT6 SRv6 functions at the PE node, as defined in IETF draft "SRv6 BGP based Overlay services".

Usage Guidelines and Limitations

* SRv6 locator can be assigned globally or under IPv4 unicast address family

* Equal-Cost Multi-path (ECMP) and Unequal Cost Multipath (UCMP) are supported.
* BGP, OSPF, Static are supported as PE-CE protocol.

* Dual-Stack L3 Services (IPv4 BGP global, IPv6 BGP global) are supported.

BGP Global IPv6 Over SRv6 with Per-VRF SID Allocation Mode (End.DT6)

To configure BGP global IPv6 over SRv6, use the following commands:
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* router bgp as-number address-family ipv6 unicast segment-routing srv6: Enable SRv6

* router bgp as-number address-family ipv6 unicast segment-routing srv6 alloc mode {per-vrf |
route-policy policy_name}: Specify the SID behavior (allocation mode).

* per-vrf: Specifies that the same label is be used for all the routes advertised from a unique VRF.

* route-policy policy_name: Uses a route policy to determine the SID allocation mode and locator
(if provided) for given prefix.

« router bgp as-number address-family ipv6 unicast segment-routing srv6 locator WORD: Specify
the locator

« router bgp as-number {af-group WORD| neighbor-group WORD | neighbor ipv6-addr} address-family
ipv6 unicast encapsulation-type srv6: Specify the encapuslation type for SRv6.

* Use af-group WORD to apply the SRv6 encapsulation type to the address family group for BGP
neighbors.

+ Use neighbor-group WORDto apply the SRv6 encapsulation type to the neighbor group for Border
Gateway Protocol (BGP) neighbors.

« Use neighbor ipv6-addr to apply the SRv6 encapsulation type to the specific BGP neighbor.

Use Case 1. BGP Global | Pv6 over SRv6 with Per-AFI SID Allocation
The following example shows how to configure BGP global IPv6 over SRv6 with per-VRF SID allocation.

Nodel (config) # router bgp 100
Nodel (config-bgp) # bgp router-id 10.1.1.1

Nodel (config-bgp) # segment-routing srvé

Nodel (config-bgp-gbl-srv6) # locator Nodel

Nodel (config-bgp-gbl-srv6) # exit

Nodel (config-bgp) # address-family ipvé unicast
Nodel (config-bgp-af) # segment-routing srvé

Nodel (config-bgp-af-srv6) # locator Nodel

Nodel (config-bgp-af-srvé6) # alloc mode per-vrf
Nodel (config-bgp-af-srvé) # exit

Nodel (config-bgp-af) # exit

Nodel (config-bgp) # neighbor 3001::1:1:1:4

Nodel (config-bgp-nbr) # address-family ipv6 unicast
Nodel (config-bgp-nbr-af) # encapsulation-type srvé
Nodel (config-bgp-nbr-af) # exit

Nodel (config-bgp-nbr) # exit

Nodel (config-bgp) # neighbor 3001::1:1:1:5

Nodel (config-bgp-nbr) # address-family ipv6 unicast
Nodel (config-bgp-nbr-af) # encapsulation-type srvé
Nodel (config-bgp-nbr-af) # commit

Running Configuration

router bgp 100
bgp router-id 10.1.1.1
segment-routing srvé
locator Nodel
|
address-family ipv6é unicast
segment-routing srve6
locator Nodel
alloc mode per-vrf
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|
!
neighbor 3001::1:1:1:4
address-family ipv6 unicast
encapsulation-type srvé
|
!
neighbor 3001::1:1:1:5
address-family ipv6é unicast
encapsulation-type srvé

Use Case 2: BGP Global 1Pv6 over SRv6 with Per-Prefix SID Allocation

This use case provides the ability to assign a specific SRv6 locator for a given prefix or a set of prefixes. The
egress PE advertises the prefix with the specified locator. This allows for per-prefix steering into desired
transport behaviors, such as Flex Algo.

To assign an SRv6 locator for a specific prefix, configure a route policy to specify the SID allocation mode
based on match criteria. Examples of match criteria are destination-based match or community-based match.

* Supported SID allocation modes are per-VRF and per-CE.

* For per-VREF allocation mode, you can also specify the SRv6 locator.

« If an SRv6 locator is specified in the route policy, BGP will use that to allocate per-VRF SID. If
the specified locator is invalid, the SID will not be allocated.

« If an SRv6 locator is not specified in the route policy, the default locator is used to allocate the SID.
If the default locator is not configured in BGP, then the SID will not be allocated.

* Per-CE allocation mode always uses the default locator to allocate the SID.

For more information on configuring routing policies, refer to the "Implementing Routing Policy" chapter in
the Routing Configuration Guide for Cisco ASR 9000 Series Routers.

The following example shows a route policy specifying the SID allocation mode with destination-based match:

Nodel (config) # route-policy set per prefix locator_rpl

Nodel (config-rpl) # if destination in (3001::1:1:1:1/128) then

Nodel (config-rpl-if) # set srvé6-alloc-mode per-vrf locator locatorl

Nodel (config-rpl-if)# elseif destination in (3001::2:2:2:2/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf locator locator2
Nodel (config-rpl-elseif)# elseif destination in (3001::3:3:3:3/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-vrf

Nodel (config-rpl-elseif)# elseif destination in (3001::4:4:4:4/128) then
Nodel (config-rpl-elseif) # set srv6-alloc-mode per-ce

Nodel (config-rpl-elseif) # else

Nodel (config-rpl-else) # drop
Nodel (config-rpl-else) # endif
Nodel (config-rpl) # end-policy

The following example shows how to configure BGP global IPv6 over SRv6 with a route policy to determine
the SID allocation mode for given prefix.
Nodel (config) # router bgp 100
Nodel (config-bgp) # address-family ipv4 unicast
(
(

Nodel (config-bgp-af) # segment-routing srvé
Nodel (config-bgp-af-srv6) # alloc mode route-policy set per prefix locator_rpl
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Running Configuration

route-policy set per prefix locator_ rpl
if destination in (3001::1:1:1:1/128) then
set srvé6-alloc-mode per-vrf locator locatorl
elseif destination in (3001::2:2:2:2/128) then
set srv6-alloc-mode per-vrf locator locator2
elseif destination in (3001::3:3:3:3/128) then
set srvé6-alloc-mode per-vrf
elseif destination in (3001::4:4:4:4/128) then
set srv6-alloc-mode per-ce
else
drop
endif
end-policy
|
router bgp 100
address-family ipv6é unicast
segment-routing srvé

alloc mode route-policy set_per prefix locator_rpl
|

Verify that the local and received SIDs have been correctly allocated under BGP IPv6 address family:

Nodel# show bgp ipv6é unicast local-sids

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
Origin codes: i - IGP, e - EGP, ? - incomplete

Network Local sid Alloc mode Locator
*> 3001::1:1:1:1/128 £c00:0:0:1:41:: per-vrf locatorl
*> 3001::2:2:2:2/128 £c00:0:8:1:41:: per-vrf locator2
*> 3001::3:3:3:3/128 £c00:0:9:1:42:: per-vrf locator4
*> 3001::4:4:4:4/128 £c00:0:9:1:43:: per-ce locator4
*> 3001::5:5:5:5/128 NO SRv6 Sid - -
* 13008::8:8:8:8/128 NO SRv6 Sid - -

Nodel# show bgp ipv6é unicast received-sids

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete
Networ Next Hop Received Sid
*> 3001::1:1:1:1/128 66.2.2.2 NO SRv6 Sid
*> 3001::2:2:2:2/128 66.2.2.2 NO SRvé6 Sid
*> 3001::3:3:3:3/128 66.2.2.2 NO SRv6 Sid
*> 3001::4:4:4:4/128 66.2.2.2 NO SRv6 Sid
*> 3001::5:5:5:5/128 66.2.2.2 NO SRv6 Sid
* 13008::8:8:8:8/128 77.1.1.2 £fc00:0:0:2:41::
Verification

The following examples show how to verify the BGP global IPv6 configuration using the show bgp ipv6
unicast commands.

RP/0/RSP0O/CPU0:Nodel# show bgp ipv6 unicast summary
Fri Jan 15 21:07:04.681 UTC

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled
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BGP table state: Active

Table ID: 0xe0800000 RD version: 4

BGP main routing table version 4

BGP NSR Initial initsync version 1 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

BGP is operating in STANDALONE mode.

Process RcvTblVer bRIB/RIB LabelVer ImportVer SendTblVer StandbyVer
Speaker 4 4 4 4 4 0
Neighbor Spk AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down St/PfxRcd
3001::1:1:1:4 0 100 1502 1502 4 0 0 04:16:26 1
3001::1:1:1:5 0 100 1501 1501 4 0 0 04:14:47 1

RP/0/RSP0/CPUO:Nodel# show bgp ipv6é unicast
Fri Jan 15 21:07:26.818 UTC

BGP router identifier 10.1.1.1, local AS number 100
BGP generic scan interval 60 secs

Non-stop routing is enabled

BGP table state: Active

Table ID: 0xe0800000 RD version: 4

BGP main routing table version 4

BGP NSR Initial initsync version 1 (Reached)
BGP NSR/ISSU Sync-Group versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d damped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Metric LocPrf Weight Path
*> 3001::13:1:1:1/128 :: 0 32768 1
*>13001::13:1:1:4/128 3001::1:1:1:4 0 100 01
*>13001::13:1:1:5/128 3001::1:1:1:5 0 100 01

Processed 3 prefixes, 3 paths

RP/0/RSPO/CPUO:Nodel# show bgp ipv6é unicast 3001::13:1:1:4/128
Fri Jan 15 21:07:50.309 UTC
BGP routing table entry for 3001::13:1:1:4/128

Versions:
Process PRIB/RIB SendTblVer
Speaker 4 4

Last Modified: Jan 15 17:13:50.032 for 03:54:01
Paths: (1 available, best #1)
Not advertised to any peer
Path #1: Received by speaker 0
Not advertised to any peer
Local
3001::1:1:1:4 (metric 30) from 3001::1:1:1:4 (10.1.1.4)
Origin IGP, metric 0, localpref 100, valid, internal, best, group-best
Received Path ID 0, Local Path ID 1, version 4
PSID-Type:L3, SubTLV Count:1
SubTLV:
T:1(Sid information), Sid:cafe:0:0:4:4b::, Behavior:18, SS-TLV Count:1
SubSubTLV:
T:1(Sid structure):

The following examples show how to verify the current routes in the Routing Information Base (RIB):

RP/0/RSP0/CPUO:Nodel# show route ipvé 3001::13:1:1:4/128
Fri Jan 15 21:08:05.499 UTC
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Routing entry for 3001::13:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 15 17:13:50.431 for 03:54:15
Routing Descriptor Blocks
3001::1:1:1:4, from 3001::1:1:1:4
Route metric is 0
No advertising protos.

RP/0/RSP0O/CPU0:Nodel# show route ipvé 3001::13:1:1:4/128 detail
Fri Jan 15 21:08:22.628 UTC

Routing entry for 3001::13:1:1:4/128
Known via "bgp 100", distance 200, metric 0, type internal
Installed Jan 15 17:13:50.431 for 03:54:32
Routing Descriptor Blocks
3001::1:1:1:4, from 3001::1:1:1:4

Route metric is 0

Label: None

Tunnel ID: None

Binding Label: None

Extended communities count: 0O

NHID:0x0 (Ref:0)

SRv6 Headend: H.Encaps.Red [base], SID-list {cafe:0:0:4:4b::}
Route version is 0x1 (1)
No local label
IP Precedence: Not Set
QoS Group ID: Not Set
Flow-tag: Not Set
Fwd-class: Not Set
Route Priority: RIB_PRIORITY RECURSIVE (12) SVD Type RIB SVD TYPE LOCAL
Download Priority 4, Download Version 93
No advertising protos.

The following examples show how to verify the current IPv6 Cisco Express Forwarding (CEF) table:

RP/0/RSPO/CPUO:Nodel# show cef ipv6é 3001::13:1:1:4/128

Fri Jan 15 21:08:41.483 UTC

3001::13:1:1:4/128, version 93, SRv6 Headend, internal 0x5000001 0x40 (ptr 0x78a100d4) [1],
0x0 (0x0), 0x0 (0x8886b840)

Updated Jan 15 17:13:50.433

Prefix Len 128, traffic index 0, precedence n/a, priority 4

via cafe:0:0:4::/128, 9 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x78a0f504 0xO0]
next hop cafe:0:0:4::/128 via cafe:0:0:4::/64
SRv6 H.Encaps.Red SID-list {cafe:0:0:4:4b::}

RP/0/RSP0/CPUO:Nodel# show cef ipv6é 3001::13:1:1:4/128 detail
Fri Jan 15 21:08:59.789 UTC
3001::13:1:1:4/128, version 93, SRv6 Headend, internal 0x5000001 0x40 (ptr 0x78al100d4) [11],
0x0 (0x0), 0x0 (0x8886b840)
Updated Jan 15 17:13:50.433
Prefix Len 128, traffic index 0, precedence n/a, priority 4
gateway array (0x7883b5d8) reference count 1, flags 0x2010, source rib (7), 0 backups
[1 type 3 flags 0x48441 (0x788e6cd40) ext 0x0 (0x0)]
LW-LDI[type=0, refc=0, ptr=0x0, sh-1di=0x0]
gateway array update type-time 1 Jan 15 17:13:50.433
LDI Update time Jan 15 17:13:50.433

Level 1 - Load distribution: 0
[0] via cafe:0:0:4::/128, recursive

via cafe:0:0:4::/128, 9 dependencies, recursive [flags 0x6000]
path-idx 0 NHID 0x0 [0x78a0f504 0x0]
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next hop cafe:0:0:4::/128 via cafe:0:0:4::/64
SRv6 H.Encaps.Red SID-list {cafe:0:0:4:4b::}

Load distribution: 0 1 (refcount 1)

Hash OK Interface Address
0 Y HundredGigE0/0/0/0 remote
1 Y HundredGigE0/0/0/1 remote

SRv6 Services: EVPN VPWS — All-Active Multi-Homing

Table 27: Feature History Table

Feature Name Release Description

SRv6 Services: EVPN VPWS — |Release 7.3.2 This feature provides an ELINE
All-Active Multi-Homing (SRv6 (P2P) service with all-active
Base) multihoming capability over an

SRv6 network. This features is
supported on ASR 9000 3rd, 4th,
and 5th generation line cards.

All-Active Multi-Homing enables
an operator to connect a customer
edge (CE) device to two or more
provider edge (PE) devices to
provide load balancing and
redundant connectivity. With
All-Active Multi-Homing, all the
PEs can forward traffic to and from
the multi-homed device.

EVPN VPWS All-Active Multi-Homing over SRv6 provides an ELINE (P2P) service with all-active
multihoming capability over an SRv6 network.

All-Active Multi-Homing enables an operator to connect a customer edge (CE) device to two or more provider
edge (PE) devices to provide load balancing and redundant connectivity. With All-Active Multi-Homing, all
the PEs can forward traffic to and from the multi-homed device.

)

Note For information about EVPN VPWS, refer to the "EVPN Virtual Private Wire Service (VPWS)" chapter in
the L2VPN and Ethernet Services Configuration Guide for Cisco ASR 9000 Series Routers.

Configuring EVPN VPWS over SRv6

An SRv6 Locator for an EVPN VPWS service can be configured at 3 different levels independently:
* global locator is the default locator for all EVPN-VPWS services
* evi_locator is applied to all EVPN-VPWS services for the specific EVI

* evi_service locator is applied to an individual EVI service
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When locators are configured at different levels at the same time, the following priority is implemented:
1. evi_service locator
2. evi_locator

3. global locator

This example shows how to configure an EVPN VPWS over SRv6 using a global locator for EVPN:

evpn
segment-routing srvé6
locator sample global loc

12vpn
xconnect group sample xcg
p2p sample-vpws-12001-2002
interface Bundle-Ether12001.2002
neighbor evpn evi 12001 service 2002 segment-routing srvé6

This example shows how to configure EVPN VPWS over SRv6 using specific EVI locator:

evpn
evi 11001 segment-routing srvé
locator sample evi loc

12vpn
xconnect group sample xcg
p2p sample-vpws-11001-2002
interface Bundle-Ether11001.2002
neighbor evpn evi 11001 service 2002 segment-routing srv6

This example shows how to configure an EVPN VPWS over SRv6 using a locator for an individual EVI
service:

12vpn
xconnect group sample xcg
p2p sample-vpws-11001-2001
interface Bundle-Ether11001.2001
neighbor evpn evi 11001 service 2001 segment-routing srvé6
locator sample evi service loc

Verification

Router# show segment-routing srvé locator sample evi_loc sid
Mon Aug 12 20:57:07.759 EDT

SID Behavior Context Owner
State RW

cafe:0:8:1:1:: End (PSP) 'default':1 sidmgr
InUse Y

cafe:0:8:1:40:: End.DX2 11001:1 12vpn_srvé6
InUse Y

cafe:0:8:1:41:: End.DX2 11001:2 12vpn_srvé6
InUse Y

cafe:0:8:1:42:: End.DX2 11001:3 12vpn_srvé6
InUse Y

cafe:0:8:1:44:: End.DX2 11001:2002 12vpn_srvé6
InUse Y
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Router# show evpn segment-routing srvé detail
Tue Aug 13 10:30:46.020 EDT

Configured default locator: sample global loc
EVIs with unknown locator config: 0O
VPWS with unknown locator config: 0

Locator name Prefix OOR Service count SID count
sample global loc cafe:0:0:1::/64 False 1 1

Default locator
sample evi loc cafe:0:8:1::/64 False 4 4

Configured on EVIs <evi>: 11001

SRv6 Services: SRv6 Services TLV Type 5 Support

I0S XR 6.6.1 supports IETF draft draft-dawra-idr-srv6-vpn-04, in which the SRv6-VPN SID TLV (TLV
Type 4) carries the SRv6 Service SID information. This SID TLV is inconsistent with the SRv6 SID Structure.

In IOS XR 7.0.2 and later releases, the implementation is compliant with draft-ietf-bess-srv6-services-00,
which defines a new SRv6 Services TLV (TLV Type 5/6) and SRv6 SID Structure Sub-Sub-TLV to address
this inconsistency.

SRv6 SID Structure Sub-Sub-TLV describes mechanisms for signaling of the SRv6 Service SID by transposing
a variable part of the SRv6 SID value (function and/or the argument parts) and carrying them in existing label
fields to achieve more efficient packing of VPN and EVPN service prefix NLRIs in BGP update messages.

In order to allow backward compatibility between the newer software and the older software, use the
segment-routing srv6 prefix-sid-type4 command in Router BGP Neighbor VPNv4 Address-Family
configuration mode to advertise BGP VPNv4 NLRIs in TLV Type 4 format. The newer software can receive
either TLV Type 4 or TLV Type 5 formats.

The following configuration shows how to enable the advertisement of BGP VPNv4 NLRIs in TLV Type 4
format:
RP/0/RSPO/CPUO:Rtr-a(config) # router bgp 65000
RP/0/RSP0O/CPUO:Rtr-a (config-bgp) # neighbor 6::6
RP/0/RSPO/CPUO:Rtr-a (config-bgp-nbr)# address-family vpnv4 unicast
(
(

RP/0/RSPO/CPUO:Rtr-a(config-bgp-nbr-af) # segment-routing srvé prefix-sid-type4
RP/0/RSPO/CPUO:Rtr-a (config-bgp-nbr-af) #

SRv6/MPLS L3 Service Interworking Gateway

SRv6/MPLS L3 Service Interworking Gateway enables you to extend L3 services between MPLS and SRv6
domains by providing service continuity on the control plane and data plane.

This feature allows for SRv6 L3VPN domains to interwork with existing MPLS L3VPN domains. The feature
also allows a way to migrate from MPLS L3VPN to SRv6 L3VPN.

The SRv6/MPLS L3 Service Interworking Gateway provides both transport and service termination at the
gateway node. The gateway generates both SRv6 VPN SIDs and MPLS VPN labels for all prefixes under the
VREF configured for re-origination. The gateway supports traffic forwarding from MPLS domain to SRv6
domain by popping the MPLS VPN label, looking up the destination prefix, and pushing the appropriate SRv6
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encapsulation. From SRv6 domain to MPLS domain, the gateway removes the outer IPv6 header, looks up
the destination prefix, and pushes the VPN and next-hop MPLS labels.

VRFs on the gateway node are configured with 2 sets of route targets (RTs):
* MPLS L3VPN RTs
* SRv6 L3VPN RTs (called stitching RTS)

The gateway performs the following actions:
* Imports service routes received from one domain (MPLS or SRv6)
*» Re-advertises exported service routes to the other domain (next-hop-self)

» Stitches the service on the data plane (End.DT4/H.Encaps.Red < service label)

SRv6/MPLS L3 Service Interworking Gateway Scenarios
The following scenario is used to describe the gateway functionality:

* Node 1 is an L3VPN PE in the MPLS domain with an SR prefix SID label of 16001 for its Loopback
interface 10.1.1.1/32.

* Node 2 is the SRv6/MPLS L3 Service Interworking Gateway. In the MPLS domain, it has an SR prefix
SID label of 16002 for its Loopback interface 10.1.1.2/32. In the SRv6 domain, it has an SRv6 locator
of B:0:0:2::/64 and Loopback interface B:0:0:2::1/128.

* Node 3 is an L3VPN PE in the SRv6 domain with SRv6 locator of B:0:0:3::/64 and Loopback interface

B:0:0:3::1/128.
10.1.1.1 100129 B:0:0:2::1 B:0:
Prefix SID 16001 Prefix SID 16002 SRv6 Locator B:0:0:2::/64 SRy

1) (2
MPLS Gateway

Scenario 1: SRv6-to-MPLS Control-Plane Direction/MPLS-to-SRv6 Data-Plane Direction

The figure below describes the associated control-plane behaviors in the SRv6-to-MPLS direction for traffic
in the MPLS-to-SRv6 data-plane direction.
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C

B

FIB
Label: 24011

lookup in VAFA table
VAFA: B.0.0.0/&8

EGP
VRFA: B.0.0.0V8, via 2

H.Encaps.Red B:0:0:3:V9::

T

Prefix SID 16002 - | ) B:0:0:2::1

SRv6/MPLS L3 Service Interworking Gateway .

A

BGP
VRFA: B.0.0.0v8, via 3
SRvE S1D: B:0:0:3:Va:

SHvE analo-l"'B;D:O:B:'_.' 64

’.
1 > 2 > 3
MPLS Gateway SRHv6
. 16002, 24010 - el
- Y - - Y M Ciloses g
Payload Payload Payload Payload CE
D E F G

A. Node 3 advertises a BGP L3VPN update for prefix B.0.0.0/8 with RD corresponding to VRFA, including
the SRv6 VPN SID (B:0:0:3:V9::) assigned to this VRF, in the SRv6 domain.

)

Note

SRv6 End.DT4 function value "V9" is not a valid hex number, however it is used for illustration purposes to
remind you of its connection to a VRF.

B. Node 2 (gateway) imports the BGP L3VPN update and programs its FIB:
* MPLS label 24010 is allocated for VRFA

* Prefix B.0.0.0/8 is programmed with an "SR Headend Behavior with Reduced Encapsulation in an SR
Policy" function (H.Encaps.Red) of B:0:0:3:V9::

\)

Note

The gateway follows per-VRF label and per-VRF SID allocation methods.

C. Node 2 re-originates a BGP L3VPN update for the same prefix, including the MPLS VPN label (24010)
allocated for the VRF, in the MPLS domain.

D. Site A sends traffic to an [Pv4 prefix (B.B.B.B) of Site B

E. Node 1 encapsulates incoming traffic with the MPLS VPN label (24010) and the prefix SID MPLS label
(16002) of the BGP next-hop (Node 2).

F. Node 2 performs the following actions:

* Pops the MPLS VPN label and looks up the destination prefix

* Encapsulates the payload in an outer IPv6 header with destination address (DA) equal to the H.Encaps.Red
function (B:0:0:3:V9::)
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G. Node 3 removes the outer IPv6 header, looks up the payload destination address (B.B.B.B), and forwards
to Site B.

Scenario 2: MPLS-to-SRv6 Control-Plane Direction/SRv6-to-MPLS Data-Plane Direction

The figure below describes the associated control-plane behaviors in the MPLS-to-SRv6 direction for traffic
in the SRv6-to-MPLS data-plane direction.

FIB
SI0 B:0:0:2:V8:: End.DT4
A lookup in VRFA table G
WVRFA: A.0.0.0¢/8
BGF push <16001, 24055 BGP
VRFA: A.0.0.0/8, via 1 VRFA: A0.0.0/8, via 2
Label: 24055 T SRvE SID: B:0:0:2:Va:
Prefix SID 16001 { SFVB Locator B:2:/64  B:0:0:3:14
1k &- 3

MPLS Gateway SRv6

. 16001, 24055 IPvE 5A = B0:0:3::1

DA = BuOu:2:\8::
SA=B.B.B.B SA=B.B.BEB SA=B.BBE SA=B.BB.B
ot DA = AAAA ik DA = AAAA et DA = AAAA iFet DA = AABA
Payload Payload Payload Payload

A. Node 1 advertises a BGP L3VPN update for prefix A.0.0.0/8 with RD corresponding to VRFA, including
the MPLS VPN label (24055) assigned to this VRF, in the MPLS domain.

B. Node 2 (gateway) imports the BGP L3VPN update and programs its FIB:

* Prefix A.0.0.0/8 is programmed to impose an MPLS VPN label (24055) and the prefix SID MPLS label
(16001) of the BGP next-hop (Node 1)

* "Endpoint with decapsulation and IPv4 table lookup" function (End.DT4) of B:0:0:2:V8:: is allocated
to VRFA

N

Note SRv6 End.DT4 function value "V8" is not a valid hex number, however it is used
for illustration purposes to remind you of its connection to a VRF.

\}

520467

Note The gateway follows per-VRF label and per-VRF SID allocation methods.

C. Node 2 re-originates a BGP L3VPN update for the same prefix, including the End.DT4 function
(B:0:0:2:V8::) allocated for the VRF, in the SRv6 domain.

D. Site B sends traffic to an IPv4 prefix (A.A.A.A) of Site A.
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E. Node 3 Encapsulates the payload in an outer IPv6 header with destination address (DA) equal to the
End.DT4 function (B:0:0:2:V8::).

F. Node 2 performs the following actions:

* Removes the outer IPv6 header and looks up the destination prefix

* Pushes the MPLS VPN label (24055) and the prefix SID MPLS label (16001) of the BGP next-hop (Node
1)

G. Node 1 pops the MPLS VPN label, looks up the payload destination address (A.A.A.A), and forwards to
Site A.

Example

Leveraging the topology described in the above use-case, this example shows the SRv6/MPLS L3 Service
Interworking Gateway configuration required at Node 2.

The following configuration shows how to enable SRv6 with locator and configure encapsulation parameters:

segment-routing
srv6
encapsulation
source-address b:0:0:2::1
|
locators
locator LOC1
prefix b:0:0:2::/64
|

The following configuration shows how to configure a VPNv4 VRF with the following route targets (RTs):
* 1111:1, RT used for MPLS L3VPN

* 2222:1, RT used for SRv6 L3VPN (stitching RT)

vrf ACME
address-family ipv4 unicast
import route-target
1111:1
2222:1 stitching
!
export route-target
1111:1
22222:1 stitching
!
!
!

The following configuration shows how to configure SRv6/SRv6 VPNs under BGP:

router bgp 100
segment-routing srve6
locator LOC1
|
neighbor 10.1.1.1
address-family vpnv4 unicast
import re-originate stitching-rt
route-reflector-client
advertise vpnv4 unicast re-originated
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|
neighbor b:0:0:3::1
address-family vpnv4 unicast
import stitching-rt re-originate
route-reflector-client
encapsulation-type srvé
advertise vpnv4 unicast re-originated stitching-rt
|
vrf ACME
address-family ipv4 unicast
enable label-mode
segment-routing srvé

SRv6/MPLS Dual-Connected PE

Table 28: Feature History Table

Feature Name Release Description
SRv6/MPLS Dual-Connected PE | Release 7.3.2 This feature allows a PE router to
(SRv6 Full-Length SID) support IPv4 L3VPN services for

a given VRF with both MPLS and
SRv6. This is MPLS and SRv6
L3VPNv4 co-existence scenario
and is sometimes referred to as
dual-connected PE.

A PE router can support [IPv4 L3VPN service for a given VRF with both MPLS and SRv6. This is MPLS and
SRv6 L3VPNvV4 co-existence scenario and is sometimes referred to as dual-connected PE.

In the figure below, node 2 is a dual-connected PE to Site C, providing:

« MPLS/IPv4 L3VPN between Site A and Site C
» SRv6/IPv4 L3VPN between Site B and Site C

SID | Behavior ‘ Context

B:0:0:2: ::| End.DT4 ‘ VRFA

BGP - - " O BGP

VRFA: C.0.0.0/8, via 2 °| VRFA: C.0.0.0/8, via 2
Label: 24010 SRv6 SID: B:0:0:2:V8::

: Lo01.11.2 | 2 Lo0 B:0:0:2::2 .
| 4 Prefix SID 16002 . SRv6 Locator B:0:0:2:: /64

- PE
—(1 3 —
—/  MPLS/ e >
SR MPLS v

- SA=B:0:0:3::3

. Utk et DA=B.O:0:2:Va:
SA=AAAA SA=AAAA SA=BBB.B SA=BB.BB
B4 pa-cccc B4 pa-cocc v DA=C.C.C.C & pa—ccece

Payload Payload Payload Payload
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Configure BGP to Support Dual-Mode
Enable MPLS Label Allocation

Use the router bgp as-number vrf WORD address-family ipv4 unicast mpls alloc enable command under
the VRF address-family to enable per-prefix mode for MPLS labels. Additionally, use the router bgp as-number
vrf WORD address-family ipv4 unicast label mode {per-ce| per-vrf} command to choose the type of label
allocation.

Router (config) # router bgp 100

Router (config-bgp) # vrf blue

Router (config-bgp-vrf)# rd 1:10

Router (config-bgp-vrf) # address-family ipv4 unicast
Router (config-bgp-vrf-af) # mpls alloc enable
Router (config-bgp-vrf-af)# label mode per-ce
Router (config-bgp-vrf-af)# segment-routing srvé
Router (config-bgp-vrf-af-srvé6)# alloc mode per-ce
Router (config-bgp-vrf-af-srvo) # exit

Router (config-bgp-vrf-af)# exit

Router (config-bgp-vrf) # exit

Router (config-bgp) #

Configure Encaps on Neighbor to Send the SRv6 SID Toward the SRv6 Dataplane

By default, if a VRF prefix has both an MPLS label and an SRv6 SID, the MPLS label is sent when advertising
the prefix to the PE. To advertise a VRF prefix with an SRv6 SID to an SRv6 session, use the
encapsulation-type srv6 command under the neighbor VPN address-family.

Router (config-bgp) # neighbor 192::6

Router (config-bgp-nbr) # remote-as 1

Router (config-bgp-nbr) # address-family ipv4 unicast
Router (config-bgp-nbr-af) # encapsulation-type srvé
Router (config-bgp-nbr-af) # exit

Running Config

router bgp 100
neighbor 192::6
remote-as 1
address-family ipv4 unicast
encapsulation-type srvé
|
!
vrf blue
rd 1:10
address-family ipv4 unicast
mpls alloc enable
label mode per-ce
segment-routing srvé6

alloc mode per-ce
|

SRv6 SID Information in BGP-LS Reporting

BGP Link-State (BGP-LS) is used to report the topology of the domain using nodes, links, and prefixes. This
feature adds the capability to report SRv6 Segment Identifier (SID) Network Layer Reachability Information
(NLRI).
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The following NLRI has been added to the BGP-LS protocol to support SRv6:
* Node NLRI: SRv6 Capabilities, SRv6 MSD types
* Link NLRI: End.X, LAN End.X, and SRv6 MSD types
* Prefix NLRI: SRv6 Locator
» SRv6 SID NLRI (for SIDs associated with the node): Endpoint Function, BGP-EPE Peer Node/Set

This example shows how to distribute IS-IS SRv6 link-state data using BGP-LS:

Router (config) # router isis 200
Router (config-isis)# distribute link-state instance-id 200

)

Note It is still possible to ping or trace a SID:
* ping B:k:F::

« traceroute B:k:F::

It is possible to use a list of packed carriers to ping or trace a SID, to ping or trace route, use <destination
SID> viasrv6-carriers<list of packed carriers>
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Configure SRv6 Traffic Engineering

Table 29: Feature History Table

Feature Name Release Description

SRv6 Traffic Engineering | Release 7.3.2 This feature introduces Segment Routing over IPv6
(SRv6) Traffic Engineering.

This release supports the following features:

* SRv6-TE with SRv6 micro-SIDs (uSIDs)
* SRv6 policies
* Manual SRv6 policies

» Automated steering for Layer 3-based BGP
services (IPv4 L3VPN, IPv6 L3VPN, IPv4 BGP
global, IPv6 BGP global)

* SRv6-aware Path Computation Element (PCE)
* PCEPv6

* Path computation optimization objectives (TE,
IGP, latency)

+ Path computation constraints (affinity,
disjointness)

This feature introduces Segment Routing over IPv6 (SRv6) Traffic Engineering.

* SRv6-TE Overview, on page 202

* Usage Guidelines and Limitations, on page 202

* Traffic Steering, on page 204

* SRv6-TE Policy Path Types, on page 210

* Protocols, on page 226

* SR-TE Application Programming Interface (API), on page 233
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SRv6-TE Overview

Traffic engineering over SRv6 can be accomplished in the following ways:

* End-to-End Flexible Algorithm: This is used for traffic engineering intents achieved with Flexible
Algorithm, including low latency, multi-plane disjointness, affinity inclusion/exclusion, and SRLG
exclusion.

» SRv6-TE Policy: This is used for traffic engineering intents beyond Flex Algo capabilities, such as path
disjointness that rely on path computation by a PCE. In addition, this is used for user-configured explicit
paths.

End-to-End Flexible Algorithm

SRv6 Flexible Algorithm allows operators to customize IGP shortest path computation according to their own
needs. An operator can assign custom SRv6 locators to realize forwarding beyond link-cost-based shortest
path. As a result, Flexible Algorithm provides a traffic-engineered path automatically computed by the IGP
to any destination reachable by the IGP.

SRv6-TE Policy

SRv6 for traffic engineering (SRv6-TE) uses a “policy” to steer traffic through the network. An SRv6-TE
policy path is expressed as a list of micro-segments that specifies the path, called a micro-segment ID (uSID)
list. Each segment list is an end-to-end path from the source to the destination, and instructs the routers in the
network to follow the specified path instead of following the shortest path calculated by the IGP. If a packet
is steered into an SRv6-TE policy, the uSID list is pushed on the packet by the head-end. The rest of the
network executes the instructions embedded in the uSID list.

An SRv6-TE policy is identified as an ordered list (head-end, color, end-point):
» Head-end — Where the SRv6-TE policy is instantiated

* Color — A numerical value that distinguishes between two or more policies to the same node pairs
(Head-end — End point)

* End-point — The destination of the SRv6-TE policy
Every SRv6-TE policy has a color value. Every policy between the same node pairs requires a unique color
value.

An SRv6-TE policy uses one or more candidate paths. A candidate path can be made up of a single SID-list
or a set of weighted SID-lists (for weighted equal cost multi-path [WECMP]).

A SID list can be either the result of a dynamic path computation by a PCE or a user-configured explicit path.
See SRv6-TE Policy Path Types for more information.

Usage Guidelines and Limitations

Observe the following usage guidelines and limitations for the platform.
This release supports the following SRv6 policy functionality:
* SRv6 policies with SRv6 uSID segments
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* SRv6 policies with PCE-delegated dynamic paths
* SRv6 policies with explicit paths
* SRv6 policies with single or multiple candidate paths (CP)
* SRv6 policies with a single SID list per CP
* SRv6 policies with multiple (weighted ECMP) SID lists per CP
* Path delegation and reporting with PCEPv4
* Path delegation and reporting with PCEPv6
* PCEPv4 and PCEPv6 sessions with different PCEs
* PCEP path delegation with the following optimization objective (metric) types:
* IGP metric
* TE metric
* Delay (latency)

* Hop-count

* PCEP path delegation with the following constraint types:

* Affinity (include-any, include-all, exclude-any)
* Path disjointness (link, node, SRLG, SRLG+node)

» Segment protection-type:

* Protected-only
* Protected-preferred
* Unprotected-only

+ Unprotected-preferred

* SRv6 policy with TI-LFA (protection of the first segment in the segment list at the head-end)

* Steering over SRv6 policies with Automated Steering for the following services:
» L3 BGP-based services (IPv4 L3VPN, IPv6 L3VPN, IPv4 BGP global, IPv6 BGP global)
» L.2 BGP-based service (EVPN VPWS)

The following functionalities are not supported:
* SRv6 policy counters
* PCE-initiated SRv6 policies via PCEP
* SRv6 policies with head-end computed dynamic paths
* PCE path delegation with segment-type Flex Algo constraint

* PCEPv4 and PCEPvV6 sessions with same PCE
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* Steering over SRv6 policies based on incoming BSID (remote automated steering)
* PCC with user-configured PCE groups
* SR-PM delay-measurement over SRv6 policies
* SR-PM liveness detection over SRv6 policies
* L3 services with BGP PIC over SRv6 policies
* SRv6 policy ping
* SRv6-TE doesn’t support BGP Link State (BGP-LS) extensions to synchronize or report SRv6-TE
policies.
SR-PCE and SRv6-TE head-end PCEP compatibility:

» A PCEP session between an SR-PCE running Cisco IOS XR release 7.8.1 and an SRv6-TE head-end
running Cisco I0S XR release 7.8.1 is supported.

* A PCEP session between an SR-PCE running Cisco IOS XR release 7.8.1 and an SRv6-TE head-end
running an earlier release is supported.

» A PCEP session between an SR-PCE running Cisco I0S XR release earlier than 7.8.1 and an SRv6-TE
head-end running Cisco IOS XR release 7.8.1 is not supported.

» A PCEP session between an SR-PCE running Cisco IOS XR release 7.8.1 and another SR-PCE running
an earlier Cisco IOS XR release is not supported.

* As a result of the above, prior to upgrading any SRv6-TE headend nodes in the network to Cisco IOS
XR release 7.8.1, you must upgrade its SR-PCE to Cisco IOS XR release 7.8.1.

)

Note  When a pair of SR-PCEs part of the same redundancy group run different versions
of Cisco IOS XR, they will lose their state-sync PCEP session until both SR-PCEs
are upgraded to Cisco IOS XR release 7.8.1.

Traffic Steering

SRv6 Flexible Algorithm

With SRv6 Flexible Algorithm, a PE can advertise BGP service routes (global, VPN) that include the SRv6
locator (Algo 0 or Flex Algo) of the intended transport SLA.

For information about configuring Flexible Algorithm, see Configuring SRv6 IS-IS Flexible Algorithm, on
page 155.

In the example below, the SR domain has 2 network slices. Each slice is assigned a /32 uSID Locator Block.
A slice can be realized with a user-defined Flex-Algo instances (for example, Flex Algo 128 = min-delay)

* Min-Cost Slice — FCBB:BB00/32
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* Min-Delay Slice — FCBB:BB01/32

SR node2 gets a Shortest-Path Endpoint uSID (uN) from each slice:
» uN min-cost of Node2 — FCBB:BB00:0002/48

* uN min-delay of Node2 — FCBB:BB01:0002/48

Node2 announces locators via IS-IS:
« FCBB:BB00:0002/48 Algo O (min-cost)
* FCBB:BB01:0002/48 Algo 128 (min-delay)

2 announces locators via IS-IS:
FCBB:BB00:0002/48 Algo O (min-cost)
FCBB:BB01:0002/48 Algo 128 (min-delay)

/
Node 1 ~=~""~"=~._Node 2
‘o -~

-

- i~

IS-IS in Nodel computes shortest paths for each locator and programs them in the FIB:

2 announces locators via IS-IS:
FCBB:BB00:0002/48 Algo 0 (min-cost)
FCBB:BB01:0002/48 Algo 128 (min-delay)

Min Cost
Node 1 Node 2
\FG//\

Forwarding table @ 1:
FCBB:BB00:0002/48 via IFO
FCBB:BB01:0002/48 via IF1

Nodel and Node2 are PEs of a common VPN. PEs advertise VPN routes via BGP with different transport
SLAs. For example, traffic to a set of prefixes is to be delivered over the min-cost slice, while for another set
of prefixes is to be delivered over the min-delay slice. To achieve this, the egress PE’s service route
advertisement includes the locator of the intended transport SLA type.

Use-case: VPN over Min-Cost Slice (Control Plane Behavior)
* Intuitive uSID program for routes advertised by Node2:
» Within the Min-Cost Slice (FCBB:BB0O)
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* Follow the shortest-path to Node2 (0002)
* Execute VPN9 decapsulation function at Node2 (FO09)

» Hardware Efficiency

* Egress PE Node2 processes multiple uSIDs with a single /64 lookup
+ FCBB:BB00:0002:F009/64

2 announces VPN route via BGP:
RD9'10 2. 0/24 RTY, via 2,

VPN9: 10.2.0/24

SID: FO09
Locator: Min-Cost slice

Use-case: VPN over Min-Delay Slice (Control Plane Behavior)
* Intuitive uSID program for routes advertised by Node2:
» Within the Min-Delay Slice (FCBB:BBO01)
* Follow the shortest-path to Node2 (0002)
* Execute VPN9 decapsulation at Node2 (FO09)

» Hardware Efficiency

* Egress PE 2 processes multiple uSIDs with a single /64 lookup
+ FCBB:BB01:0002:F009/64
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2 announces VPN route via BGP:
RD9'20 2. 0/24 RTS, via 2,

VPN9: 20.2.0/24
SID: FOO9
Locator: Min-Delay slice

Use-case: VPN over Min-Cost Slice (Data Plane Behavior)

1. Ingress PE (Node 1) learns via BGP that prefix 10.2.0.0/24 in VPN9 is reachable via SID
FCBB:BB00:0002:F009

2. Node 1 programs the prefix with “VPN Encaps” behavior

3. When receiving traffic with DA IP matching the prefix 10.2.0.0/24 FIB entry, Node 1 encapsulates the
incoming packet into IPv6 with DA of FCBB:BB00:0002:F009

BGP: RD9:10.2.0.0/24, RT9, via 2,
SID FCBB:BB00:0002:F009::

IPv6  DA:FCBB:BBOQ:0802:F009:

DA: 18.2.8.2 DA: 10.2.8.2
P ca: 16.1.0.1 IBWaY <A 10.1.0.1
payload Payload

v
A J

4. SRv6 allows for seamless deployment where any transit node (SRv6-capable or not) simply routes based
on a /48 longest prefix match lookup.

For example, transit node (Node 3) forwards traffic along the Algo 0 (min-cost) shortest path for the
remote prefix FCBB:BB00:0002::/48.
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[ ™y

pN 4 y,
v
IPvé DA:FCBB:BB2O:0002:FOO9:: IPvE DA:FCBB:BBRO:0002:FO@9::
P Gyl 0101 N Gl 101601
Payload Payload

Y
k4

5. Egress PE (Node 2) matches local SID FCBB:BB00:0002:F009/64. Node 2 applies “VPN Decaps”
behavior into VRF9 by removing the IPv6 encapsulation and looking up the payload’s DA on the
corresponding VPN table.

. ™y
p ’/

IPvé  DA:FCBB:BBOG:00G2:FO@9::

DA: 18.2.98.2 DA: 18.2.8.2
IPVa " o). 10.1.0.1 P <\ 18.1.0.1
Payload Payload

A J
v

Use-case: VPN over Min-Delay Slice (Data Plane Behavior)

1. Ingress PE (Node 1) learns via BGP that prefix 20.2.0.0/24 in VPN9 is reachable via SID
FCBB:BB01:0002:F009

2. Node 1 programs the prefix with “VPN Encaps” behavior

3. When receiving traffic with DA IP matching the prefix 20.2.0.0/24 FIB entry, Node 1 encapsulates the
incoming packet into IPv6 with DA of FCBB:BB01:0002:F009

4. Transit node (Node 3) forwards traffic along the Algo 128 (min-delay) shortest path for the remote prefix
FCBB:BB01:0002::/48.

5. Egress PE (Node 2) matches local SID FCBB:BB01:0002:F009/64. Node 2 applies “VPN Decaps”
behavior into VRF9 by removing the IPv6 encapsulation and looking up the payload’s DA on the
corresponding VPN table.
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BGP: RDS:20.2.0.0/24, RTS, via 2,
SID: FCBB:BB01:0002:F0O09::

— O
@ VPN9: 20.2.0.0/24
J

-

(o
p.

IPv6é  DA:FCBB:BB21:0002:F@@9::

DA: 28.2.8.2 DA: 28.2.08.2 DA: 28.2.8.2
B¥aS ch: 10.1.0.1 RN sa: 10.1.6.1 B ca: 10.1.6.1
Payload Payload Payload

Automated Steering

Automated steering (AS) allows service traffic to be automatically steered onto the required transport SLA
path programmed by an SRv6 policy.

With AS, BGP automatically steers traffic onto an SRv6 policy based on the next-hop and color of a BGP
service route. The color of a BGP service route is specified by a color extended community attribute. This
color is used as a transport SLA indicator, such as min-delay or min-cost.

When the next-hop and color of a BGP service route matches the end-point and color of an SRv6 policy, BGP
automatically installs the route resolving onto the BSID of the matching SRv6 policy. Recall that an SRv6
policy on a head-end is uniquely identified by an end-point and color.

BGP update:
1/8 via Noded = Intent: Best-effort
2/8 via Noded <«——— Intent: Min-delay
with
1/8 —>» IGP shortest-path to 4 Y IGP shortest-path -
(::) A > 4 1/8
-

\@D/\J 2/8

When a BGP route has multiple extended-color communities, each with a valid SRv6 policy, the BGP process
installs the route on the SRv6 policy giving preference to the color with the highest numerical value.

521434

The granularity of AS behaviors can be applied at multiple levels, for example:

* At a service level—When traffic destined to all prefixes in a given service is associated to the same
transport path type. All prefixes share the same color.

* At a destination/prefix level—When traffic destined to a prefix in a given service is associated to a
specific transport path type. Each prefix could be assigned a different color.

* At a flow level—When flows destined to the same prefix are associated with different transport path
types
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SRv6-TE Policy Path Types

An explicit path is a specified SID-list or set of SID-lists.

A dynamic path is based on an optimization objective and a set of constraints. The head-end computes a
solution, resulting in a SID-list or a set of SID-lists. When the topology changes, a new path is computed. If
the head-end does not have enough information about the topology, the head-end might delegate the computation
to a Segment Routing Path Computation Element (SR-PCE). For information on configuring SR-PCE, see
Configure Segment Routing Path Computation Element chapter.

An SRv6-TE policy initiates a single (selected) path in RIB/FIB. This is the preferred valid candidate path.
A candidate path has the following characteristics:

* It has a preference — If two policies have same {color, endpoint} but different preferences, the policy
with the highest preference is selected.

« It is associated with a single Binding SID (uB6) — A uB6 SID conflict occurs when there are different
SRv6 policies with the same uB6 SID. In this case, the policy that is installed first gets the uB6 SID and
is selected.

« It is valid if it is usable.

A path is selected when the path is valid and its preference is the best among all candidate paths for that policy.

)

Note The protocol of the source is not relevant in the path selection logic.

The following SRv6-TE policy path types are supported in this release:
* Explicit Paths

* Dynamic Paths, on page 217

Explicit Paths

Table 30: Feature History Table

Feature Name Release Description

Manual SRv6-TE Policies | Release 7.8.1 This feature allows you to create an explicit list of

with Explicit Paths segment IDs (SID list) for a candidate path or multiple
candidate paths.

An explicit path can be a single SID list or set of SID
lists.

Usage Guidelines and Limitations

A segment list can use uSIDs or uSID carrier, or a combination of both.
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When configuring an explicit path using IP addresses of links along the path, the SRv6-TE process prefers
the protected Adj-SID of the link, if one is available. In addition, when manual Adj-SIDs are configured, the
SRv6-TE process prefers a manual protected Adj-SID over a dynamic protected Adj-SID.

You can configure the path to prefer the protected or unprotected Adj-SID, or to use only protected or
unprotected Adj-SID. See Segment Protection-Type Constraint, on page 220.

You can enable SRv6-TE explicit segment list SID validation to allow the head-end node to validate the SIDs
in an explicit SRv6-TE segment list against the SR-TE topology database. See SRv6-TE Explicit Segment
List SID Validation, on page 215.

Configure SRv6-TE Policy with Explicit Path

To configure an SRv6-TE policy with an explicit path, complete the following configurations:

1. Create the segment lists with SRv6 segments.

2. Create the SRv6-TE policy.

Behaviors and Limitations

A segment list can use uSIDs or uSID carrier, or a combination of both.

Configure Local SRv6-TE Policy Using Explicit Paths
Create a segment list with SRv6 uSIDs:

Router (config) # segment-routing traffic-eng

Router (config-sr-te) # segment-lists

Router (config-sr-te-segment-lists)# srvé

Router (config-sr-te-sl-global-srv6) # sid-format usid-£3216
Router (config-sr-te-sl-global-srv6) # exit

Router (config-sr-te-segment-lists)# segment-list pl_r8 1

Router (config-sr-te-sl) # srvé

Router (config-sr-te-sl-srv6)# index 10 sid FCBB:BB00:10:feff::
Router (config-sr-te-sl-srv6)# index 15 sid FCBB:BB00:100:fe00::
Router (config-sr-te-sl-srv6) # index 20 sid FCBB:BB0O:1::

Router (config-sr-te-sl-srv6)# index 30 sid FCBB:BB00:1:fe00::
Router (config-sr-te-sl-srv6)# index 40 sid FCBB:BB0O:fe0O0::
Router (config-sr-te-sl-srv6)# index 50 sid FCBB:BB00:5::
Router (config-sr-te-sl-srv6)# index 60 sid FCBB:BB00:6::

Create the SRv6-TE policy:

Router (config-sr-te) # policy POLICY1

Router (config-sr-te-policy)# srvé locator locl binding-sid dynamic behavior ub6-insert-reduced
Router (config-sr-te-policy)# color 10 end-point ipv6é FCBB:BB00:2::1

Router (config-sr-te-policy) # candidate-paths

Router (config-sr-te-policy-path) # preference 100

Router (config-sr-te-policy-path-pref)# explicit segment-list pl r8 1

Router (config-sr-te-pp-info) # exit
Router (config-sr-te-policy-path-pref) # exit

Running Configuration

Router# show running-config
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segment-routing
traffic-eng
segment-lists
srvé
sid-format usid-£3216
|
segment-list pl r8 1
srvé
index 10 sid FCBB:BB00:10:feff::
index 15 sid FCBB:BB00:100:fe00::
index 20 sid FCBB:BB0O:1::
index 30 sid FCBB:BB00:1:fe00::
index 40 sid FCBB:BB00:fe00::
index 50 sid FCBB:BB0O:5::
index 60 sid FCBB:BB00:6::

|
!
policy POLICY1
srvé
locator locl binding-sid dynamic behavior ub6-insert-reduced
|
color 10 end-point ipv6 fcbb:bb00:2::1
candidate-paths
preference 100
explicit segment-list pl r8 1

Verification

Verify the SR-TE policy configuration using:

Router# show segment-routing traffic-eng policy name srte_c 10 _ep fcbb:bb00:2::1 d

SR-TE policy database

Color: 10, End-point: fcbb:bb00:2::1
Name: srte c 10 ep fcbb:bb00:2::1
Status:
Admin: up Operational: down for 00:01:30 (since Oct 31 21:33:24.090)
Candidate-paths:
Preference: 100 (configuration) (inactive)
Name: POLICY1
Requested BSID: dynamic
Constraints:
Protection Type: protected-preferred
Maximum SID Depth: 13
Explicit: segment-list pl r8 1 (inactive)
Weight: 1, Metric Type: TE

SID[0]: FCBB:BB00:10:feff::
SID[1]: FCBB:BB00:100:fe00::
SID[2]: FCBB:BBOO:1::
SID[3]: FCBB:BB00:1:fe00::
SID[4]: FCBB:BB0OO:fe0O0::
SID[5]: FCBB:BB0O:5::

SID[6]: FCBB:BB00:6::
SRv6 Information:
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Locator: locl
Binding SID requested: Dynamic
Binding SID behavior: End.B6.Insert.Red
Attributes:
Forward Class: O
Steering labeled-services disabled: no
Steering BGP disabled: no
IPv6 caps enable: yes
Invalidation drop enabled: no
Max Install Standby Candidate Paths: 0

Candidate Paths with Weighted SID Lists

If a candidate path is associated with a set of segment lists, each segment list is associated with weight for
weighted load balancing. Valid values for weight are from 1 to 4294967295; the default weight is 1.

If a set of segment lists is associated with the active path of the policy, then the steering is per-flow and
weighted-ECMP (W-ECMP) based according to the relative weight of each segment list.

The fraction of the flows associated with a given segment list is W/Sw, where w is the weight of the segment
list and Sw is the sum of the weights of the segment lists of the selected path of the SR policy.

When a composite candidate path is active, the fraction of flows steered into each constituent SR policy is
equal to the relative weight of each constituent SR policy. Further load balancing of flows steered into a
constituent SR policy is performed based on the weights of the segment list of the active candidate path of
that constituent SR policy.

Configuration Example

Router (config) # segment-routing traffic-eng

Router (config-sr-te) # segment-lists

Router (config-sr-te-segment-lists)# srvé

Router (config-sr-te-sl-global-srv6) # sid-format usid-£3216
Router (config-sr-te-sl-global-srv6) # exit

Router (config-sr-te-segment-lists)# segment-list pl_r8 3
Router (config-sr-te-sl)# srvé

Router (config-sr-te-sl-srv6)# index 10 sid FCBB:BB00:10:fe01::
Router (config-sr-te-sl-srv6)# index 20 sid FCBB:BB0O:1::
Router (config-sr-te-sl-srv6)# index 30 sid FCBB:BB00:1:fe0O0::
Router (config-sr-te-sl-srv6)# index 40 sid FCBB:BB00:fe00::
Router (config-sr-te-sl-srv6)# index 50 sid FCBB:BB00:5::
Router (config-sr-te-sl-srv6)# index 60 sid FCBB:BB00:6::
Router (config-sr-te-segment-lists)# segment-list igp ucmpl
Router (config-sr-te-sl) # srvé

Router (config-sr-te-sl-srv6) # index 10 sid FCBB:BB0O:1::
Router (config-sr-te-sl-srv6)# index 20 sid FCBB:BB00:4::
Router (config-sr-te-sl-srv6)# index 30 sid FCBB:BB00:5::
Router (config-sr-te-sl-srv6) # exit

Router (config-sr-te-sl) # exit

Router (config-sr-te-segment-lists)# exit

Router (config-sr-te)# policy po_r8 1001

Router (config-sr-te-policy)# srvé locator locl binding-sid dynamic behavior ub6-insert-reduced
Router (config-sr-te-policy)# color 1001 end-point ipv6é FCBB:BB00:2::1

Router (config-sr-te-policy) # candidate-paths

Router (config-sr-te-policy-path) # preference 1000

Router (config-sr-te-policy-path-pref)# explicit segment-list pl r8 3

Router (config-sr-te-pp-info) # weight 4
Router (config-sr-te-pp-info) # exit
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Router (config-sr-te-policy-path-pref)# explicit segment-list igp ucmpl

Router (config-sr-te-pp-info) # weight 2

Router (config-sr-te-pp-info) # exit

Running Configuration

Router# show running-config

segment-routing
traffic-eng
segment-lists
srvé

sid-format usid-£f3216

segment-list pl r8 3

sSrvo

index 10 sid
index 20 sid
index 30 sid
index 40 sid
index 50 sid
index 60 sid

FCBB:
FCBB:
FCBB:
FCBB:
FCBB:
FCBB:

BB0O

BBOO:

BB0O
BB0O
BB0O

BBOO:

segment-list igp_ucmpl

sSrvo

index 10 sid FCBB:BBO0O:
index 20 sid FCBB:BBO0O:
index 30 sid FCBB:BBO0O:

|
|
!
policy po_r8 100
srvé

locator locl binding-sid dynamic behavior ubé6-insert-reduced

color 1001 end-point ipv6 fcbb:bb00:2::1

candidate-paths
preference 100

1

0

:10:fe01::
l::
:1:£fe00::
:fel0::
HISHH
6::

explicit segment-list pl_r8 3

weight 4
|

explicit segment-list igp ucmpl

weight 2
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SRv6-TE Explicit Segment List SID Validation

Table 31: Feature History Table

Feature Name Release Feature Description
Information

SRv6-TE Explicit Segment | Release 7.8.1 This feature provides a way for the head-end node to
List SID Validation validate the SIDs in an explicit SRv6-TE segment list
against the SR-TE topology database.

If any SID in the segment list is not found on the head-end,
the validation fails, and the policy remains down.

SRv6-TE explicit segment list SID validation evaluates whether the explicit segment list of an SR policy's
candidate path is valid and therefore usable. The head-end node validates if the hops are in the SR-TE topology
database.

When enabled, the segment list SID validation occurs before programming the SR policy and after an IGP
topology change.

When the segment list validation fails, then the segment list is declared invalid. An SR policy candidate path
is declared invalid when it has no valid segment lists. An SR policy is declared invalid when it has no valid
candidate paths.

Usage Guidelines and Limitations

* Segment list SID validation can be enabled globally for all SRv6 explicit segment lists or for a specific
SRv6 segment list.

« If SIDs in an explicit segment list are expected to not be found in the headend (for example, a multi-domain
case), the topology check can be disabled for that segment list.

» The SR-TE topology should distributed from IGP (for intra-domain paths) or from BGP-LS (for
multi-domain paths).

» The SRv6 segment list in an explicit candidate path of an SRv6 policy cannot be empty.
* All segments in a segment list must be of same data plane type: SRv6 or SR-MPLS.

* Top SID validation occurs by performing path resolution using the top SID.

* All SIDs in segment list are validated against local SID block and SID format.

A segment list is validated against MSD.

Configuration

Prior to enabling SRv6 explicit segment list SID validation, use the show segment-routing traffic-eng
topology command to verify if the SR-TE topology is available on the headend PCC router.

To enable SID validation globally, use the segment-routing traffic-eng segment-lists srv6 topology-check
command.

To enable SID validation for a specific explicit SID list, use the segment-routing traffic-eng segment-lists
segment-list name srv6 topology-check command.
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Configuration Example

The following example shows how to enable SID validation globally for all SRv6 explicit segment lists:

Router (config) # segment-routing traffic-eng

Router (config-sr-te) # segment-lists

Router (config-sr-te-segment-lists)# srvé

Router (config-sr-te-sl-global-srv6)# topology-check

The following example shows how to enable SID validation for a specific SRv6 explicit segment list:

Router (config) # segment-routing traffic-eng

Router (config-sr-te) # segment-lists

Router (config-sr-te-segment-lists)# segment-list pl r8 1
Router (config-sr-te-sl) # srvé

Router (config-sr-te-sl-srv6)# topology-check

The following example shows how to enable SID validation globally and disable SID validation for a specific
SRv6 explicit segment list:

Router (config) # segment-routing traffic-eng

Router (config-sr-te) # segment-lists

Router (config-sr-te-segment-lists)# srvé

Router (config-sr-te-sl-global-srv6) # topology-check
Router (config-sr-te-sl-global-srv6) # exit

Router (config-sr-te-segment-lists)# segment-list pl r8 1
Router (config-sr-te-sl) # srvé

Router (config-sr-te-sl-srv6)# no topology-check

Running Configuration

segment-routing
traffic-eng
segment-lists
srve
topology-check
|

segment-list pl r8 1
srve
no topology-check

Verification
Router# show segment-routing traffic-eng policy name srte c 10 _ep fcbb:bb00:2::1 detail

SR-TE policy database

Color: 10, End-point: fcbb:bb00:2::1
Name: srte ¢ 10 ep fcbb:bb00:2::1
Status:
Admin: up Operational: down for 00:04:12 (since Nov 7 19:24:21.396)
Candidate-paths:
Preference: 100 (configuration) (inactive)
Name: POLICY1
Requested BSID: dynamic
Constraints:
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Protection Type: protected-preferred
Maximum SID Depth: 13

Explicit: segment-list pl r8 1 (inactive)
Weight: 1, Metric Type: TE

SID[0]: fccc:0:10:feff::
SID[1]: fccc:0:100:£fe00::
SID[2]: fccc:0:1::

SID[3]: fccc:0:1:fel0::
SID[4]: fccc:0:fe00::
SID[5]: fccc:0:5::
SID[6]: fccc:0:6::

SRv6 Information:
Locator: locl
Binding SID requested: Dynamic
Binding SID behavior: End.B6.Insert.Red
Attributes:
Forward Class: O
Steering labeled-services disabled: no
Steering BGP disabled: no
IPv6 caps enable: yes
Invalidation drop enabled: no
Max Install Standby Candidate Paths: 0

Dynamic Paths

Behaviors and Limitations
For a dynamic path that traverses a specific interface between nodes (segment), the algorithm may encode
this segment using an Adjacency uSID (uA SID).

Optimization Objectives

Optimization objectives allow the head-end router to compute a uSID-list that expresses the shortest dynamic
path according to the selected metric type:

* Hopcount — Use the least number of hops for path computation.

* IGP metric — Refer to the "Implementing IS-IS" and "Implementing OSPF" chapters in the Routing
Configuration Guide for Cisco ASR 9000 Series Routers.

* TE metric — See the Configure Interface TE Metrics, on page 364 section for information about configuring
TE metrics.

* Delay (latency) — See the Configure Performance Measurement, on page 647 chapter for information
about measuring delay for links or SRv6 policies.

This example shows a dynamic path from head-end router 1 to end-point router 3 that minimizes IGP or TE
metric:
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Default IGP link metric: 1:10

520018

Default TE link metric T:10
* The blue path uses the minimum IGP metric: Min-Metric (1 — 3, IGP) =uSID-list {cafe:0:3::}; cumulative
IGP metric: 20

* The green path uses the minimum TE metric: Min-Metric (1 — 3, TE) = uSID-list {cafe:0:5:4:3::};
cumulative TE metric: 23

Configure Interface TE Metrics

Use the metric value command in SR-TE interface submode to configure the TE metric for interfaces. The
valuerange is from 0 to 2147483647.

Router# configure

Router (config) # segment-routing

Router (config-sr) # traffic-eng

Router (config-sr-te) # interface type interface-path-id
Router (config-sr-te-if) # metric value

Configuring TE Metric: Example

The following configuration example shows how to set the TE metric for various interfaces:

segment-routing
traffic-eng
interface TenGigEO0/0/0/0
metric 100
|
interface TenGigEO/0/0/1
metric 1000
|
interface TenGigEO0/0/2/0
metric 50
|
|

end

Constraints

Constraints allow the head-end router to compute a dynamic path according to the selected metric type:

\)

Note For path-computation on PCE, configuring both affinity and disjoint-path is not supported.
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+ Affinity — You can apply a color or name to links or interfaces by assigning affinity bit-maps to them.
You can then specify an affinity (or relationship) between an SRv6 policy path and link colors. SRv6-TE
computes a path that includes or excludes links that have specific colors,or combinations of colors. See
the Named Interface Link Admin Groups and SR-TE Affinity Maps, on page 365 section for information
on named interface link admin groups and SRv6-TE Affinity Maps.

* Disjoint — SRv6-TE computes a path that is disjoint from another path in the same disjoint-group.
Disjoint paths do not share network resources. Path disjointness may be required for paths between the
same pair of nodes, between different pairs of nodes, or a combination (only same head-end or only same
end-point).

» Segment protection-type behavior — You can control whether protected or unprotected segments are
used when encoding the SID-list of an SRv6 policy candidate path. The types of segments that could be
used when building a SID-list include uSIDs and adjacency SIDs (uA SID). See the Segment
Protection-Type Constraint, on page 220 for details and usage guidelines.

Named Interface Link Admin Groups and SRv6-TE Affinity Maps

Named Interface Link Admin Groups and SRv6-TE Affinity Maps provide a simplified and more flexible
means of configuring link attributes and path affinities to compute paths for SRv6-TE policies.

In the traditional TE scheme, links are configured with attribute-flags that are flooded with TE link-state
parameters using Interior Gateway Protocols (IGPs), such as Open Shortest Path First (OSPF).

Named Interface Link Admin Groups and SRv6-TE Affinity Maps let you assign, or map, up to 256 color
names for affinity and attribute-flag attributes instead of 32-bit hexadecimal numbers. After mappings are
defined, the attributes can be referred to by the corresponding color name in the CLI. Furthermore, you can
define constraints using include-any, include-all, and exclude-any arguments, where each statement can contain
up to 10 colors.

\}

Note  You can configure affinity constraints using attribute flags or the Flexible Name Based Policy Constraints
scheme; however, when configurations for both schemes exist, only the configuration pertaining to the new
scheme is applied.

Configure Named Interface Link Admin Groups and SRv6-TE Affinity Maps

Use the segment-routing traffic-eng interface interface affinity name NAME command to assign affinity
to interfaces. Configure this on routers with interfaces that have an associated admin group attribute.

Use the segment-routing tr affic-eng affinity-map name NAME bit-position bit-position command to define
affinity maps. The bit-position range is from 0 to 255.

Configure affinity maps on the following routers:
* Routers with interfaces that have an associated admin group attribute.

* Routers that act as SRv6-TE head-ends for SR policies that include affinity constraints.

Configuring Link Admin Group: Example

The following example shows how to assign affinity to interfaces and to define affinity maps. This configuration
is applicable to any router (SRv6-TE head-end or transit node) with colored interfaces.
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Router (config) # segment-routing

Router (config-sr) # traffic-eng

Router (config-sr-te)# interface HundredGigE0/0/0/0
Router (config-sr-if)# affinity

Router (config-sr-if-affinity) # name brown

Router (config-sr-if-affinity)# exit

Router (config-sr-if) # exit

Router (config-sr-te) # affinity-map
Router (config-sr-te-affinity-map) # name brown bit-position 1

Running Config

segment-routing
traffic-eng
interface HundredGigE0/0/0/0
affinity
name brown
|
|
affinity-map
name brown bit-position 1
|

end

Segment Protection-Type Constraint

Table 32: Feature History Table

Feature Name Release Information Feature Description
Segment Protection-Type Release 7.4.1 This feature introduces the ability
Constraint to control whether protected or

unprotected segments are used
when encoding the SID-list of an
SR policy candidate path.

The types of segments that could
be used when building a SID-list
include prefix SIDs and adjacency
SIDs.

This feature introduces the ability to control whether protected or unprotected segments are used when encoding
the SID-list of an SRv6 policy candidate path. The types of segments that could be used when building a
SID-list include uSIDs and adjacency SIDs (uA SID).

A prefix SID is a global segment representing a prefix that identifies a specific node. A prefix SID is
programmed with a backup path computed by the IGP using TI-LFA.

An adjacency SID is a local segment representing an IGP adjacency. An adjacency SID can be programmed
with or without protection. Protected adjacency SIDs are programmed with a link-protectant backup path
computed by the IGP (TI-LFA) and are used if the link associated with the IGP adjacency fails.

Prefix SIDs and adjacency SIDs can be leveraged as segments in a SID-list in order to forward a packet along
apath traversing specific nodes and/or over specific interfaces between nodes. The type of segment used when
encoding the SID-list will determine whether failures along the path would be protected by TI-LFA. Depending
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on the offering, an operator may want to offer either unprotected or protected services over traffic engineered
paths.

The following behaviors are available with the segment protection-type constraint:
« protected-only — The SID-list must be encoded using protected segments.

» protected-preferred — The SID-list should be encoded using protected segments if available; otherwise,
the SID-list may be encoded using unprotected Adj-SIDs. This is the default behavior when no segment
protection-type constraint is specified.

* unprotected-only — The SID-list must be encoded using unprotected Adj-SID.

« unprotected-preferred — The SID-list should be encoded using unprotected Adj-SID if available,
otherwise SID-list may be encoded using protected segments.

Usage Guidelines and Limitations
Observe the following guidelines and limitations for the platform:

* This constraint applies to candidate-paths of manual SR policies with dynamically computed paths.

* PCEP has been augmented (vendor-specific object) to allow a PCC to indicate the segment protection-type
constraint to the PCE.

» When the segment protection type constraint is protected-only or unprotected-only, the path computation
must adhere to the constraint. If the constraint is not satisfied, the SRv6 policy will not come up on such
candidate path.

* When the segment protection-type constraint is unprotected-only, the entire SID-list must be encoded
with unprotected Adj-SIDs.

* When the segment protection-type constraint is protected-only, the entire SID-list must be encoded with
protected Adj-SIDs or Prefix SIDs.

Configuring Segment Protection-Type Constraint

Use the constraints segments protection {protected-only | protected-preferred | unprotected-only |
unprotected-preferred} command to configure the segment protection-type behavior.

The following example shows how to configure the policy with a SID-list that must be encoded using protected
segments:

Router (config-sr-te) # policy POLICY1

Router (config-sr-te-policy)# color 10 end-point ipvé6 2:2::22

Router (config-sr-te-policy) # candidate-paths

Router (config-sr-te-policy-path) # preference 100

Router (config-sr-te-policy-path-pref)# constraints

Router (config-sr-te-path-pref-const)# segments

Router (config-sr-te-path-pref-const-seg) # protection protected-only

The following example shows how to configure the SRv6 ODN policy that must be encoded using protected
segments:

Router (config) # segment-routing traffic-eng

Router (config-sr-te) # on-demand color 20

Router (config-sr-te-color) # constraints

Router (config-sr-te-color-const) # segments

Router (config-sr-te-color-const-seg)# protection protected-only

Segment Routing Configuration Guide for Cisco ASR 9000 Series Routers, 10S XR Release 7.11.x .



Configure SRv6 Traffic Engineering |
. Configure SRv6 Policy with Dynamic Path

Configure SRv6 Policy with Dynamic Path

To configure a SRv6-TE policy with a dynamic path, optimization objectives, and affinity constraints, complete
the following configurations:

1. Define the optimization objectives. See the Optimization Objectives, on page 363 section.
2. Define the constraints. See the Constraints, on page 364 section.

3. Create the policy.

Behaviors and Limitations

For a dynamic path that traverses a specific interface between nodes (segment), the algorithm may encode
this segment using an Adjacency micro-SID (uA SID).

Configuration
Createthe SRv6-TE Policy

« Use the segment-routing traffic-eng policy policy srv6 color color end-point ipv6 ipv6-address
command to configure the SRv6-TE policy color and IPv6 end-point address.

Nodel (config) # segment-routing traffic-eng policy pol_nodel node4_te srvé color 50
end-point ipvé cafe:0:4::4

Specify Customized L ocator and Source Address

« (Optional) Use the segment-routing traffic-eng policy policy srv6 locator locator binding-sid dynamic
behavior ub6-insert-reduced command to specify the customized per-policy locator and BSID behavior.
If you do not specify a customized per-policy locator and BSID behavior, the policy will use the global
locator and BSID behavior.

Nodel (config) # segment-routing traffic-eng policy pol_nodel node4_te srvé locator nodel
binding-sid dynamic behavior ubé6-insert-reduced

* (Optional) Use the segment-routing traffic-eng policy policy source-addressipv6 ipve-address
command to specify the customized IPv6 source address for candidate paths. If you do not specify a
customized per-policy source address, the policy will use the local IPv6 source address.

Nodel (config) # segment-routing traffic-eng policy pol nodel node4 te srvé source-address
ipv6é cafe:0:1::1

Enable Dynamic Path Computed by the SR-PCE

« Use the segment-routing traffic-eng policy policy candidate-paths prefer ence preference dynamic
pcep command to specify the candidate path preference and enable dynamic path computed by the
SR-PCE. The range for preferenceis from 1 to 65535.

Nodel (config) # segment-routing traffic-eng policy pol_nodel node4_te candidate-paths
preference 100 dynamic pcep

Configure Dynamic Path Optimization Objectives
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« Use the segment-routing traffic-eng policy policy candidate-paths prefer ence preference dynamic
metric type {igp | te| latency} command to configure the metric for use in path computation.

Nodel (config) # segment-routing traffic-eng policy pol_nodel_noded4_te candidate-paths
preference 100 metric type te

« Use the segment-routing traffic-eng policy policy candidate-paths prefer ence preference dynamic
metric margin {absolute value| relative percent} command to configure the dynamic path metric
margin. The range for value and percent is from 0 to 2147483647.

Nodel (config) # segment-routing traffic-eng policy pol nodel node4 te candidate-paths
preference 100 metric margin absolute 5

Configure Dynamic Path Constraints

\)

Note Disjoint-path and affinity constraints cannot be configured at the same time.

» Use the segment-routing traffic-eng policy policy candidate-paths prefer ence preference constraints
affinity {exclude-any | include-all | include-any} name command to configure the affinity constraints.

Nodel (config) # segment-routing traffic-eng policy pol nodel node4_ te candidate-paths
preference 100 constraints affinity exclude-any name brown

» Use the segment-routing traffic-eng policy policy candidate-paths preference preference constraints
digoint-path group-id group-id type {link | node| srlg| srlg-node} [sub-id sub-id] command to
configure the disjoint-path constraints. The group-id and sub-id range is from 1 to 65535

Nodel (config) # segment-routing traffic-eng policy pol_nodel node4_te candidate-paths
preference 100 constraints disjoint-path group-id 775 type link

» Use the segment-routing tr affic-eng policy policy candidate-paths pr efer ence preference constr aints
segments protection {protected-only | protected-preferred | unprotected-only |
unprotected-preferred} command to configure the segment protection-type behavior.

See Segment Protection-Type Constraint, on page 220 for details about the segment protection-type
constraint.

The following example shows how to configure the policy with a SID-list that must be encoded using
protected segments:

Nodel (config) # segment-routing traffic-eng policy pol_nodel noded4_te candidate-paths
preference 100 constraints segments protection protected-only

Examples

The following example shows a configuration of an SRv6 policy at an SRv6-TE head-end router using the
global locator and source address. The policy has a dynamic path with optimization objectives and affinity
constraints computed by the SR-PCE.

Nodel (config) # segment-routing

Nodel (config-sr) # traffic-eng

Nodel (config-sr-te) # srvé

Nodel (config-sr-te-srv6) # locator Nodel binding-sid dynamic behavior ubé6-insert-reduced
Nodel (config-sr-te-srv6) # exit
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Nodel (config-sr-te) # candidate-paths

Nodel (config-sr-te-candidate-path) # all

Nodel (config-sr-te-candidate-path-type) # source-address ipvé cafe:0:1::1
Nodel (config-sr-te-candidate-path-type) # exit

Nodel (config-sr-te-candidate-path) # exit

Nodel (config-sr-te) # policy pol nodel node4_ te

Nodel (config-sr-te-policy)# color 20 end-point ipvé cafe:0:4::4
Nodel (config-sr-te-policy)# candidate-paths

Nodel (config-sr-te-policy-path) # preference 100

Nodel (config-sr-te-policy-path-pref) # dynamic

Nodel (config-sr-te-pp-info) # pcep

Nodel (config-sr-te-path-pcep) # exit

Nodel (config-sr-te-pp-info) # metric type te

Nodel (config-sr-te-pp-info) # exit

Nodel (config-sr-te-policy-path-pref) # constraints

Nodel (config-sr-te-path-pref-const) # affinity

Nodel (config-sr-te-path-pref-const-aff) # exclude-any
Nodel (config-sr-te-path-pref-const-aff-rule)# name brown

Running Config

segment-routing
traffic-eng
srvé
locator Nodel binding-sid dynamic behavior ubé-insert-reduced
|
candidate-paths
all
source-address ipv6 cafe:0:1::1
|
!
policy pol _nodel noded_te
color 20 end-point ipv6é cafe:0:4::4
candidate-paths
preference 100
dynamic
pcep
|

metric
type te
|

|

constraints

affinity
exclude-any
name brown

The following example shows a configuration of a manual SRv6 policy at an SRv6-TE head-end router with
customized locator and source address. The policy has a dynamic path with optimization objectives and affinity
constraints computed by the SR-PCE.

Nodel (config) # segment-routing
Nodel (config-sr)# traffic-eng
Nodel (config-sr-te) # policy pol nodel noded_ te
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Nodel (config-sr-te-policy)# source-address ipvé6 cafe:0:1::1
Nodel (config-sr-te-policy)# srvé

Nodel (config-sr-te-policy-srv6) # locator Nodel binding-sid dynamic behavior ubé6-insert-reduced
Nodel (config-sr-te-policy-srv6)# exit

Nodel (config-sr-te-policy)# color 20 end-point ipvé6 cafe:0:4::4
Nodel (config-sr-te-policy) # candidate-paths

Nodel (config-sr-te-policy-path) # preference 100

Nodel (config-sr-te-policy-path-pref) # dynamic

Nodel (config-sr-te-pp-info) # pcep

Nodel (config-sr-te-path-pcep) # exit

Nodel (config-sr-te-pp-info) # metric type te

Nodel (config-sr-te-pp-info) # exit

Nodel (config-sr-te-policy-path-pref) # constraints

Nodel (config-sr-te-path-pref-const) # affinity

Nodel (config-sr-te-path-pref-const-aff) # exclude-any

Nodel (config-sr-te-path-pref-const-aff-rule)# name brown

Running Config

segment-routing
traffic-eng
policy pol_nodel noded_te
srvé
locator Nodel binding-sid dynamic behavior ubé6é-insert-reduced
|
source-address ipv6 cafe:0:1::1
color 20 end-point ipv6 cafe:0:4::4
candidate-paths
preference 100
dynamic
pcep
|

metric
type te
|
!
constraints
affinity
exclude-any
name brown

Verification

Nodel# show segment-routing traffic-eng policy color 20

SR-TE policy database
Color: 20, End-point: cafe:0:4::4
Name: srte_c 20 _ep cafe:0:4::4
Status:
Admin: up Operational: down for 00:00:09 (since Nov 5 20:10:26.158)
Candidate-paths:
Preference: 100 (configuration)
Name: pol nodel node4 te
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Requested BSID: dynamic

PCC info:
Symbolic name: cfg pol nodel node4 te discr_ 100
PLSP-ID: 1

Protection Type: unprotected-preferred
Maximum SID Depth: 13
Dynamic (pce cafe:0:2::2) (valid)
Metric Type: NONE, Path Accumulated Metric: O
SRv6 Information:
Locator: Nodel
Binding SID requested: Dynamic
Binding SID behavior: End.B6.Insert.Red
Attributes:
Forward Class: O
Steering labeled-services disabled: no
Steering BGP disabled: no
IPv6 caps enable: yes
Invalidation drop enabled: no

Protocols

Path Computation Element Protocol

The path computation element protocol (PCEP) describes a set of procedures by which a path computation
client (PCC) can report and delegate control of head-end label switched paths (LSPs) sourced from the PCC
to a PCE peer. The PCE can request the PCC to update and modify parameters of LSPs it controls. The stateful
model also enables a PCC to allow the PCE to initiate computations allowing the PCE to perform network-wide
orchestration.

)

Note Refer to the Usage Guidelines and Limitations, on page 202 section for information about SR-PCE compatibility
with different IOS XR releases.

A PCEP channel is established over TCP and has its own light-weight Keep-Alive (KA) mechanism

Upon configuring a PCE peer, a PCC opens a PCEP session to the PCE, and the PCE accepts the PCEP
sessions if the following conditions are satisfied:

* The total number of PCEP sessions does not exceed the limit on the total number of PCEP sessions on
the PCE.

* The KA interval indicated by PCC is acceptable to the PCE.
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Sample Workflow with Stateful PCEP

Stateful PCE

TE policy is created
dynamically or
instantiated via
configuration

1. The PCC is configured to instantiate an SRv6-TE policy.

2. The PCC sends a PCEP Path Computation Request (PCReq) to the PCE, requesting a path by specifying
path attributes, optimization objectives, and constraints.

3. The PCE stores the request, computes a TE metric shortest-path, and returns the computed SID list in a
PCEP Path Computation Reply (PCRepl).

4. The PCC allocates a BSID and activates the SR Policy using the SID list computed by the PCE. The PCC
sends a Path Computation Report (PCRpt) to the PCE, delegating the SR Policy to the PCE and including
BSID.

5. The PCE updates the paths when required (for example, following a multi-domain topology change that
impacts connectivity).

Configure the Head-End Router as PCEP PCC

Configure the head-end router as PCEP Path Computation Client (PCC) to establish a connection to the PCE.
The PCC and PCE addresses must be routable so that TCP connection (to exchange PCEP messages) can be
established between PCC and PCE.

Configure the PCC to Establish a Connection to the PCE

Use the segment-routing traffic-eng pcc command to configure the PCC source address, the SR-PCE address,
and SR-PCE options.

A PCE can be given an optional precedence. If a PCC is connected to multiple PCEs, the PCC selects a PCE
with the lowest precedence value. If there is a tie, a PCE with the highest IP address is chosen for computing
path. The precedence value range is from 0 to 255.

Router (config) # segment-routing
Router (config-sr) # traffic-eng
Router (config-sr-te) # pcec
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Router (config-sr-te-pcc) # source-address ipvé ipvé-local-source-address
Router (config-sr-te-pcc) # pce address ipvé ipv6-PCE-address|[precedence value]

Configure PCEP Authentication

TCP Message Digest 5 (MDS5) authentication has been used for authenticating PCEP (TCP) sessions by using
a clear text or encrypted password. This feature introduces support for TCP Authentication Option (TCP-AO),
which replaces the TCP MDS5 option.

TCP-AO uses Message Authentication Codes (MACs), which provides the following:

* Protection against replays for long-lived TCP connections
* More details on the security association with TCP connections than TCP MD5

* A larger set of MACs with minimal system and operational changes

TCP-AO is compatible with Master Key Tuple (MKT) configuration. TCP-AO also protects connections
when using the same MKT across repeated instances of a connection. TCP-AO protects the connections by
using traffic key that are derived from the MKT, and then coordinates changes between the endpoints.

\}

Note

compatible with the proposed requirements for the replacement of TCP MD5.

TCP-AO and TCP MDS are never permitted to be used simultaneously. TCP-AO supports IPv6, and is fully

TCP Message Digest 5 (M D5) Authentication

Use the password {clear | encrypted} LINE command to enable TCP MDS3 authentication for all PCEP peers.
Any TCP segment coming from the PCC that does not contain a MAC matching the configured password
will be rejected. Specify if the password is encrypted or clear text

Router (config-sr-te-pcc)# pce address ipvé ipv6-PCE-address|[password {clear | encrypted}
LINE]

TCP Authentication Option (TCP-AQO)

Use the tcp-ao key-chain [include-tcp-options] command to enable TCP Authentication Option (TCP-AO)
authentication for all PCEP peers. Any TCP segment coming from the PCC that does not contain a MAC
matching the configured key chain will be rejected. Use the include-tcp-options keyword to include other
TCP options in the header for MAC calculation.

Router (config-sr-te-pcc) # pce address ipv6é ipv6-PCE-address tcp-ao key-chain
[include-tcp-options]

Configure PCEP-Related Timers

Use the timer s keepalive command to specify how often keepalive messages are sent from PCC to its peers.
The range is from 0 to 255 seconds; the default value is 30.

Router (config-sr-te-pcc) # timers keepalive seconds

Use the timer s deadtimer command to specify how long the remote peers wait before bringing down the
PCEP session if no PCEP messages are received from this PCC. The range is from 1 to 255 seconds; the
default value is 120.

Router (config-sr-te-pcc) # timers deadtimer seconds
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Use the timer s delegation-timeout command to specify how long a delegated SR policy can remain up
without an active connection to a PCE. The range is from 0 to 3600 seconds; the default value is 60.

Router (config-sr-te-pcc) # timers delegation-timeout seconds

PCE-Initiated SR Policy Timers

Use the timer sinitiated or phans command to specify the amount of time that a PCE-initiated SR policy will
remain delegated to a PCE peer that is no longer reachable by the PCC. The range is from 10 to 180 seconds;
the default value is 180.

Router (config-sr-te-pcc)# timers initiated orphans seconds

Use the timersinitiated state command to specify the amount of time that a PCE-initiated SR policy will
remain programmed while not being delegated to any PCE. The range is from 15 to 14440 seconds (24 hours);
the default value is 600.

Router (config-sr-te-pcc) # timers initiated state seconds

To better understand how the PCE-initiated SR policy timers operate, consider the following example:
* PCE A instantiates SR policy P at head-end N.
» Head-end N delegates SR policy P to PCE A and programs it in forwarding.

» Ifhead-end N detects that PCE A is no longer reachable, then head-end N starts the PCE-initiated or phan
and state timers for SR policy P.

* If PCE A reconnects before the or phan timer expires, then SR policy P is automatically delegated back
to its original PCE (PCE A).

* After the or phan timer expires, SR policy P will be eligible for delegation to any other surviving PCE(s).

* If SR policy P is not delegated to another PCE before the state timer expires, then head-end N will
remove SR policy P from its forwarding.

Enable SR-TE SYSLOG Alarms
Use the logging policy status command to enable SR-TE related SYSLOG alarms.

Router (config-sr-te) # logging policy status

Enable PCEP Reports to SR-PCE
Use the report-all command to enable the PCC to report all SR policies in its database to the PCE.

Router (config-sr-te-pcc) # report-all

Customize MSD Value at PCC

Use the maximum-sid-depth value command to customize the Maximum SID Depth (MSD) signaled by
PCC during PCEP session establishment.

The MSD is expressed as a number uSIDs. The number of uSID is expressed as a number of carriers and the
number of uSID per carrier.
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The default MSD value is equal to the maximum MSD supported by the platform (12 — 2 carriers, 6 uSIDs
per carrier).

Router (config-sr-te-srv6) # maximum-sid-depth value
For cases with path computation at PCE, a PCC can signal its MSD to the PCE in the following ways:
* During PCEP session establishment — The signaled MSD is treated as a node-wide property.

* MSD is configured under segment-routing traffic-eng maximum-sid-depth value command

* During PCEP LSP path request — The signaled MSD is treated as an LSP property.

» On-demand (ODN) SR Policy: MSD is configured using the segment-routing traffic-eng
on-demand color color maximum-sid-depth value command

* Local SR Policy: MSD is configured using the segment-routing traffic-eng policy WORD
candidate-paths preference preference dynamic metric sid-limit value command.

N

Note If the configured MSD values are different, the per-LSP MSD takes precedence
over the per-node MSD.

After path computation, the resulting uSID stack size is verified against the MSD requirement.

» If the uSID stack size is larger than the MSD and path computation is performed by PCE, then the PCE
returns a "no path" response to the PCC.

* [f the uSID stack size is larger than the MSD and path computation is performed by PCC, then the PCC
will not install the path.

\}

Note A sub-optimal path (if one exists) that satisfies the MSD constraint could be computed in the following cases:

* For a dynamic path with TE metric, when the PCE is configured with the pce segment-routing te-latency
command or the PCC is configured with the segment-routing traffic-eng te-latency command.

* For a dynamic path with LATENCY metric

* For a dynamic path with affinity constraints

For example, if the PCC MSD is 4 and the optimal path (with an accumulated metric of 100) requires 5 uSIDs,
but a sub-optimal path exists (with accumulated metric of 110) requiring 4 uSIDs, then the sub-optimal path
is installed.

Customize the SR-TE Path Calculation

Use the te-latency command to enable ECMP-aware path computation for TE metric.

Router (config-sr-te) # te-latency
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\)

Note ECMP-aware path computation is enabled by default for IGP and LATENCY metrics.

Configure PCEP Redundancy Type

Use the redundancy pcc-centric command to enable PCC-centric high-availability model. The PCC-centric
model changes the default PCC delegation behavior to the following:

« After LSP creation, LSP is automatically delegated to the PCE that computed it.
» If this PCE is disconnected, then the LSP is redelegated to another PCE.

» If the original PCE is reconnected, then the delegation fallback timer is started. When the timer expires,
the LSP is redelegated back to the original PCE, even if it has worse preference than the current PCE.

Router (config-sr-te-pcc) # redundancy pcc-centric

Configuring Head-End Router as PCEP PCC and Customizing SR-TE Related Options: Example
The following example shows how to configure an SR-TE head-end router with the following functionality:

* Enable the SR-TE head-end router as a PCEP client (PCC) with 2 PCEP servers (PCE) with different
precedence values. The PCE with IP address cafe:0:2::2 is selected as BEST.

* Enable SR-TE related syslogs.
* Set the Maximum SID Depth (MSD) signaled during PCEP session establishment to 10.

* Enable PCEP reporting for all policies in the node.

Nodel (config) # segment-routing

Nodel (config-sr)# traffic-eng

Nodel (config-sr-te) # pecc

Nodel (config-sr-te-pcc) # source-address ipvé cafe:0:1::1
Nodel (config-sr-te-pcc) # pce address ipv6 cafe:0:2::2
Nodel (config-pcc-pce) # precedence 10

Nodel (config-pcc-pce) # exit

Nodel (config-sr-te-pcc) # pce address ipvé6 cafe:0:3::3
Nodel (config-pcc-pce) # precedence 20

Nodel (config-pcc-pce) # exit

Nodel (config-sr-te-pcc) # report-all

Nodel (config-sr-te-pcc) # exit

Nodel (config-sr-te) # srvé

Nodel (config-sr-te-srv6) # maximum-sid-depth 10

Nodel (config-sr-te-srv6) # exit

Nodel (config-sr-te) # logging

Nodel (config-sr-te-log) # policy status

Nodel (config-sr-te-log) # exit

Nodel (config-sr-te) #

Running Config

segment-routing
traffic-eng
srvé
maximum-sid-depth 10
|
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logging
policy status
|
pcc
source-address ipvé cafe:0:1::1
pce address ipv6 cafe:0:2::2
precedence 10
|
pce address ipv6 cafe:0:3::3
precedence 20
|
report-all
|

Verification

Nodel# show segment-routing traffic-eng pcc ipv6 peer brief

Address Precedence State Learned From
cafe:0:2::2 10 up config
cafe:0:3::3 20 up config

Nodel# show segment-routing traffic-eng pcc ipv6 peer detail

PCC's peer database:

Peer address: cafe:0:2::2
Precedence: 10, (best PCE)
State up
Capabilities: Stateful, Update, Segment-Routing, Instantiation
PCEP has been up for: 01:22:23
Local keepalive timer is 30 seconds
Remote keepalive timer is 30 seconds
Local dead timer is 120 seconds
Remote dead timer is 120 seconds
Authentication: None

Statistics:
Open messages: rx 1 | tx 1
Close messages: rx 0 | tx O
Keepalive messages: rx 164 | tx 163
Error messages: rx 0 | tx O
Report messages: rx 0 | tx 110
Update messages: rx 36 | tx O

Peer address: cafe:0:3::3
Precedence: 20
State up
Capabilities: Stateful, Update, Segment-Routing, Instantiation
PCEP has been up for: 01:21:48
Local keepalive timer is 30 seconds
Remote keepalive timer is 30 seconds
Local dead timer is 120 seconds
Remote dead timer is 120 seconds
Authentication: None

Statistics:
Open messages: rx 1 | tx 1
Close messages: rx 0 | tx O
Keepalive messages: rx 164 | tx 162
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Error messages: rx 0 | tx 0
Report messages: rx 0O | tx 82
Update messages: rx 0O | tx O

SR-TE Application Programming Interface (API)

Table 33: Feature History Table

Feature Name Release Information Feature Description
SR-TE Application Programming | Release 7.11.1 This feature introduces an API
Interface (API) solution that simplifies the task of

building SR-TE controllers and
managing SRTE policies. It does
so by defining gRPC API services
that allow applications to request
SR policy operations.

The solution leverages the gRPC
Service API and GPB Data models,
providing a unified, scalable, and
secure method for network
programming.

This feature introduces these
changes:
New CLI

* grpc segment-routing
traffic-eng policy-service

YANG Data M odels:

EMSD Yang model is updated to
have this config under
"segment-routing" container.

* Native model:
Cisco-IOS-XR-man-ems-cfg.yang

* UM model:

Cisco-IOS-XR-um-grpc-cfg.yang

(see GitHub, YANG Data Models
Navigator)

SDN controllers and applications with SR traffic-engineering capabilities require a mechanism to create,
monitor, and control SRv6-TE (IPv6) policies with different properties, such as optimization objectives,
constraints, and segment-lists.

This feature introduces an API solution that simplifies building SR-TE controllers by defining gRPC API
services to request SR policy operations. These services allow for SR policy operations, potentially including
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the creation, modification, or deletion of such policies. It's a more efficient and modernized approach to
managing and controlling SR-TE policies.

Google-defined remote procedure call (gRPC) is an open-source RPC framework. It is based on Protocol
Buffers (Protobuf), which is an open-source binary serialization protocol. gRPC provides a flexible, efficient,
automated mechanism for serializing structured data, like XML, but is smaller and simpler to use. You can
define the structure using protocol buffer message types in .proto files. Each protocol buffer message is a
small logical record of information, containing a series of name-value pairs.

The client applications use this protocol to request information from the router and make configuration changes
to the router. The process for using data models involves:

* Obtaining the data models.
+ Establishing a connection between the router and the client using gRPC communication protocol.

* Managing the configuration of the router from the client using data models.

)

Note Refer to Use gRPC Protocol to Define Network Operations with Data Models in the Programmability
Configuration Guide for Cisco ASR 9000 Series Routers.

Usage Guidelines and Limitations

» The API is supported for SRv6-TE policies.

* The API is not supported on the SR PCE.

SR-TE gRPC API

The SR-TE gRPC API uses the protocol buffers definition interface language (IDL) to manage the lifecycle
(creation, modification, deletion) of SR-TE policies signaled by a controller/PCE and programmed at a headend.

The gRPC requests are encoded and sent to the SR-TE headend router (gRPC server) using JSON. The router
can invoke the RPC calls defined in the IDL to program the SR-TE policies.

The gRPC service specifications for SR-TE, including the definitions of messages and the data model, are
housed in a proto file. This SR-TE gRPC API proto file and a sample client are available in the following
Github repository: https://github.com/ios-xr/SR-TE

SR-TE gRPC API proto file provides the following RPCs:

gRPC Operation |Description

SRTEPolicyAdd |Create and modify an SR-TE policy and its identifiers and attributes (for ex: color,
endpoint, head-end, candidate paths).

SRTEPolicyDelete | Delete an SR-TE policy or any of its candidate paths.

Enabling the SR-TE gRPC API on the Headend Router
Use the following commands to enable the SR-TE gRPC API:

RP/0/RPO/CPUO:ios (config) # grpc
RP/0/RP0/CPUO:i0s (config-grpc) # segment-routing
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RP/0/RPO/CPUO:ios (config-grpc-sr) # traffic-eng
RP/0/RP0O/CPUO:ios (config-grpc-sr-te) # policy-service
RP/0/RP0O/CPUO:ios (config-grpc-sr-te)# commit

\)

Note Refer to Use gRPC Protocol to Define Network Operations with Data Models in the Programmability
Configuration Guide for Cisco ASR 9000 Series Routers for other gRPC parameters.

Verify

Use the show segment-routing traffic-eng service-api clients command to display the SR-TE gRPC API client
and its status:

RP/0/RSPO/CPUO:ios# show segment-routing traffic-eng service-api clients

Client name: emsd (Protocol type: gRPC)

Role: Active

ID: 960268627

State: Up

Throttled: No

Statistics:
Client ever connected: Yes
Connected: 00:00:12 (since Wed Nov 15 15:02:14 PST 2023)
Number of add requests: 0
Number of delete requests: 0

Examples

In the following examples, R1 is the SR-TE headend and the gRPC server. The headend router implements
the server-side of the gRPC communication, handling requests from gRPC clients.
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i Qut-of-band network
SR-TE gRPC client

T

R1 i R3 R4 R7 R&
febb:bb00:107::/48 febb:bb00:103:: /48 febb:bb00: 104::/48 febb:bb00: 107::/48 febb:bb00:108::/48

In these examples, an SR-TE gRPC client written in Python is used to emulate the controller node. These
clients send commands to create, modify, or delete SRTE policies, and the headend router executes these
commands and returns the responses.

Example 1: Programming an SRv6-TE Policy with Explicit Path viagRPC API
1. Configure the SRv6-TE policy.

In this example, the SRv6-TE policy uses explicit paths with a segment list. The following JSON file is
passed as an input to the SR-TE gRPC client to program an SRv6-TE policy with an explicit path at the
head-end router.

controller:grpc$ more sample srvé_explicit path req.json
{
"policies": [
{
"key": {
"color": 6,
"endpoint": "2001:0:108::1",
"headend": "2001:0:101::1"
}!

"CPs": [
{
"explicit": [
{

"segmentList": {
"name": "test-srvo",
"segments": {

"typeB": [

"fcbb:bb00:104::",
"fcbb:bb00:108::"
]
}
}
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}
:|l
"preference": 10,
"dataplane": 1,
"key": |
"originatorID": {
"ASN": 64000,
"nodeID": "1.1.1.101"
}I
"discriminator": 100,
"originatorProtocol”: 40
}
}
:|l
"bindingSIDAllocation": 1,
"srv6BindingSID": {
"locatorName": "LOC_BEST EFFORT",
"behavior": 71
}
}
1
}

Execute the command/JSON file on the SR-TE gRPC client:

controller-grpc$ srte client -u <user> -p <password> --policy-add

-j sample srv6 explicit path reqg.json -a <sr-te-headend-ip-addr>:57400
Response: ['{"ReturnCode": 0, "Key": {"Color": 6, "Headend": "2001:0:101::1",
"Endpoint": "2001:0:108::1"}}"]

N

Note Observe the console message indicating the policy state is “UP”:

RP/0/RPO/CPUO:Nov 15 15:11:23.784 PST: xtc_agent[1304]: %0S-XTC-5-SR_POLICY_ UPDOWN
SR policy 'srte c 6 ep 2001:0:108::1' (color 6, end-point 2001:0:108::1) state changed to
UuP

2. Verify the configuration.

Use the following show commands to verify the configuration.

RP/0/RPO/CPUO:R1# show segment-routing traffic-eng policy color 6

SR-TE policy database

Color: 6 End-point: 2001:0:108::1
Name: srte c_6_ep 2001:0:108::1
Status:
Admin: up Operational: up for 00:01:00 (since Nov 15 15:11:23.784)
Candidate-paths:
Preference: 10 (gRPC) (active)
Requested BSID: dynamic
PCC info:
Symbolic name: gRPC srte c 6 ep 2001:0:108::1 c 6 ep 2001:0:108::1 discr 100
PLSP-ID: 1
Constraints:
Protection Type: protected-preferred
Maximum SID Depth: 7
Explicit: segment-list grpc sl 1 (valid)
Weight: 1, Metric Type: TE
SID[0]: fcbb:bb00:104::/48
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Format: £3216
LBL:32 LNL:16 FL:0 AL:80
SID[1]: fcbb:bb00:108::/48
Format: £3216
LBL:32 LNL:16 FL:0 AL:80
SRv6 Information:
Locator: LOC_BEST_EFFORT
Binding SID requested: Dynamic
Binding SID behavior: uB6 (Insert.Red)
Attributes:
Binding SID: fcbb:bb00:101:e005::
Forward Class: Not Configured
Steering labeled-services disabled: no
Steering BGP disabled: no
IPv6 caps enable: yes
Invalidation drop enabled: no
Max Install Standby Candidate Paths: 0

RP/0/RPO/CPUO:R1# show cef ipvé fcbb:bb00:101:e005::/64

fchbb:bb00:101:e005::/64, version 927, SRv6 Endpoint uB6 (Insert.Red), internal 0x1000001
0x200 (ptr O0x8b1495e8) [1], 0x400 (0x8a460958), 0x0 (0xale205e8)

Updated Nov 15 15:11:23.786

local adjacency to TenGigE0/0/0/0

Prefix Len 64, traffic index 0, precedence n/a, priority 0
gateway array (0x8a2f3708) reference count 1, flags 0x400000, source rib (7), 0 backups

[2 type 3 flags 0x8401 (0x8a396cf8) ext 0x0 (0x0)]
LW-LDI[type=3, refc=1, ptr=0x8a460958, sh-1di=0x8a396cf8]
gateway array update type-time 1 Nov 15 15:11:23.786
LDI Update time Nov 15 15:11:23.787
LW-LDI-TS Nov 15 15:11:23.787
Accounting: Disabled
via fe80::28a:96ff:feaa:ac00/128, TenGigEO0/0/0/0, 8 dependencies, weight 1, class 0,
protected, ECMP-backup (Local-LFA) [flags 0x600]
path-idx 0 bkup-idx 1 NHID 0x0 [0xa0ffal0a0 0x0]
next hop fe80::28a:96ff:feaa:ac00/128
SRv6 H.Insert.Red SID-list {fcbb:bb00:104::}
via fe80::d66a:35ff:fef3:2000/128, TenGigE0/0/0/1, 8 dependencies, weight 1, class
0, protected, ECMP-backup (Local-LFA) [flags 0x600]
path-idx 1 bkup-idx 0 NHID 0x0 [0xa0ffal90 0x0]
next hop fe80::d66a:35ff:fef3:2000/128
SRv6 H.Insert.Red SID-list {fcbb:bb00:104::}

Weight distribution:

slot 0, weight 1, normalized weight 1, class 0
slot 1, weight 1, normalized weight 1, class 0
Load distribution: 0 1 (refcount 2)

Hash OK Interface Address
0 Y TenGigE0/0/0/0 feB80::28a:96ff:feaa:ac00
1 Y TenGigE0/0/0/1 feB80::d66a:35ff:£fef3:2000

Example 2: Programming an SRv6-TE Policy with Dynamic Path (Delegated to PCE) via gRPC API
1. Configure the SRv6-TE policy.
In this example, the SRv6-TE policy uses dynamic paths delegated to the PCE.

The following JSON file is passed as an input to the SR-TE gRPC client to program an SRv6-TE policy
with a dynamic path.
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controller:grpc$ more sample_srvé_dynamic_path req.json
{
"policies": [
{
"key": |
"color": 7,
"endpoint": "2001:0:108::1",
"headend": "2001:0:101::1"
}!
"CPs": [
{
"dynamic": {
"delegate": true,
"ometric": 0O
}!
"preference": 10,
"dataplane": 1,
"key": |
"originatorID": {
"ASN": 64000,
"nodeID": "1.1.1.101"
}!
"discriminator": 100,
"originatorProtocol™: 40
}
}
}!
"bindingSIDAllocation": 1,
"srv6BindingSID": {
"locatorName": "LOC_BEST EFFORT",
"behavior": 71
}
}
1
}

Execute the command/JSON file on the SR-TE gRPC client:

controller-grpc$ srte client -u <user> -p <password> --policy-add

-j sample srv6 dynamic path req.json -a <sr-te-headend-ip-addr>:57400
Response: ['{"ReturnCode": 0, "Key": {"Color": 7, "Headend": "2001:0:101::1",
"Endpoint": "2001:0:108::1"}}"]

N

Note Observe the console message indicating the policy state is “UP”:

RP/0/RP0O/CPUO:Nov 15 15:25:23.671 PST: xtc_agent[1304]: %0S-XTC-5-SR_POLICY_ UPDOWN
SR policy 'srte c 7 ep 2001:0:108::1' (color 7, end-point 2001:0:108::1) state changed to
UpP

2. Verify the configuration.
Use the following show commands to verify the configuration.

RP/0/RPO/CPUO:R1# show segment-routing traffic-eng pol color 7

SR-TE policy database

Color: 7, End-point: 2001:0:108::1
Name: srte c¢ 7 ep 2001:0:108::1
Status:
Admin: up Operational: up for 00:01:06 (since Nov 15 15:25:23.671)
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Candidate-paths:

Preference: 10 (gRPC) (active)
Requested BSID: dynamic
PCC info:
Symbolic name: gRPC _srte c 7 ep 2001:0:108::1 c 7 ep 2001:0:108::1 discr_ 100
PLSP-ID: 3
Constraints:

Protection Type: protect
Maximum SID Depth: 7
Dynamic (pce 2001:0:109::1
Metric Type: TE, Path
SIDI[O]:
Format: £3216
LBL:32 LNL:16
Address: 2001:
fcbb:bb00:104:
Format: £3216
LBL:32 LNL:16
Address: 2001:
fcbb:bb00:107:
Format: £3216
LBL:32 LNL:16
Address: 2001:
fcbb:bb00:108:
Format: £3216
LBL:32 LNL:16

SID[1]:

SID[2]:

SID[3]:

ed-preferred

) (valid)

Accumulated Metric:
fcbb:bb00:103::/48 Behavior:

FL:0 AL:80
0:103::1

:/48 Behavior:

FL:0 AL:80
0:104::1

:/48 Behavior:

FL:0 AL:80
0:107::1

:/48 Behavior:

FL:0 AL:80

uN

uN

uN

uN

44
(PSP/USD)

(PSP/USD)

(PSP/USD)

(PSP/USD)
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(48)

(48)

(48)

(48)

Address: 2001:0:108::1
SRv6 Information:

Locator: LOC_BEST_EFFORT

Binding SID requested: Dynamic

Binding SID behavior: uB6 (Insert.Red)

Attributes:

Binding SID: £cbb:bb00:101:e006::
Forward Class: Not Configured
Steering labeled-services disabled:
Steering BGP disabled: no
IPv6 caps enable: yes
Invalidation drop enabled: no
Max Install Standby Candidate Paths: 0

no

RP/0/RP0O/CPUO:R1# show cef ipvé fcbb:bb00:101:e006::/64

fcbb:bb00:101:e006::/64, version 936, SRv6 Endpoint uB6 (Insert.Red), internal 0x1000001

0x200 (ptr O0x8b149100) [1], 0x400 (0x8a460918), 0x0 (0xal0e20598)
Updated Nov 15 15:25:23.672
local adjacency to TenGigE0/0/0/1
Prefix Len 64, traffic index 0, precedence n/a, priority 0
gateway array (0x8a2f3618) reference count 1, flags 0x500000, source rib (7), 0 backups
[2 type 3 flags 0x8401 (0x8a396e58) ext 0x0 (0x0)]
LW-LDI[type=3, refc=1, ptr=0x8a460918, sh-1di=0x8a396e58]
gateway array update type-time 1 Nov 15 15:25:23.672
LDI Update time Nov 15 15:25:23.672
LW-LDI-TS Nov 15 15:25:23.672
Accounting: Disabled
via fe80::28a:96ff:feaa:ac00/128, TenGigE0/0/0/0, 10 dependencies, weight 1, class
0, backup (Local-LFA) [flags 0x300]
path-idx 0 NHID 0x0 [0x8a0c5a00 0x0]
next hop fe80::28a:96ff:feaa:ac00/128
local adjacency
SRv6 H.Insert.Red SID-list {fcbb:bb00:103:104:107::}
via fe80::d66a:35ff:fef3:2000/128, TenGigE0/0/0/1, 10 dependencies, weight 1, class
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0, protected [flags 0x400]
path-idx 1 bkup-idx 0 NHID 0x0 [0xa0ffal90 0x0]
next hop fe80::d66a:35ff:fef3:2000/128
SRv6 H.Insert.Red SID-list {fcbb:bb00:103:104:107::}

Weight distribution:
slot 0, weight 1, normalized weight 1, class 0
Load distribution: 0 (refcount 2)

Hash OK 1Interface Address
0 Y TenGigE0/0/0/1 fe80::d66a:35ff:£ef3:2000

RP/0/RPO/CPUO:R1# show segment-routing traffic-eng forwarding pol color 7

SR-TE Policy Forwarding database

Color: 7, End-point: 2001:0:108::1
Name: srte c¢ 7 ep 2001:0:108::1
Binding SID: fcbb:bb00:101:e006::
Active LSP:
Candidate path:
Preference: 10 (gRPC)
Segment lists:
SL[O0]:
Name: dynamic
SL ID: 0xa000002
Switched Packets/Bytes: ?/?
Paths:
Path[0]:
Outgoing Interfaces: TenGigEQ0/0/0/0
Next Hop: fe80::28a:96ff:feaa:ac00
FRR Pure Backup: Yes
ECMP/LFA Backup: Yes
SID stack (Top -> Bottom): {fcbb:bb00:103::/48, fcbb:bb00:104::/48,
fcbb:bb00:107::/48})
Path[1l]:
Outgoing Interfaces: TenGigEO0/0/0/1
Next Hop: fe80::d66a:35ff:fef3:2000
FRR Pure Backup: No
ECMP/LFA Backup: No
SID stack (Top -> Bottom): {fcbb:bb00:103::/48, fcbb:bb00:104::/48,
fcbb:bb00:107::/48})

Policy Packets/Bytes Switched: ?/?

Example 3: Delete the Policy

1

On the cRPC client, run the following command to delete the policy configuration:

controller-grpc$ srte client -u <user> -p <password> --policy-delete

-j sample srv6 _explicit path req.json -a <sr-te-headend-ip-addr>:57400
Response: ['{"ReturnCode": 0, "Key": {"Color": 6, "Headend": "2001:0:101::1",
"Endpoint": "2001:0:108::1"}}"]

controller-grpc$ srte client -u <user> -p <password> --policy-delete

-j sample srv6_explicit path req.json -a <sr-te-headend-ip-addr>:57400
Response: ['{"ReturnCode": 0, "Key": {"Color": 7, "Headend": "2001:0:101::1",
"Endpoint": "2001:0:108::1"}}"]
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\}

Note

Observe the console message indicating the policy state is “DOWN:

RP/0/RPO/CPUO:Nov 15 15:30:14.180 PST: xtc_agent[1304]: $0S-XTC-5-SR_POLICY UPDOWN
SR policy 'srte c 6 ep 2001:0:108::1' (color 6, end-point 2001:0:108::1) state changed to
DOWN (path invalidated)

RP/0/RPO/CPUO:Nov 15 15:30:27.181 PST: xtc_agent[1304]: $0S-XTC-5-SR_POLICY UPDOWN
SR policy 'srte c 7 ep 2001:0:108::1' (color 7, end-point 2001:0:108::1) state changed to

DOWN (path invalidated)

2. Verify the delete operation.

RP/0/RSPO/CPUO:ios# show segment-routing traffic-eng service-api clients

Client name: emsd (Protocol type: gRPC)

Role: Active
ID: 440080357
State: Up
Throttled: No
Statistics:

Client ever connected: Yes

Connected: 00:28:00 (since Wed Nov 15 15:02:14 PST 2023)
Number of add requests: 2

Number of delete requests: 2
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Configure Segment Routing Global Block and
Segment Routing Local Block

Local label allocation is managed by the label switching database (LSD). The Segment Routing Global Block
(SRGB) and Segment Routing Local Block (SRLB) are label values preserved for segment routing in the
LSD.

» About the Segment Routing Global Block, on page 243

 About the Segment Routing Local Block, on page 245

* Understanding Segment Routing Label Allocation, on page 246

* Setup a Non-Default Segment Routing Global Block Range, on page 249
* Setup a Non-Default Segment Routing Local Block Range, on page 250

About the Segment Routing Global Block

The Segment Routing Global Block (SRGB) is a range of labels reserved for Segment Routing global segments.
A prefix-SID is advertised as a domain-wide unique index. The prefix-SID index points to a unique label
within the SRGB range. The index is zero-based, meaning that the first index is 0. The MPLS label assigned
to a prefix is derived from the Prefix-SID index plus the SRGB base. For example, considering an SRGB
range of 16,000 to 23,999, a prefix 10.1.1.65/32 with prefix-SID index of 65 is assigned the label value of
16065.
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About the Segment Routing Global Block

Traffic Direction

w» Loopback Prefix 10.1.1.65/32
Prefix SID index 65

D

A

Payload

SRGB
SRGE
SRGB

24,000 24,000 24,000

521230

1,048,575 1,048,575 | 1048575

To keep the configuration simple and straightforward, we strongly recommended that you use a homogenous
SRGB (meaning, the same SRGB range across all nodes). Using a heterogenous SRGB (meaning, a different
SRGB range of the same size across nodes) is also supported but is not recommended.

Behaviors and Limitations

* The default SRGB in IOS XR has a size of 8000 starting from label value 16000. The default range is
16000 to 23,999. With this size, and assuming one loopback prefix per router, an operator can assign
prefix SIDs to a network with 8000 routers.

* There are instances when you might need to define a different SRGB range. For example:
* Non-IOS XR nodes with a SRGB range that is different than the default IOS XR SRGB range.

* The default SRGB range is not large enough to accommodate all required prefix SIDs.

* A non-default SRGB can be configured following these guidelines:

» The SRGB starting value can be configured anywhere in the dynamic label range space (16,000 to
1,048,575).

* In Cisco IOS XR release earlier than 6.6.3, the SRGB can have a maximum configurable size of
262,143.

* In Cisco IOS XR release 6.6.3 and later, the SRGB can be configured to any size value that fits
within the dynamic label range space.

* Allocating an SRGB label range does not mean that all the labels in this range are programmed in the
forwarding table. The label range is just reserved for SR and not available for other purposes. Furthermore,
a platform may limit the number of local labels that can be programmed.

» We recommend that the non-default SRGB be configured under the segment-routing global configuration
mode. By default, all IGP instances and BGP use this SRGB.
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About the Segment Routing Local Block .

* You can also configure a non-default SRGB under the IGP, but it is not recommended.

SRGB Label Conflicts

When you define a non-default SRGB range, there might be a label conflict (for example, if labels are already
allocated, statically or dynamically, in the new SRGB range). The following system log message indicates a
label conflict:

$ROUTING-ISIS-4-SRGB ALLOC FAIL : SRGB allocation failed: 'SRGB reservation not
successful for [16000,80000], SRGB (16000 80000, SRGB ALLOC CONFIG PENDING, 0x2)
(So far 16 attempts). Make sure label range is free'

To remove this conflict, you must reload the router to release the currently allocated labels and to allocate the
new SRGB.

After the system reloads, LSD does not accept any dynamic label allocation before IS-IS/OSPF/BGP have
registered with LSD. Upon IS-IS/OSPF/BGP registration, LSD allocates the requested SRGB (either the
default range or the customized range).

After IS-IS/OSPF/BGP have registered and their SRGB is allocated, LSD starts serving dynamic label requests
from other clients.

)

Note To avoid a potential router reload due to label conflicts, and assuming that the default SRGB size is large
enough, we recommend that you use the default IOS XR SRGB range.

\}

Note  Allocating a non-default SRGB in the upper part of the MPLS label space increases the chance that the labels

are available and a reload can be avoided.

A\

Caution

available entirely.

Modifying a SRGB configuration is disruptive for traffic and may require a reboot if the new SRGB is not

About the Segment Routing Local Block

A local segment is automatically assigned an MPLS label from the dynamic label range. In most cases, such
as TI-LFA backup paths and SR-TE explicit paths defined with IP addresses, this dynamic label allocation is
sufficient. However, in some scenarios, it could be beneficial to allocate manually local segment label values
to maintain label persistency. For example, an SR-TE policy with a manual binding SID that is performing
traffic steering based on incoming label traffic with the binding SID.

The Segment Routing Local Block (SRLB) is a range of label values preserved for the manual allocation of
local segments, such as adjacency segment identifiers (adj-SIDs) , Layer 2 adj-SIDs, binding SIDs (BSIDs),
and BGP peering SIDs. These labels are locally significant and are only valid on the nodes that allocate the
labels.
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. Understanding Segment Routing Label Allocation

Behaviors and Limitations

* The default SRLB has a size of 1000 starting from label value 15000; therefore, the default SRLB range
goes from 15000 to 15,999.

* A non-default SRLB can be configured following these guidelines:

» The SRLB starting value can be configured anywhere in the dynamic label range space (16,000 to
1,048,575).

* In Cisco IOS XR release earlier than 6.6.3, the SRLB can have a maximum configurable size of
262,143.

* In Cisco IOS XR release 6.6.3 and later, the SRLB can be configured to any size value that fits
within the dynamic label range space.

SRLB Label Conflicts

When you define a non-default SRLB range, there might be a label conflict (for example, if labels are already
allocated, statically or dynamically, in the new SRLB range). In this case, the new SRLB range will be accepted,
but not applied (pending state). The previous SRLB range (active) will continue to be in use.

To remove this conflict, you must reload the router to release the currently allocated labels and to allocate the
new SRLB.

A\

Caution

\}

You can use the clear segment-routing local-block discrepancy all command to clear label conflicts.
However, using this command is disruptive for traffic since it forces all other MPLS applications with
conflicting labels to allocate new labels.

Note

\)

To avoid a potential router reload due to label conflicts, and assuming that the default SRGB size is large
enough, we recommend that you use the default IOS XR SRLB range.

Note

Allocating a non-default SRLB in the upper part of the MPLS label space increases the chance that the labels
are available and a reload can be avoided.

Understanding Segment Routing Label Allocation

In IOS XR, local label allocation is managed by the Label Switching Database (LSD). MPLS applications
must register as a client with the LSD to allocate labels. Most MPLS applications (for example: LDP, RSVP,
L2VPN, BGP [LU, VPN], IS-IS and OSPF [Adj-SID], SR-TE [Binding-SID]) use labels allocated dynamically
by LSD.

With Segment Routing-capable IOS XR software releases, the LSD preserves the default SRLB label range
(15,000 to 15,999) and default SRGB label range (16,000 to 23,999), even if Segment Routing is not enabled.
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This preservation of the default SRLB/SRGB label range makes future Segment Routing activation possible
without a reboot. No labels are allocated from this preserved range. When you enable Segment Routing with
the default SRLB/SRGB in the future, these label ranges will be available and ready for use.

The LSD allocates dynamic labels starting from 24,000.

A

Note Ifan MPLS label range is configured and it overlaps with the default SRLB/SRGB label ranges (for example,
mplslabel range 15000 1048575), then the default SRLB/SRGB preservation is disabled.

Example 1: LSD Label Allocation When SR is not Configured
* Special use: 0-15
« MPLS static: 16 to 14,999
* SRLB (preserved): 15,000 to 15,999
* SRGB (preserved): 16,000 to 23,999

* Dynamic: 24,000 to max

0
Special-purpose
and MPLS static labels
14,999
15,000 - 15,999 | Preservedrange (SRLB)

Preserved range (SRGB)

Dynamic label range

521227

Example 2: LSD Label Allocation When SR is Configured with Default SRGB and Default SRLB
* Special use: 0-15
« MPLS static: 16 to 14,999
* SRLB (reserved): 15,000 to 15,999
* SRGB (reserved): 16,000 to 23,999

* Dynamic: 24,000 to max
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0 Special-purpose
and MPLS static

14,999 | labels
15,000 - 15,999 | Reservedrange (SRLB)

Reserved range (SRGB)

Dynamic label range

521228

Example 3: LSD Label Allocation When SR is Configured with Non-default SRGB and Non-default SRLB
* Special use: 0-15
 MPLS static: 16 to 14,999
* SRLB (preserved): 15,000 to 15,999
* SRGB (preserved): 16,000 to 23,999
* Dynamic: 24000 to 28,999
* SRLB (reserved): 29,000 to 29,999
* SRGB (reserved): 30,000 to 39,999

* Dynamic: 40,000 to max
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0

Special-purpose
and MPLS static labels

14,999

15,000 - 15,999 | Preserved range (SRLB)

Preserved range (SRGB)

Dynamic label range

29,000 - 29,999 | Reservedrange (SRLB)

30,000
Reserved range (SRGB)

39,889

Dynamic label range

521229

Setup a Non-Default Segment Routing Global Block Range .

Setup a Non-Default Segment Routing Global Block Range

This task explains how to configure a non-default SRGB range.

SUMMARY STEPS
1. configure
2. segment-routing global-block starting_value ending_value
3. Use the commit or end command.

DETAILED STEPS

Command or Action

Purpose

Step 1 configure

Example:

RP/0/RSPO/CPUO:router# configure

Enters global configuration mode.

Step 2 segment-routing global-block starting valueending_value

Example:

RP/0/RSPO/CPUO:router (config) # segment-routing
global-block 16000 80000

Enter the lowest value that you want the SRGB range to
include as the starting value. Enter the highest value that
you want the SRGB range to include as the ending value.

Step 3 Use the commit or end command.

commit —Saves the configuration changes and remains
within the configuration session.

end —Prompts user to take one of these actions:
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Command or Action Purpose

* Yes— Saves configuration changes and exits the
configuration session.

* No —Exits the configuration session without
committing the configuration changes.

+ Cancel —Remains in the configuration session,
without committing the configuration changes.

Use the show mplslabel table [label label-value] command to verify the SRGB configuration:

Router# show mpls label table label 16000 detail
Table Label Owner State Rewrite

0 16000 ISIS(A):1 InUse No
(Lbl-blk SRGB, vers:0, (start label=16000, size=64001)

What to do next

Configure prefix SIDs and enable segment routing.

Setup a Non-Default Segment Routing Local Block Range

This task explains how to configure a non-default SRLB range.

SUMMARY STEPS
1. configure
2. segment-routing local-block starting_value ending_value
3. Usethe commit or end command.
DETAILED STEPS
Command or Action Purpose
Step 1 configure Enters global configuration mode.
Example:

RP/0/RSPO/CPUO:router# configure

Step 2 segment-routing local-block starting_valueending_value | Enter the lowest value that you want the SRLB range to
include as the starting value. Enter the highest value that

Example: you want the SRLB range to include as the ending value.

RP/0/RSPO/CPUO:router (config) # segment-routing
local-block 30000 30999
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Command or Action Purpose

Step 3

Use the commit or end command. commit —Saves the configuration changes and remains
within the configuration session.

end —Prompts user to take one of these actions:

* Yes— Saves configuration changes and exits the
configuration session.

* No —Exits the configuration session without
committing the configuration changes.

+ Cancel —Remains in the configuration session,
without committing the configuration changes.

Use the show mplslabel table [label label-value] [detail] command to verify the SRLB configuration:

Router# show mpls label table label 30000 detail
Table Label Owner State Rewrite

0 30000 LSD (A) InUse No
(Lbl-blk SRLB, vers:0, (start label=30000, size=1000, app notify=0)

Router# show segment-routing local-block inconsistencies
No inconsistencies

The following example shows an SRLB label conflict in the range of 30000 and 30999. Note that the default
SRLB is active and the configured SRLB is pending:

Router (config) # segment-routing local-block 30000 30999
$ROUTING-MPLS LSD-3-ERR_SRLB_RANGE : SRLB allocation failed: 'SRLB reservation not successfull
for [30000,30999]. Use with caution 'clear segment-routing local-block discrepancy all'

command
to force srlb allocation’

A

Caution  You can use the clear segment-routing local-block discrepancy all command to clear label conflicts.
However, using this command is disruptive for traffic since it forces all other MPLS applications with
conflicting labels to allocate new labels.

Router# show mpls label table label 30000 detail

Table Label Owner State Rewrite

0 30000 LSD (A) InUse No
(Lbl-blk SRLB, vers:0, (start label=30000, size=1000, app_notify=0)

Router# show segment-routing local-block inconsistencies
SRLB inconsistencies range: Start/End: 30000/30999
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Router# show mpls lsd private | i SRLB
SRLB Lbl Mgr:

Current Active SRLB block = [15000, 15999]
Configured Pending SRLB block = [30000, 30999]

Reload the router to release the currently allocated labels and to allocate the new SRLB:

Router# reload

Proceed with reload? [confirm]yes

After the system is brought back up, verify that there are no label conflicts with the SRLB configuration:

Router# show mpls lsd private | i SRLB

SRLB Lbl Mgr:
Current Active SRLB block
Configured Pending SRLB block

[30000, 30999]
[0, 0]

Router# show segment-routing local-block inconsistencies

No inconsistencies

What to do next

Configure adjacency SIDs and enable segment routing.
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Configure Segment Routing for IS-IS Protocol

Integrated Intermediate System-to-Intermediate System (IS-IS), Internet Protocol Version 4 (IPv4), is a
standards-based Interior Gateway Protocol (IGP). The Cisco IOS XR software implements the IP routing
capabilities described in International Organization for Standardization (ISO)/International Engineering
Consortium (IEC) 10589 and RFC 1995, and adds the standard extensions for single topology and multitopology
IS-IS for IP Version 6 (IPv6).

This module provides the configuration information used to enable segment routing for IS-IS.

\}

Note Foradditional information on implementing IS-IS on your Cisco ASR 9000 Series Router, see the |mplementing
IS 1Smodule in the Cisco ASR 9000 Series Aggregation Services Router Routing Configuration Guide.

* Enabling Segment Routing for IS-IS Protocol, on page 253

* Configuring a Prefix-SID on the IS-IS Enabled Loopback Interface, on page 256
* Configuring an Adjacency SID, on page 258

* Configuring Bandwidth-Based Local UCMP, on page 265

* [S-IS Prefix Attributes for Extended IPv4 and IPv6 Reachability, on page 266

¢ [S-IS Multi-Domain Prefix SID and Domain Stitching: Example, on page 270

* IS-IS Unreachable Prefix Announcement, on page 273

* Conditional Prefix Advertisement, on page 275

Enabling Segment Routing for IS-IS Protocol

Segment routing on the IS-IS control plane supports the following:
* [Pv4 and IPv6 control plane
* Level 1, level 2, and multi-level routing
* Prefix SIDs for host prefixes on loopback interfaces
* Multiple IS-IS instances on the same loopback interface for domain border nodes
 Adjacency SIDs for adjacencies

* MPLS penultimate hop popping (PHP) and explicit-null signaling
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This task explains how to enable segment routing for IS-IS.

Before you begin

Your network must support the MPLS Cisco IOS XR software feature before you enable segment routing for
IS-IS on your router.

)

Note  You must enter the commands in the following task list on every IS-IS router in the traffic-engineered portion
of your network.

SUMMARY STEPS
1. configure
2. router isisinstance-id
3. addressfamily {ipv4 | ipv6} [ unicast ]
4. metric-stylewide [level {1 ]| 2}]
5. router-id loopback loopback interface used for prefix-sid
6. segment-routing mpls[sr-prefer]
7. exit
8. Use the commit or end command.
DETAILED STEPS
Command or Action Purpose
Step 1 configure Enters global configuration mode.
Example:

RP/0/RSPO/CPUO:router# configure

Step 2 router isisinstance-id Enables IS-IS routing for the specified routing instance,

and places the router in router configuration mode.
Example:

Note  You can change the level of routing to be performed
RP/0/RSPO/CPUO: router (config) # router isis isp by a particular routing instance by using the is-type
router configuration command.

Step 3 address-family {ipv4 | ipv6 } [ unicast ] Specifies the IPv4 or IPv6 address family, and enters router

Example: address family configuration mode.

RP/0/RSPO/CPUO:router (config-isis) # address-family
ipv4 unicast

Step 4 metric-stylewide [level {1 ] 2}] Configures a router to generate and accept only wide link

metrics in the Level 1 area.
Example:

RP/0/RSPO/CPUO:router (config-isis-af) # metric-style
wide level 1
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Command or Action

Purpose

Step 5 router-id loopback loopback interface used for prefix-sid | Configures router ID for each address-family (IPv4/IPvo6).
Example: IS-IS advertises the router ID in TLVs 134 (for [Pv4 address
RP/0/RSP0O/CPUO:router (config-isis-af) # router-id famHY) and 140 (fOI‘ IPv6 address famiIY)- Required when
loopback0 traffic engineering is used.

Step 6 segment-routing mpls [sr-prefer] Segment routing is enabled by the following actions:
Example: * MPLS forwarding is enabled on all interfaces where

IS-IS is active.
RP/0/RSPO/CPUO:router (config-isis-af) # . . .
segment-routing mpls * All known prefix-SIDs in the forwarding plain are
programmed, with the prefix-SIDs advertised by
remote routers or learned through local or remote
mapping server.
* The prefix-SIDs locally configured are advertised.
Use the sr-prefer keyword to set the preference of segment
routing (SR) labels over label distribution protocol (LDP)
labels.

Step 7 exit

Example:
RP/0/RSPO/CPUO:router (config-isis-af) # exit
RP/0/RSPO/CPUO:router (config-isis) # exit
Step 8 Use the commit or end command. commit —Saves the configuration changes and remains

within the configuration session.
end —Prompts user to take one of these actions:

* Yes— Saves configuration changes and exits the
configuration session.

* No —Exits the configuration session without
committing the configuration changes.

+ Cancel —Remains in the configuration session,
without committing the configuration changes.

What to do next

Configure the prefix SID.
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. Configuring a Prefix-SID on the IS-IS Enabled Loopback Interface

Configuring a Prefix-SID on the IS-IS Enabled Loopback

Interface

A prefix segment identifier (SID) is associated with an IP prefix. The prefix SID is manually configured from
the segment routing global block (SRGB) range of labels. A prefix SID is configured under the loopback
interface with the loopback address of the node as the prefix. The prefix segment steers the traffic along the
shortest path to its destination.

A prefix SID can be anode SID or an Anycast SID. A node SID is a type of prefix SID that identifies a specific
node. An Anycast SID is a type of prefix SID that identifies a set of nodes, and is configured with n-flag clear.
The set of nodes (Anycast group) is configured to advertise a shared prefix address and prefix SID. Anycast
routing enables the steering of traffic toward multiple advertising nodes. Packets addressed to an Anycast
address are forwarded to the topologically nearest nodes.

Strict-SPF SIDs are used to forward traffic strictly along the SPF path. Strict-SPF SIDs are not forwarded to
SR-TE policies. IS-IS advertises the SR Algorithm sub Type Length Value (TLV) (in the SR Router Capability
SubTLV) to include both algorithm 0 (SPF) and algorithm 1 (Strict-SPF). When the IS-IS area or level is
Strict-SPF TE-capable, Strict-SPF SIDs are used to build the SR-TE Strict-SPF policies. Strict-SPF SIDs are
also used to program the backup paths for prefixes, node SIDs, and adjacency SIDs.

\ )

Note The same SRGB is used for both regular SIDs and strict-SPF SIDs.

The prefix SID is globally unique within the segment routing domain.

This task explains how to configure prefix segment identifier (SID) index or absolute value on the IS-IS
enabled Loopback interface.

Before you begin

Ensure that segment routing is enabled on the corresponding address family.

SUMMARY STEPS
1. configure
2. router isisinstance-id
3. interface Loopback instance
4. addressfamily {ipv4 | ipv6 } [ unicast |
5. prefix-sd [strict-spf | algorithm algorithm-number] {index S D-index| absolute S D-value} [n-flag-clear]
[explicit-null ]
6. Usethe commit or end command.
DETAILED STEPS
Command or Action Purpose
Step 1 configure Enters global configuration mode.
Example:
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Configuring a Prefix-SID on the IS-IS Enabled Loopback Interface .

Command or Action

Purpose

RP/0/RSPO/CPUO: router# configure

Step 2 router isisinstance-id Enables IS-IS routing for the specified routing instance,
and places the router in router configuration mode.
Example:
* You can change the level of routing to be performed
RP/0/RSPO/CPUO: router (config) # router isis 1 by a particular routing instance by using the is-type
router configuration command.
Step 3 interface L oopback instance Specifies the loopback interface and instance.
Example:
RP/0/RSP0O/CPUO:router (config-isis)# interface
Loopback0
Step 4 address-family {ipv4 | ipv6 } [ unicast ] Specifies the IPv4 or IPv6 address family, and enters router
address family configuration mode.
Example:
The following is an example for ipv4 address family:
RP/0/RSPO/CPUO:router (config-isis—-if)#
address-family ipv4 unicast
Step 5 prefix-sid [strict-spf | algorithm algorithm-number] Configures the prefix-SID index or absolute value for the

{index S D-index | absolute S D-value} [n-flag-clear]
[explicit-null ]

Example:

RP/0/RSP0O/CPUO:router (config-isis-if-af)#
prefix-sid index 1001

RP/0/RSP0O/CPUO:router (config-isis-if-af) #
prefix-sid strict-spf index 101

RP/0/RSPO/CPUO:router (config-isis-if-af) #
prefix-sid absolute 17001

interface.

Specify strict-spf to configure the prefix-SID to use the
SPF path instead of the SR-TE policy.

Specify algorithm algorithm-number to configure SR

Flexible Algorithm.

Specify index S D-index for each node to create a prefix
SID based on the lower boundary of the SRGB + the index.

Specify absolute S D-value for each node to create a
specific prefix SID within the SRGB.

By default, the n-flag is set on the prefix-SID, indicating
that it is a node SID. For specific prefix-SID (for example,
Anycast prefix-SID), enter the n-f1ag-clear keyword.
IS-IS does not set the ~ flag in the prefix-SID sub Type
Length Value (TLV).

To disable penultimate-hop-popping (PHP) and add
explicit-Null label, enter explicit-null keyword. IS-IS
sets the E flag in the prefix-SID sub TLV.

Note IS-IS does not advertise separate explicit-NULL
or flags for regular SIDs and strict-SPF SIDs. The
settings in the regular SID are used if the settings
are different.
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Configure Segment Routing for IS-IS Protocol |

Command or Action

Purpose

Step 6 Use the commit or end command.

commit —Saves the configuration changes and remains
within the configuration session.

end —Prompts user to take one of these actions:

* Yes— Saves configuration changes and exits the
configuration session.

* No —Exits the configuration session without
committing the configuration changes.

+ Cancel —Remains in the configuration session,
without committing the configuration changes.

Verify the prefix-SID configuration:

RP/0/RSPO/CPUO:router# show isis database verbose

IS-IS 1 (Level-2) Link State Database

LSPID LSP Seq Num LSP Checksum LSP Holdtime ATT/P/OL
router.00-00 * 0x0000039b 0xfc27 1079 0/0/0
Area Address: 49.0001
NLPID: Oxcc
NLPID: 0x8e
MT: Standard (IPv4 Unicast)
MT: IPv6 Unicast 0/0/0
Hostname: router
IP Address: 10.0.0.1
IPv6 Address: 2001:0db8:1234::0a00:0001
Router Cap: 10.0.0.1, D:0, S:0

Segment Routing: I:1 V:1, SRGB Base: 16000 Range: 8000
SR Algorithm:
Algorithm: 0
Algorithm: 1
<..00>

Metric: 0O IP-Extended 10.0.0.1/32

Prefix-SID Index: 1001, Algorithm:0, R:0 N:1 P:0 E:0 V:0 L:O

Prefix-SID Index: 101, Algorithm:1, R:0 N:1 P:0 E:0 V:0 L:O

<..0>

Configuring an Adjacency SID

An adjacency SID (Adj-SID) is associated with an adjacency to a neighboring node. The adjacency SID steers
the traffic to a specific adjacency. Adjacency SIDs have local significance and are only valid on the node that

allocates them.

An adjacency SID can be allocated dynamically from the dynamic label range or configured manually from

the segment routing local block (SRLB) range of labels.

Adjacency SIDs that are dynamically allocated do not require any special configuration, however there are

some limitations:
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SUMMARY STEPS

Configuring an Adjacency SID .

* A dynamically allocated Adj-SID value is not known until it has been allocated, and a controller will not
know the Adj-SID value until the information is flooded by the IGP.

* Dynamically allocated Adj-SIDs are not persistent and can be reallocated after a reload or a process
restart.

* Each link is allocated a unique Adj-SID, so the same Adj-SID cannot be shared by multiple links.

Manually allocated Adj-SIDs are persistent over reloads and restarts. They can be provisioned for multiple
adjacencies to the same neighbor or to different neighbors. You can specify that the Adj-SID is protected. If
the Adj-SID is protected on the primary interface and a backup path is available, a backup path is installed.
By default, manual Adj-SIDs are not protected.

Adjacency SIDs are advertised using the existing IS-IS Adj-SID sub-TLV. The S and P flags are defined for
manually allocated Adj-SIDs.
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Table 34: Adjacency Segment Identifier (Adj-SID) Flags Sub-TLV Fields

Field Description

S (Set) This flag is set if the same Adj-SID value has been provisioned on multiple
interfaces.

P (Persistent) This flag is set if the Adj-SID is persistent (manually allocated).

Manually allocated Adj-SIDs are supported on point-to-point (P2P) interfaces.

This task explains how to configure an Adj-SID on an interface.

Before you begin
Ensure that segment routing is enabled on the corresponding address family.

Use the show mplslabel table detail command to verify the SRLB range.

configure

router isisinstance-id

interface type interface-path-id

point-to-point

address-family {ipv4 | ipv6 } [ unicast ]

adjacency-sid {index adj-SD-index | absolute adj-S D-value } [protected ]
Use the commit or end command.

No oA BN~
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DETAILED STEPS

Configure Segment Routing for IS-IS Protocol |

Command or Action

Purpose

Step 1 configure Enters global configuration mode.
Example:
RP/0/RSPO/CPUO:router# configure
Step 2 router isisinstance-id Enables IS-IS routing for the specified routing instance,
and places the router in router configuration mode.
Example:
* You can change the level of routing to be performed
RP/0/RSPO/CPUO:router (config) # router isis 1 by a particular routing instance by using the istype
router configuration command.
Step 3 interface type interface-path-id Specifies the interface and enters interface configuration
mode.
Example:
RP/0/RSPO/CPUO:router (config-isis)# interface
GigabitEthernet0/0/0/7
Step 4 point-to-point Specifies the interface is a point-to-point interface.
Example:
RP/0/RSP0O/CPUO:router (config-isis-if) #
point-to-point
Step 5 address-family {ipv4 | ipv6 } [ unicast ] Specifies the IPv4 or IPv6 address family, and enters router
address family configuration mode.
Example:
The following is an example for ipv4 address family:
RP/0/RSPO/CPUO:router (config-isis-if)#
address-family ipv4 unicast
Step 6 adjacency-sid {index adj-SD-index | absolute Configures the Adj-SID index or absolute value for the
adj-SD-value } [protected ] interface.
Example: Specify index adj-SD-index for each link to create an
Ajd-SID based on the lower boundary of the SRLB + the
RP/0/RSPO/CPUO:router (config-isis-if-af) # index.
adjacency-sid index 10 . . .
Specify absolute adj-S D-value for each link to create a
specific Ajd-SID within the SRLB.
RE{O/RSPO/C?ZO;;OUEEE (Ciggig‘ism‘if‘af) # Specify if the Adj-SID is protected. For each primary path,
acdjacency~s: so-ute if the Adj-SID is protected on the primary interface and a
backup path is available, a backup path is installed. By
default, manual Adj-SIDs are not protected.
Step 7 Use the commit or end command. commit —Saves the configuration changes and remains

within the configuration session.
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Protected Adjacency SID Backup Timer .

Command or Action Purpose

end —Prompts user to take one of these actions:

* Yes— Saves configuration changes and exits the
configuration session.

* No —Exits the configuration session without
committing the configuration changes.

» Cancel —Remains in the configuration session,
without committing the configuration changes.

Verify the Adj-SID configuration:

RP/0/RSP0/CPUO:router# show isis segment-routing label adjacency persistent
Mon Jun 12 02:44:07.085 PDT

IS-IS 1 Manual Adjacency SID Table
15010 AF 1IPv4
GigabitEthernet0/0/0/3: IPv4, Protected 1/65/N, Active

GigabitEthernet0/0/0/7: IPv4, Protected 2/66/N, Active

15100 AF IPvo6
GigabitEthernet0/0/0/3: IPv6, Not protected 255/255/N, Active

Verify the labels are added to the MPLS Forwarding Information Base (LFIB):

RP/0/RSPO/CPU0O:router# show mpls forwarding labels 15010
Mon Jun 12 02:50:12.172 PDT

Local Outgoing Prefix Outgoing Next Hop Bytes

Label Label or ID Interface Switched

15010 Pop SRLB (idx 10) Gi0/0/0/3 10.0.3.3 0
Pop SRLB (idx 10) Gi0/0/0/7 10.1.0.5 0
16004 SRLB (idx 10) Gi0/0/0/7 10.1.0.5 0 (1)
16004 SRLB (idx 10) Gi0/0/0/3 10.0.3.3 0 (1)

Protected Adjacency SID Backup Timer

IS-IS advertises a protected adjacency SID for an adjacency when a backup path is available. Primary and
backup paths are programmed into the label switching database (LSD) as rewrites.

When an adjacency goes down, IS-IS stops advertising the protected adjacency SID immediately, and the
backup path is promoted and installed as LSD rewrite. After a specified amount of time, the LSD rewrite is
deleted. If the installed path fails again, the protection ends there and traffic through the original protected
adjacency SID is permanently lost.

The Protected Adjacency SID Backup Timer provides a configurable maintenance time period. During this
time period, IS-IS updates the LSD rewrite with primary and backup (if available) paths to the neighbor upon
topology changes.
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. Manually Configure a Layer 2 Adjacency SID

Configuration

Use the segment-routing protected-adjacency-sid-delay command in IS-IS address family configuration
mode. The range is from 30 to 3600 seconds; the default is 900 seconds (15 min).

Router (config) # router isis 1
Router (config-isis) # address-family ipv4 unicast
Router (config-isis-af)# segment-routing protected-adjacency-sid-delay 360

Running Configuration

router isis 1
address-family ipv4 unicast

segment-routing protected-adjacency-sid-delay 360
!
interface GigabitEthernet0/0/0/7
point-to-point
address-family ipv4 unicast
fast-reroute per-prefix
fast-reroute per-prefix ti-1fa
|
|
|

Manually Configure a Layer 2 Adjacency SID

Typically, an adjacency SID (Adj-SID) is associated with a Layer 3 adjacency to a neighboring node, to steer
the traffic to a specific adjacency. If you have Layer 3 bundle interfaces, where multiple physical interfaces
form a bundle interface, the individual Layer 2 bundle members are not visible to IGP; only the bundle interface
is visible.

You can configure a Layer 2 Adj-SID for the individual Layer 2 bundle interfaces. This configuration allows
you to track the availability of individual bundle member links and to verify the segment routing forwarding
over the individual bundle member links, for Operational Administration and Maintenance (OAM) purposes.

A Layer 2 Adj-SID can be allocated dynamically or configured manually.

* IGP dynamically allocates Layer 2 Adj-SIDs from the dynamic label range for each Layer 2 bundle
member. A dynamic Layer 2 Adj-SID is not persistent and can be reallocated as the Layer 3 bundle link
goes up and down.

» Manually configured Layer 2 Adj-SIDs are persistent if the Layer 3 bundle link goes up and down. Layer
2 Adj-SIDs are allocated from the Segment Routing Local Block (SRLB) range of labels. However, if
the configured value of Layer 2 Adj-SID does not fall within the available SRLB, a Layer 2 Adj-SID
will not be programmed into forwarding information base (FIB).

Restrictions

* Adj-SID forwarding requires a next-hop, which can be either an IPv4 address or an IPv6 address, but
not both. Therefore, manually configured Layer 2 Adj-SIDs are configured per address-family.

» Manually configured Layer 2 Adj-SID can be associated with only one Layer 2 bundle member link.
* A SID value used for Layer 2 Adj-SID cannot be shared with Layer 3 Adj-SID.
* SR-TE using Layer 2 Adj-SID is not supported.

This task explains how to configure a Layer 2 Adj-SID on an interface.
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Before you begin

Manually Configure a Layer 2 Adjacency SID .

Ensure that segment routing is enabled on the corresponding address family.

Use the show mplslabel table detail command to verify the SRLB range.

I2-adjacency sid {index adj-SD-index | absolute adj-SID-value } [next-hop {ipv4 _address |

SUMMARY STEPS

1.  configure

2. segment-routing

3. adjacency-sid

4. interface typeinterface-path-id

5. address-family {ipv4 | ipv6 } [ unicast ]

6.

ipv6_address } |

7.  Usethe commit or end command.

8. end

9. router isisinstance-id

10. address-family {ipv4 | ipv6 } [ unicast ]

11. segment-routing bundle-member-adj-sid
DETAILED STEPS

Command or Action

Purpose

Step 1 configure Enters global configuration mode.
Example:
RP/0/RSPO/CPUO:router# configure
Step 2 segment-routing Enters segment routing configuration mode.
Example:
Router (config) # segment-routing
Step 3 adjacency-sid Enters adjacency SID configuration mode.
Example:
Router (config-sr) # adjacency-sid
Step 4 interface type interface-path-id Specifies the interface and enters interface configuration
mo