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     [bookmark: pgfId-1066747]Introduction
      
      
 
     
 
 
     [bookmark: pgfId-1053596]This chapter provides an overview of the Cisco Connected Grid Device Manager (Device Manager) and includes the following sections:
 
     
     	 [bookmark: pgfId-1056989]Overview
 
     	 [bookmark: pgfId-1053186]Additional Information
 
    
 
   
 
    
     [bookmark: pgfId-1057833][bookmark: 73248]Overview
 
     [bookmark: pgfId-1061057]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1061080]Application
 
     	 [bookmark: pgfId-1061108]Tasks
 
     	 [bookmark: pgfId-1064981]Certificates
 
     	 [bookmark: pgfId-1064534]Role-based Access Control
 
     	 [bookmark: pgfId-1064616]Work Authorization
 
    
 
     
      [bookmark: pgfId-1060372][bookmark: 52060]Application
 
      [bookmark: pgfId-1060889]Cisco Connected Grid Device Manager (Device Manager) is a Windows-based application that field technicians can use to manage the Cisco 1000 Series Connected Grid Routers (CGR 1000) over WiFi or Ethernet.
 
      [bookmark: pgfId-1063978]Cisco Connected Grid Network Management System (Cisco CG-NMS) manages multiple CGR 1000 routers, whereas the Device Manager connects and manages a single CGR 1000 at a time.
 
      [bookmark: pgfId-1064123]The Device Manager can operate in Connected Grid field deployments operating with or without CG-NMS.
 
      
      	 [bookmark: pgfId-1064149]When operating with CG-NMS (NMS mode), a Device Manager user can retrieve Work Authorizations from the system as well as perform all supported tasks on the At a Glance page (see Figure 1-2) except as limited by the users assigned roles. (See Role-based Access Control.)
 
      	 [bookmark: pgfId-1064124]When operating without CG-NMS (non-NMS mode), the Device Manager user does not have access to Work Authorizations; however, the user can perform all supported tasks on the At a Glance page except as limited by the user’s assigned roles. 
 
     
 
      [bookmark: pgfId-1064125]CGR 1000 routers are multi-service communications platforms designed for use in field area networks. The portfolio consists of two models–CGR 1240 and CGR 1120–both ruggedized to varying degrees for outdoor and indoor deployments. Both models are modular and support a wide-range of communications interfaces such as 2G/3G, Ethernet, and WiFi.
 
      [bookmark: pgfId-1060987]The Device Manager connects to the CGR 1000 by using a secure Ethernet or WiFi link. (See Figure 1-1.)
 
      [bookmark: pgfId-1060417]Figure 1-1 [bookmark: 64061][bookmark: 43539]Device Manager Application Within a Connected Grid Network
 
      [bookmark: pgfId-1060421]
 
      
      [image: ] 
     
 
    
 
     
      [bookmark: pgfId-1061284][bookmark: 43543]Tasks
 
      [bookmark: pgfId-1061191]The Device Manager enables you to:
 
      
      	 [bookmark: pgfId-1060068]Troubleshoot connectivity between a CGR 1000 and the devices connected to the router. 
 (See Test Connectivity.)
 
      	 [bookmark: pgfId-1063540]Bring up or shut down an CGR 1000 interface.
 
     
 
      [bookmark: pgfId-1063559](See Manage Interfaces.)
 
      
      	 [bookmark: pgfId-1060073]Check and update the current CGR 1000 configuration.
 
     
 
      Change Configuration and Advanced Command.)
 
      
      	 [bookmark: pgfId-1060080]Update the CGR 1000 image on the router.
 
     
 
      [bookmark: pgfId-1063328](See Update Image.)
 
      
      	 [bookmark: pgfId-1060083]View real-time CGR 1000 configuration log for troubleshooting. 
 (See Retrieve Report.)
 
      	 [bookmark: pgfId-1063940]Add and Remove Modules from the CGR 1000 by employing a wizard that guides you through the process. (See Manage Modules.)
 
      	 [bookmark: pgfId-1060088]Use advanced commands to troubleshoot the CGR 1000. 
 
     
 
      [bookmark: pgfId-1063340](See Advanced Command.)
 
      [bookmark: pgfId-1063352]You initiate all tasks from the At a Glance page. (See Figure 1-2.)
 
      [bookmark: pgfId-1061954]Figure 1-2 [bookmark: 66634]At a Glance Page for the CGR 1240
 
      [bookmark: pgfId-1058177]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1058178]
 
      [bookmark: pgfId-1062401]In addition to supported tasks (right side), the At a Glance page provides a view of the CGR 1000 router to which the Device Manager is connected (left side).
 
      [bookmark: pgfId-1062430]At the bottom of the page, you can find the following information:
 
      
      	 [bookmark: pgfId-1058228]Name of the router
 
      	 [bookmark: pgfId-1058245]Version of the software
 
      	 [bookmark: pgfId-1058250]Model number of the CGR 1000
 
      	 [bookmark: pgfId-1058255]Serial number of the CGR 1000
 
      	 [bookmark: pgfId-1058262]Door status of the system casing, (Opened or Closed) for the router (CGR 1240 only)
 
      	 [bookmark: pgfId-1058266]Battery status, when an optional backup battery is installed (CGR 1240 only)
 
      	 [bookmark: pgfId-1062521]Slots within the system and modules installed in those slots (CGR 1120 only)
 
      	 [bookmark: pgfId-1058267]Storage status, including amount of storage available
 
      	 [bookmark: pgfId-1058272]Connection method of the Device Manager to the CGR 1000 (WiFi or Ethernet)
 
      	 [bookmark: pgfId-1058273]Certificate status
 
      	 [bookmark: pgfId-1058279]Authorization indicates the user role of the connected user
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1064776]Tip To refresh the At a Glance page, click the Refresh icon (lower right side).

      
     

     
 
    
 
     
      [bookmark: pgfId-1064879][bookmark: 92047]Certificates
 
      [bookmark: pgfId-1066056]You can import certificates through the Device Manager by employing the Setup wizard or by command line. The application launches the Setup wizard when either the user clicks the Setup icon or when the certificate is not detected. (See Import Certificates.)
 
    
 
     
      [bookmark: pgfId-1066061][bookmark: 58302]Role-based Access Control
 
      [bookmark: pgfId-1066781]As a user, you are assigned roles that manage your access to operational and management functions of the Device Manager, which are summarized on the At a Glance page.
 
      [bookmark: pgfId-1066782]The Device Manager displays or restricts access to tasks based on your assigned role:
 
      
      	 [bookmark: pgfId-1064403]When operating in non-NMS mode, the Device Manager supports four roles (admin, tech, viewer, and upload image). The assigned certificate extension Object ID (OID) manages roles and user access. Your administrator defines certificate extension OIDs for Device Manager roles on the Certificate Authority (CA) server.
 
     
 
      [bookmark: pgfId-1066569]–[image: ] Admin–User can perform all the supported tasks.
 
      [bookmark: pgfId-1066570]–[image: ] Technician–User can perform the following tasks: Test connectivity, manage interfaces, update image, retrieve reports, and manage modules.
 
      [bookmark: pgfId-1066561]–[image: ] Viewer–User can perform the following tasks: Test connectivity using predefined targets, view status of interfaces, and retrieve reports.
 
      [bookmark: pgfId-1066578]–[image: ] Upload Image–User can perform the following task: Upload an image to the CGR 1000.
 
      
      	 [bookmark: pgfId-1064404]When operating in NMS mode, the Device Manager supports three roles (admin, tech, and viewer). The role that the CG-NMS administrator assigns to a Work Authorization manages user access. 
 
     
 
      [bookmark: pgfId-1065010]–[image: ] Admin–User can perform all the supported tasks.
 
      [bookmark: pgfId-1065014]–[image: ] Technician–User can perform the following tasks: Test connectivity, manage interfaces, update image, retrieve reports, and manage modules.
 
      [bookmark: pgfId-1065019]–[image: ] Viewer–User can perform the following tasks: Test connectivity using predefined targets, view status of interfaces, and retrieve reports.
 
      
       
     
 
     
 
     [bookmark: pgfId-1066727]Note In NMS mode, user roles defined in CG-NMS take precedence over certificate-defined roles. For example, if you run Device Manager in non-NMS mode and then start Device Manager in NMS mode, the roles used in non-NMS mode are removed and the roles defined in CG-NMS take effect.

      
     

     
 
    
 
     
      [bookmark: pgfId-1064650][bookmark: 71175]Work Authorization
 
      [bookmark: pgfId-1065909]The Work Authorization page is the opening page of the Device Manager when configured to operate in NMS mode. On this page, you can view and select work authorizations for CGR 1000 routers and synchronize with the Cisco CG-NMS to download work authorizations. The Device Manager only needs to be connected to CG-NMS to download and update the work authorizations.
 
      [bookmark: pgfId-1065503]At the CG-NMS, an admin assigns a user role for each of these work authorizations. (See Role-based Access Control.)
 
      
       
     
 
     
 
     [bookmark: pgfId-1065504]Tip You must enable Command Authorization on the CGR 1000 to support this functionality on the Device Manager. (See Enabling Feature on Router.)

      
     

     
 
    
 
   
 
    
     [bookmark: pgfId-1064378][bookmark: 60139]Additional Information
 
     [bookmark: pgfId-1057495]You can find configuration guides and release notes for Cisco 1000 Series Connected Grid products at:
 
     
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1050709]Installation
      
      
 
     
 
 
     [bookmark: pgfId-1017196]This chapter explains how to install the Device Manager software and contains the following topics:
 
     
     	 [bookmark: pgfId-1053784]Required Expertise
 
     	 [bookmark: pgfId-1061595]System Requirements
 
     	 [bookmark: pgfId-1062671]Certificate Installation
 
     	 [bookmark: pgfId-1061609]Device Manager Installation
 
     	 [bookmark: pgfId-1061638]Device Manager Removal
 
    
 
   
 
    
     [bookmark: pgfId-1061224][bookmark: 20416]Required Expertise
 
     [bookmark: pgfId-1061225]This guide is intended for Field Technicians who have basic experience operating a computer laptop.
 
   
 
    
     [bookmark: pgfId-1053662][bookmark: 79319]System Requirements
 
     [bookmark: pgfId-1053332]The Device Manager has the following system requirements:
 
     
     	 [bookmark: pgfId-1053346]Microsoft Windows 7 Enterprise
 
     	 [bookmark: pgfId-1053350]2 GHz or faster processor recommended
 
     	 [bookmark: pgfId-1053351]1 GB RAM minimum (for potential large log file processing)
 
     	 [bookmark: pgfId-1053352]WiFi or Ethernet interface
 
     	 [bookmark: pgfId-1053353]4 GB disk storage space
 
     	 [bookmark: pgfId-1053898]Windows login enabled
 
     	 [bookmark: pgfId-1053354]Utility-signed Certificate Authority (CA) and Client Certificate for router authentication (obtained from your IT department)
 
     	 [bookmark: pgfId-1064909]Customer-specific IT security hardening to keep the Device Manager laptop secure
 
    
 
   
 
    
     [bookmark: pgfId-1062549][bookmark: 53729]Certificate Installation
 
     [bookmark: pgfId-1062730]You can import certificates through the Device Manager by employing the Setup wizard or by command line. (See Import Certificates.)
 
     [bookmark: pgfId-1064839]When the Device Manager cannot locate a valid Certificate Common Name in the registry, the Device Manager launches the Settings page to import a certificate.
 
   
 
    
     [bookmark: pgfId-1054634][bookmark: 21225]Device Manager Installation
 
     [bookmark: pgfId-1063604]Follow these steps to install the Device Manager:
 
    
 
     Step 1[image: ] Double-click the CGDManager executable to start installation. 
 
     [bookmark: pgfId-1055400]Step 2[image: ] Click Next.
 
     [bookmark: pgfId-1055081]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1055080]
 
     [bookmark: pgfId-1055092]Step 3[image: ] Select the check box to accept the terms of the License Agreement, and then click Next.
 
     [bookmark: pgfId-1055123]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1055124]
 
     [bookmark: pgfId-1062837]Step 4[image: ] Click Finish to exit the Setup Wizard and launch the Device Manager.
 
     [bookmark: pgfId-1055153]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1055498]
 
     [bookmark: pgfId-1064138]When the Device Manager cannot locate a valid Certificate Common Name in the registry, the Device Manager launches the Settings page to import a certificate.
 
     
 
   
 
    
     [bookmark: pgfId-1062817][bookmark: 43348]Device Manager Removal
 
     [bookmark: pgfId-1055259]To remove the Device Manager application, click Start > All Programs > Cisco CGD Manager > Uninstall Cisco CGD Manager, or use Add or Remove Programs from the Control Panel.
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1050709]Using the Device Manager
      
      
 
     
 
 
     [bookmark: pgfId-1017196]The chapter explains how to use the Device Manager and contains the following sections:
 
     
     	 [bookmark: pgfId-1053155]Overview
 
     	 [bookmark: pgfId-1087918]How to Use the Device Manager
 
     	 [bookmark: pgfId-1087938]Connect to the CGR 1000
 
     	 [bookmark: pgfId-1143977]Setting Operating Mode
 
     	 [bookmark: pgfId-1154537]Accessing Work Authorizations
 
     	 [bookmark: pgfId-1143981]Performing Tasks on the Router
 
     	 [bookmark: pgfId-1154882]Import Certificates
 
     	 [bookmark: pgfId-1068417]Disconnect from the CGR 1000
 
     	 [bookmark: pgfId-1158139]Connection Override
 
     	 [bookmark: pgfId-1154886]Example Log File Output
 
     	 [bookmark: pgfId-1154891]Feature History
 
    
 
   
 
    
     [bookmark: pgfId-1086467][bookmark: 75430]Overview
 
     [bookmark: pgfId-1086471]Device Manager displays the At a Glance page after securely connecting to the CGR 1000. From this page, you can perform the following tasks as determined by your assigned role. (See Role-based Access Control.)
 
     
     	 [bookmark: pgfId-1102784]Test Connectivity: Verify access to a device (IP address) from the CGR 1000 by using ping to check link connectivity and quality, and initiate a traceroute for an inaccessible IP address. (See Test Connectivity.)
 
     	 [bookmark: pgfId-1086478]Manage Interfaces: Bring up or shut down an CGR 1000 interface, view details for an interface, and reload a module. (See Manage Interfaces.)
 
     	 [bookmark: pgfId-1086480]Change Configuration: Update the CGR 1000 configuration with a provided configuration file, and then reboot the router with the new configuration. (See Change Configuration.)
 
     	 [bookmark: pgfId-1086484]Update Image: Upload a copy of a software image onto the CGR 1000 for immediate installation or for a deferred update of the image. ( See Update Image.)
 
     	 [bookmark: pgfId-1086490]Retrieve Report: Download and view the CGR 1000 system logs. (See Retrieve Report.)
 
     	 [bookmark: pgfId-1138502] Manage Modules: Add and Remove Modules from the CGR 1000 by employing a wizard that guides you through the process. (See Manage Modules.)
 
     	 [bookmark: pgfId-1086492]Advanced Command: Provides a console-like interface to troubleshoot the CGR 1000 by using CLI commands. Supported queries include verifying the system time, viewing the current router configuration, saving the current configuration, viewing the current file directory, rebooting the router, or saving the window output to a file. (See Advanced Command.)
 
    
 
     [bookmark: pgfId-1086501]Figure 3-1 At a Glance Page for the CGR 1240
 
     [bookmark: pgfId-1103814]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1103975]The CGR 1000 image that appears on the left side of the At a Glance page provides a view of the CGR 1000 router to which the Device Manager connects. The CGR 1000 image also displays the Connected Grid Modules installed, as well as LEDs that indicate if the modules are operating. You can also view interfaces, available module slots, and other information. The information can be refreshed at any time by clicking the Refresh icon, located on the bottom right-hand corner of the page.
 
   
 
    
     [bookmark: pgfId-1087557][bookmark: 36024]How to Use the Device Manager
 
     [bookmark: pgfId-1087569]Following are a few examples of how to use the Device Manager:
 
     
     	 [bookmark: pgfId-1087570]Devices connected to a CGR 1000 cannot be reached. Start the Device Manager, connect to the router, and then check connectivity to the device. (See Test Connectivity.)
 
    
 
     (See Advanced Command.) 
 
     Update Configuration) by adding a configuration file to the Device Manager and then updating the CGR 1000 configuration. After you update the configuration (see Advanced Command) the router automatically resets and restarts with the new configuration.
 
     
     	 [bookmark: pgfId-1087592]A software image update must be uploaded and installed on the CGR 1000. Start the Device Manager, upload the new image file, and then update the router with the new image. The router automatically restarts after you update the software image. (See Update Image.) 
 
     	 [bookmark: pgfId-1092995]Newly deployed CGR 1000s do not appear in the back-end system. Start the Device Manager and review the router graphic on the At a Glance page. Check the installed modules and their LEDs to verify their operation. When the LEDs are not flashing, check the installation status of the modules. Refer to the configuration guide for the module. (See  www.cisco.com/go/cgr1000-docs .)
 
     	 [bookmark: pgfId-1173420](CGR 1240 Only) The door of the CGR 1240 is open. Start the Device Manager and check the status of the door (bottom of the At a Glance page). When the door status indicates a status of System Casing Open, you must physically access the CGR 1240 to verify the status of the door. After closing the door, click the Refresh icon (bottom right) on the Device Manager and verify that the door status displays System Casing Closed.
 
     	 [bookmark: pgfId-1176135]A WiMAX module is being added to a CGR 1240. Start the Device Manager and navigate to the 
  At a Glance > Manage Module page. (See Manage Modules.)
 
     	 [bookmark: pgfId-1176146]When there are issues related to WiMAX connectivity, (for instance, after a storm, the WiMAX antenna may not be pointing in the right direction, which can cause RSSI/CINR values to drop), you can use the information on the WiMAX Module Activity page to help troubleshoot the issue. If the issue involves a directional antenna, you can change the direction of the antenna and watch RSSI/CINR values change accordingly. (See View Details for an Interface.)
 
     	 [bookmark: pgfId-1176139]A WiMAX module needs to be reloaded in the event of a hardware failure, hang or crash. (See Reload a Module.)
 
    
 
   
 
    
     [bookmark: pgfId-1067801][bookmark: 43053]Connect to the CGR 1000
 
     [bookmark: pgfId-1074542]You can connect to a CGR 1000 by either Ethernet or WiFi. WiFi connectivity ensures data traffic between the Device Manager and the router are protected by WPA Layer 2 security, once the association and key handshake are complete. The Ethernet connection is secured by HTTPS only.
 
     [bookmark: pgfId-1074535]Connect to the Device Manager by employing one of the following methods:
 
     
     	 [bookmark: pgfId-1070223]Auto Discovered IPv6 address (preferred method for the field)
 
     	 [bookmark: pgfId-1093111]IPv4 address (such as 128.128.128.128)
 
     	 [bookmark: pgfId-1070227]IPv6 address (such as fe80::d81f:6402:2ae4:4ea8)
 
    
 
     [bookmark: pgfId-1079932]Follow these steps to start the Device Manager:
 
    
 
     Step 1[image: ] After installing the Device Manager on your laptop, double-click on the Cisco CGD Manager icon on your Desktop, or select Start > All Programs > Cisco CGD Manager.
 
     [bookmark: pgfId-1078555]The application opens the Connect to the Router page.
 
     [bookmark: pgfId-1142515]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1142742]Step 2[image: ] On the Connect to the Router page, select the connection method: Ethernet, WiFi, Auto Detect.
 
     
     	 [bookmark: pgfId-1142743](WiFi only) Enter the SSID and Passphrase.
 
     	 [bookmark: pgfId-1142744]Enter the router IP address, or select the checkbox to auto-discover the IP address.
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1142748]Note To Auto Discover an IPv6 address, the laptop running Device Manager must be directly connected to the CGR 1000 via Ethernet or WiFi. By design, the Auto Discover function works when there is only one active router within the same network.

     
    

    
 
     [bookmark: pgfId-1142749]Step 3[image: ] On the Connect to the Router page, do one of the following:
 
     
     	 [bookmark: pgfId-1173409]To set or modify the operating mode (non-NMS or NMS mode) of the Device Manager, click the Settings icon on the bottom-right of the Router page. Non-NMS is the default setting.
 
    
 
     [bookmark: pgfId-1173413]The Setup Wizard appears. Proceed to Setting Operating Mode.
 
     
     	 [bookmark: pgfId-1173414]To connect to the router to query the router details (after you set the operating mode), click either  Connect  (non-NMS mode) or Connect to the Router  (NMS mode). 
 
    
 
     [bookmark: pgfId-1147169]The At a Glance page appears. Proceed to Performing Tasks on the Router.
 
     
 
     
      
    
 
    
 
    [bookmark: pgfId-1084897]Tip If you have problems connecting to the Device Manager, refer to Chapter 4, “Troubleshooting” for troubleshooting suggestions.

     
    

    
 
   
 
    
     [bookmark: pgfId-1140728][bookmark: 51378]Setting Operating Mode
 
     [bookmark: pgfId-1147225]The operating mode of the Device Manager determines what tasks you can access and view from the Device Manager and how it interacts with systems within the Connected Grid network field deployment. (See Performing Tasks on the Router.)
 
     [bookmark: pgfId-1147344]You can configure the Device Manager to operate in one of the following modes:
 
     –When you have a CG-NMS operating in the network, you can connect to that system with the Device Manager to download and update work authorizations. Work authorizations allow the Device Manager to view status and perform tasks on the CGR 1000. To operate in conjunction with a CG-NMS system, configure the Device Manager to operate in NMS-mode.
 
     When you do not have a CG-NMS operating in the network or do not want to connect to that system, configure the Device Manager to operate in non-NMS mode. In this case, you connect directly to a CGR 1000 by either WiFi (with valid SSID and passphrase) or Ethernet to view status and perform tasks on the CGR 1000.
 
     [bookmark: pgfId-1147375]Follow these steps to configure the Device Manager operating mode:
 
    
 
     Step 1[image: ] On the Setup Wizard page, select one of the following options:
 
     
     	 [bookmark: pgfId-1146197]To have the Device Manager connect to the Router only (non-NMS mode), select the  No radio button, and then click  Next . Proceed to Step 2.
 
     	 [bookmark: pgfId-1146201]To have the Device Manager operate in conjunction with a CG-NMS system (NMS mode), select the  Yes radio button, and then click  Next . Proceed to Step 3.
 
    
 
     [bookmark: pgfId-1173402]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1173404]Step 2[image: ] [bookmark: 12444](Non-NMS mode) On the Certificate Configuration page, review the Common Name and the certificate details for accuracy and do the following:
 
     [bookmark: pgfId-1147778]
 
     
     [image: ] 
    
 
     
     	 [bookmark: pgfId-1146204]To accept the current certificate, click  Next . Proceed to b.
 
     	 [bookmark: pgfId-1150276]To select a different certificate, click  Change Certificate .  Proceed to Import Certificates.
 
     	 [bookmark: pgfId-1150280]To exit the Setup Wizard, click  Cancel .
 
    
 
     [bookmark: pgfId-1173389][bookmark: 16535]
 
     
     [image: ] 
    
 
     .
 
     .
 
     [bookmark: pgfId-1173465]
 
     
     [image: ] 
    
 
     . 
 
     [bookmark: pgfId-1173470]The At a Glance page appears. Proceed to Performing Tasks on the Router.
 
     [bookmark: pgfId-1173367]Step 3[image: ] [bookmark: 59263](CG-NMS mode) On the NMS Configuration page, do the following:
 
     [bookmark: pgfId-1173371]
 
     
     [image: ] 
    
 
     .
 
     [bookmark: pgfId-1173353] b.[image: ] [bookmark: 21238]On the Certificate Configuration page, review the certificate details, and do one of the following:
 
     [bookmark: pgfId-1173357]
 
     
     [image: ] 
    
 
     . Proceed to c.
 
     Proceed to Import Certificates.
 
     .
 
     .
 
     [bookmark: pgfId-1173348]
 
     
     [image: ] 
    
 
     .
 
     [bookmark: pgfId-1173339]
 
     
     [image: ] 
    
 
     . Proceed to Accessing Work Authorizations.
     P>[image: ] 

     
 
   
 
    
     [bookmark: pgfId-1085595][bookmark: 15831]Accessing Work Authorizations
 
     [bookmark: pgfId-1141923]The Device Manager must be operating in the NMS mode for you to view and download work orders from the CG-NMS to the Work Authorization page. (See Setting Operating Mode.)
 
     [bookmark: pgfId-1155090]The Work Authorization page is the opening page of the Device Manager when operating in NMS mode.
 
     [bookmark: pgfId-1157950]Whenever work or direct inspection of a CGR 1000 is necessary by a field technician, an admin generates a work order on the CG-NMS. Work orders include encrypted WiFi credentials necessary for the technician to connect to the router. In most cases, a work order requires a user with an assigned user role of technician (tech) to access and update the work order. However, a user with a viewer role can retrieve status on a CGR 1000 but not perform tasks on the router.
 
     [bookmark: pgfId-1158098]Each work order has an expected start and end date, which is noted in the Work Details summary (right pane) along with user role and user name and the current state of the work order: New (N), Complete (C), Incomplete (I), or Expired (E).
 
     [bookmark: pgfId-1141945]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1141988]This section covers the following topics:
 
     
     	 [bookmark: pgfId-1163766]Enabling Feature on Router
 
     	 [bookmark: pgfId-1157658]Downloading Work Authorizations
 
     	 [bookmark: pgfId-1157861]Viewing Work Details
 
     	 [bookmark: pgfId-1157866]Updating Work Details
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1154434]Tip To perform additional tasks on the router, click Connect to the Router on the Work Authorization page to launch the At a Glance page. (See Performing Tasks on the Router.)

     
    

    
 
     
      [bookmark: pgfId-1155926][bookmark: 51654]Enabling Feature on Router
 
      [bookmark: pgfId-1163708]The following commands must be entered on the CGR 1000 to support communication between the Device Manager and the router when Work Authorization is in use:
 
     
      [bookmark: pgfId-1163721]router# configure terminal
     

     
      [bookmark: pgfId-1163723]router (config)# cgdm
     

     
      [bookmark: pgfId-1163728]router (config-cgdm)# command authorization enable
     

    
 
     
      [bookmark: pgfId-1163648][bookmark: 43386]Downloading Work Authorizations
 
      on the Work Authorization page.
 
    
 
     
      [bookmark: pgfId-1165954][bookmark: 59160]Viewing Work Details
 
      [bookmark: pgfId-1165955]The Work Number in the Work Details section (right pane) corresponds to an existing work order within a Utility management or operations system that the technician can access to get additional details on the work order.
 
      [bookmark: pgfId-1166375]Generally, a technician synchronizes with the CG-NMS at the beginning of the day to download work orders before heading to the field and then again at the end of the day when back at the office to update CG-NMS with the changes.
 
      [bookmark: pgfId-1165956]To view work order details, do the following:
 
     
 
      Step 1[image: ] On the Work Authorization page, click a work order (left pane).
 
      [bookmark: pgfId-1158012]Step 2[image: ] Using the Work Number that appears (left pane), locate the specific work details from the appropriate system and then do one of the following:
 
      
      	 [bookmark: pgfId-1166118]When you complete the work order, select  Complete from the Work Status drop-down menu.
 
      	 [bookmark: pgfId-1166165]When you are not able to complete the work order, select  Incomplete from the Work Status drop-down menu.
 
     
 
      [bookmark: pgfId-1166206]The work order (left pane) reflects the status change.
 
      to update the CG-NMS.
 
      [bookmark: pgfId-1166436]After synchronization with the CG-NMS, all Completed, Incomplete, and Expired work orders are removed from the Device Manager display.
 
      
 
    
 
     
      [bookmark: pgfId-1155928][bookmark: 40992]Updating Work Details
 
      [bookmark: pgfId-1158086]A work order has four possible states: New (N), Complete (C), Incomplete (I), or Expired (E).
 
      [bookmark: pgfId-1158068]To update the status of a work order, do the following:
 
     
 
      Step 1[image: ] On the Work Authorization page, select the Work Status drop-down menu (right pane).
 
      [bookmark: pgfId-1158085]Step 2[image: ] Select the current state of the work order.
 
      [bookmark: pgfId-1163519]The Work Authorization page reflects the new state of the work order (left pane).
 
      .
 
      
 
    
 
   
 
    
     [bookmark: pgfId-1143887][bookmark: 77974]Performing Tasks on the Router
 
     from the Work Authorization page (NMS mode).
 
     [bookmark: pgfId-1153665]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1153666]Listed below are all the possible tasks that a user can perform. However, your assigned role determines which tasks you can access. The Device Manager displays or restricts tasks based on your assigned role (or roles). The above At a Glance view represents an Admin role. (See Role-based Access Control.)
 
     
     	 [bookmark: pgfId-1152882]Troubleshoot connectivity between a CGR 1000 and the devices connected to the router. 
 (See Test Connectivity.)
 
     	 [bookmark: pgfId-1152886]Bring up or shut down a CGR 1000 interface. (See Manage Interfaces.)
 
     	 [bookmark: pgfId-1152891]Check and update the current CGR 1000 configuration.
 
    
 
     [bookmark: pgfId-1152898](See Change Configuration and Advanced Command.)
 
     
     	 [bookmark: pgfId-1152899]Upload and/or update the CGR 1000 image and reset the router. (See Update Image.)
 
     	 [bookmark: pgfId-1152904]View real-time CGR 1000 configuration log for troubleshooting. (See Retrieve Report.)
 
     	 [bookmark: pgfId-1152908]Add and Remove Modules from the CGR 1000 by employing a wizard that guides you through the process. (See Manage Modules.)
 
     	 [bookmark: pgfId-1173790]View module activity and reload a module (See View Details for an Interface and Reload a Module.)
 
     	 [bookmark: pgfId-1152912]Use advanced commands to troubleshoot the CGR 1000. (See Advanced Command.)
 
    
 
     
      [bookmark: pgfId-1141801][bookmark: 14223][bookmark: 77814][bookmark: 20538]Test Connectivity
 
      [bookmark: pgfId-1064438]The Test Connectivity task allows you to confirm connectivity to a device from the CGR 1000.
 
      
       
     
 
     
 
     [bookmark: pgfId-1106462]Tip Before you can check a device connection or route to a CGR 1000, you must add the IPv4 or IPv6 address of the device to the Device Manager.

      
     

     
 
      [bookmark: pgfId-1064647]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1119576]This section covers the following topics:
 
      
      	 [bookmark: pgfId-1119580]Add a Device IP Address
 
      	 [bookmark: pgfId-1119584]Ping a Device IP Address
 
      	 [bookmark: pgfId-1119739]Trace Route a Device IP Address
 
      	 [bookmark: pgfId-1119793]Remove a Device IP Address
 
     
 
    
 
     
      [bookmark: pgfId-1119388][bookmark: 97364]Add a Device IP Address
 
      [bookmark: pgfId-1119389]Follow these steps to add a device IP address:
 
     
 
      Step 1[image: ] From the At a Glance page, click Test Connectivity.
 
      [bookmark: pgfId-1119391]The Test Connectivity page displays the defined sample devices and/or target addresses.
 
      [bookmark: pgfId-1173315]Step 2[image: ] Click Add to create a target IP address.
 
      [bookmark: pgfId-1173320]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1065562]Step 3[image: ] In the Target Description field, enter a description for the device.
 
      [bookmark: pgfId-1064848]Step 4[image: ] In the Target IP Address field, enter the IP address (IPv4 or IPv6) of the device.
 
      [bookmark: pgfId-1064849]Step 5[image: ] Click OK.
 
      [bookmark: pgfId-1108534]You can now test the connectivity to the device you just added to the Device Manager.
 
      
 
    
 
     
      [bookmark: pgfId-1108560][bookmark: 54093]Ping a Device IP Address
 
      [bookmark: pgfId-1108561]The Ping feature allows you to verify connectivity to a device by querying the target IP address.
 
      [bookmark: pgfId-1070848]Follow these steps to test connectivity between the CGR 1000 and the device:
 
     
 
      Step 1[image: ] On the Test Connectivity page, click on a target IP address from the listing on the page (left pane).
 
      [bookmark: pgfId-1173301]Step 2[image: ] Click Ping Target.
 
      [bookmark: pgfId-1173302]The In Progress dialog box appears.
 
      [bookmark: pgfId-1173306]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1173286]When the system successfully pings the device, the Target Reached dialog box appears.
 
      [bookmark: pgfId-1173290]If the system does not successfully ping a device, refer to Failed Ping.
 
      [bookmark: pgfId-1082642]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1082632]Step 3[image: ] Click Details to view details or click Exit to close the window.
 
      
 
    
 
     
      [bookmark: pgfId-1108986][bookmark: 27413]Failed Ping
 
      [bookmark: pgfId-1173274]Follow these steps if the ping of the target IP address is unsuccessful:
 
     
 
      Step 1[image: ] In the Failed to Reach dialog box, click Details to view the reason the system could not reach the IP address. 
 
      [bookmark: pgfId-1173279]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1070994]
 
      
      [image: ] 
     
 
      after reviewing the reason for the error. 
 
      [bookmark: pgfId-1109817]Proceed to Trace Route a Device IP Address.
 
      
 
    
 
     
      [bookmark: pgfId-1065297][bookmark: 59934]Trace Route a Device IP Address
 
      [bookmark: pgfId-1065298]When an IP address cannot be reached using Ping, you can use the Trace Route feature to check the route taken to reach the device IP address.
 
      [bookmark: pgfId-1071875]Follow these steps to trace the route of the IP address:
 
     
 
      Step 1[image: ] On the Test Connectivity page, select the device IP address from the list.
 
      :
 
      
      	 [bookmark: pgfId-1173267]If the trace route is successful, click  Exit in the Trace Route dialog box.
 
      	 [bookmark: pgfId-1173271]If the trace route is unsuccessful, proceed to Remove a Device IP Address.
 
     
 
      
 
    
 
     
      [bookmark: pgfId-1091625][bookmark: 68338]Remove a Device IP Address
 
      [bookmark: pgfId-1064196]After you have tested a target IP address and verified its connectivity, you can remove the device entry from the Device Manager. You can also remove an IP address that the application identifies as incorrect during failed pings and trace route attempts.
 
      [bookmark: pgfId-1071848]Follow these steps to remove a target IP address:
 
     
 
      Step 1[image: ] On the Test Connectivity page, select the target IP address from the list.
 
      [bookmark: pgfId-1064198]Step 2[image: ] Click Remove.
 
      
 
    
 
     
      [bookmark: pgfId-1059461][bookmark: 69174]Manage Interfaces
 
      [bookmark: pgfId-1084657]You can bring up or shut down an interface on the Manage Interfaces page. You can also view details about a module’s activity and reload a module from the Manage Interfaces page.
 
      
      	 [bookmark: pgfId-1110933]When an interface is up (appears as green), the line protocol is currently active. When an interface is down (appears as red), it means the line protocol is not active. 
 
      	 [bookmark: pgfId-1110970]When an interface is administratively down (appears as gray), the line interface was taken down by the administrator.
 
     
 
      [bookmark: pgfId-1137631]All interfaces installed within the CGR 1000 display automatically.
 
      [bookmark: pgfId-1118528]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1118529]This section covers the following topics:
 
      
      	 [bookmark: pgfId-1118530]Bring Up an Interface
 
      	 [bookmark: pgfId-1118558]Shut Down an Interface
 
      	 [bookmark: pgfId-1173794]View Details for an Interface
 
      	 [bookmark: pgfId-1173816]Reload a Module
 
     
 
      [bookmark: pgfId-1082016]
 
    
 
     
      [bookmark: pgfId-1072941][bookmark: 72310]Bring Up an Interface
 
      [bookmark: pgfId-1072942]When an interface is shut down for any reason, you can attempt to bring up the interface by doing the following: 
 
     
 
      Step 1[image: ] From the At a Glance page, click Manage Interfaces.
 
      [bookmark: pgfId-1173876]Step 2[image: ] On the Manage Interfaces page, select an interface and then click Bring Up Interface.
 
      [bookmark: pgfId-1173255]The In Progress message appears. When the interface is up, the Interface Up dialog box appears.
 
      [bookmark: pgfId-1173259]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1135820]
 
      
      [image: ] 
     
 
      
 
    
 
     
      [bookmark: pgfId-1072986][bookmark: 48650]Shut Down an Interface
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1073001]
      Caution Do not shut down the interface on which the Device Manager communicates with the CGR 1000 or the connection will be lost.
       
       
 
      

     
 
      [bookmark: pgfId-1072973]Follow these steps to shut down an interface:
 
     
 
      Step 1[image: ] From the At a Glance page, click Manage Interfaces.
 
      [bookmark: pgfId-1173888]Step 2[image: ] On the Manage Interfaces page, select an interface and then click Shut Down.
 
      [bookmark: pgfId-1173231]The In Progress message appears. When the process completes, the Interface Down dialog box appears.
 
      [bookmark: pgfId-1173235]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1065797]
 
      
      [image: ] 
     
 
      
 
    
 
     
      [bookmark: pgfId-1173795][bookmark: 50069]View Details for an Interface
 
      [bookmark: pgfId-1173805]The View Details feature allows you to display information for the selected interface and related module, including interface status, model number, MAC and IP addresses, and dynamic statistics. The information is updated every 10 seconds.
 
      
       
     
 
     
 
     [bookmark: pgfId-1173811]Note In this release, details are available for the WiMAX module only.

      
     

     
 
      [bookmark: pgfId-1173850]Follow these steps to view details for a module:
 
     
 
      Step 1[image: ] From the At a Glance page, click Manage Interfaces.
 
      [bookmark: pgfId-1173973]Step 2[image: ] On the Manage Interfaces page, select an interface and then click View Details.
 
      [bookmark: pgfId-1174361]The Module Activity page appears. 
 
      [bookmark: pgfId-1174377]
 
      
      [image: ] 
     
 
      
 
    
 
     
      [bookmark: pgfId-1174398]WiMAX Details
 
      [bookmark: pgfId-1174491]The following information is displayed for the WiMAX module:
 
      
      	 [bookmark: pgfId-1174812]Slot in which module is inserted
 
      	 [bookmark: pgfId-1174813]Model number
 
      	 [bookmark: pgfId-1174814]MAC address
 
      	 [bookmark: pgfId-1174815]IP address
 
      	 [bookmark: pgfId-1174816]Physical layer state (indicates Connected, Disconnected, Scanning, or Authenticating)
 
      	 [bookmark: pgfId-1174817]BSID (ID of the base station to which the WiMAX module is connected)
 
      	 [bookmark: pgfId-1174818]Frequency of transmission of the WiMAX module
 
      	 [bookmark: pgfId-1174819]Channel bandwidth (bandwidth supported by the WiMAX module)
 
      	 [bookmark: pgfId-1174820]RSSI (Received Signal Strength Indication measured in dBm)
 
      	 [bookmark: pgfId-1174821]CINR (Carrier to Interference Noise Ratio measured in dB. A higher value indicates better signal strength)
 
      	 [bookmark: pgfId-1174822]Packets in (number of incoming packets)
 
      	 [bookmark: pgfId-1174823]Packets out (number of outgoing packets)
 
      	 [bookmark: pgfId-1174824]DL Bad CRC Packets (number of bad packets during download - ideally 0)
 
      	 [bookmark: pgfId-1174825]Hardware version
 
      	 [bookmark: pgfId-1174826]Board version
 
     
 
    
 
     
      [bookmark: pgfId-1175104][bookmark: 98918]Reload a Module
 
      [bookmark: pgfId-1175105]Reloading a module shuts off power to the module then powers it on again. 
 
      
       
     
 
     
 
     [bookmark: pgfId-1175106]Note In this release, the Reload Module feature is available for the WiMAX module only.

      
     

     
 
      [bookmark: pgfId-1174992]Follow these steps to reload a module:
 
     
 
      Step 1[image: ] From the At a Glance page, click Manage Interfaces.
 
      [bookmark: pgfId-1175065]Step 2[image: ] On the Manage Interfaces page, select an interface and then click View Details.
 
      [bookmark: pgfId-1175066]The Module Activity page appears.
 
      [bookmark: pgfId-1175026]Step 3[image: ] Click Reload Module.
 
      appears in the Updates area, and it takes 3-4 minutes for WiMAX module base station connectivity to be reestablished.
 
      
 
    
 
     
      [bookmark: pgfId-1073016][bookmark: 33175]Change Configuration
 
      [bookmark: pgfId-1073017]The Change Configuration task allows you to upload a configuration file to the Device Manager and then use that file to update the configuration of the CGR 1000. The configuration file information must include version, username and password, Ethernet and WiFi interfaces, and Device Manager (CGDM) and IP HTTPS configurations.
 
      
       
     
 
     
 
     [bookmark: pgfId-1088627]Note The configuration file must be a complete and valid CGR 1000 configuration. When the configuration file contains missing fields, the Device Manager stops the file upload and warns that the configuration file is incomplete. When you receive an error while updating the configuration file, check the configuration file for missing information.

      
     

     
 
      [bookmark: pgfId-1112546]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1118284]This section covers the following topics:
 
      
      	 [bookmark: pgfId-1118288]Add a Configuration File
 
      	 [bookmark: pgfId-1118292]Update Configuration
 
      	 [bookmark: pgfId-1118296]Correct a Configuration File
 
      	 [bookmark: pgfId-1118321]Remove Configuration File
 
     
 
    
 
     
      [bookmark: pgfId-1065863][bookmark: 27130]Add a Configuration File
 
      [bookmark: pgfId-1073077]Follow these steps to add a configuration file to the Device Manager:
 
     
 
      Step 1[image: ] From the At a Glance page, click Change Configuration.
 
      .
 
      [bookmark: pgfId-1173203]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1060630]
 
      [bookmark: pgfId-1065855]Step 3[image: ] In the Add Configuration dialog box:
 
      [bookmark: pgfId-1113149] a.[image: ] Enter a file description for the configuration file that you are going to upload.
 
      to navigate to the configuration file location and select the file.
 
      .
 
      
 
    
 
     
      [bookmark: pgfId-1077276][bookmark: 57660]Update Configuration
 
      [bookmark: pgfId-1077280]After uploading the configuration file to Device Manager, you can use the file to update the CGR 1000 configuration.
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1066285]
      Caution Updating the configuration causes the router to reboot. All connections to the router are lost during the update. After this task starts, there is no way to cancel the event. Be careful when using this feature.
       
       
 
      

     
 
      [bookmark: pgfId-1113609]Follow these steps to update the configuration file on the CGR 1000:
 
     
 
      Step 1[image: ] On the Change Configuration page, select the desired configuration file (left pane).
 
      [bookmark: pgfId-1066098]Step 2[image: ] Click Update Configuration.
 
      
      	 [bookmark: pgfId-1066292]If a confirmation dialog box appears, click Confirm to verify that you would like to change the router configuration.
 
      	 [bookmark: pgfId-1115510]If an error message appears, the file did not upload to the CGR 1000.
 
     
 
      [bookmark: pgfId-1116209]Proceed to Correct a Configuration File.
 
      
 
    
 
     
      [bookmark: pgfId-1097386][bookmark: 57563]Correct a Configuration File
 
      [bookmark: pgfId-1116216]A configuration file upload fails because the configuration file has missing fields such as version, username and password, Ethernet and WiFi interfaces, and Device Manager (CGDM) and IP HTTPS details. 
 
      [bookmark: pgfId-1115773]To correct a configuration file error:
 
     
 
      Step 1[image: ] Check the configuration file for errors. If errors or missing information exist, make corrections.
 
      [bookmark: pgfId-1089161]Step 2[image: ] Remove the current configuration file from the Device Manager. (See Remove Configuration File.)
 
      [bookmark: pgfId-1116282]Step 3[image: ] Add the updated configuration file to Device Manager. (See Add a Configuration File.)
 
      [bookmark: pgfId-1089156]Step 4[image: ] Update the configuration file. (See Update Configuration.)
 
      
 
    
 
     
      [bookmark: pgfId-1060721][bookmark: 83334]Remove Configuration File
 
      [bookmark: pgfId-1060729]After you update the CGR 1000 with the new configuration file, you can remove the file from Device Manager. You can also use this function to remove unwanted or duplicate configuration files.
 
      [bookmark: pgfId-1073086]Follow these steps to remove a configuration file:
 
     
 
      Step 1[image: ] On the Change Configuration page, select the configuration file you want to remove from the list.
 
      [bookmark: pgfId-1083815]Step 2[image: ] Click Remove.
 
      
 
    
 
     
      [bookmark: pgfId-1059877][bookmark: 97677]Update Image
 
      [bookmark: pgfId-1136926]The CGR 1000 image bundle contains information that the router uses when starting up and operating. The information in the image contains information on FPGA, 3G, wireless drivers, and so on. The only acceptable file format for the Cisco CGR 1000 image file is a zip bundle, which contains a manifest file with information on versioning and files. Any missing files in the zip bundle cancels the update. You can find the official Cisco CGR 1000 zip bundle on Cisco.com.
 
      [bookmark: pgfId-1136930]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1117865]This section covers the following topics:
 
      
      	 [bookmark: pgfId-1117929]Upload Image
 
      	 [bookmark: pgfId-1118009]Replace Image
 
      	 [bookmark: pgfId-1118061]Remove Image
 
     
 
    
 
     
      [bookmark: pgfId-1089451][bookmark: 31159]Upload Image
 
      [bookmark: pgfId-1089455]Before you can update an image on the CGR 1000, you must upload the image to the Device Manager.
 
      [bookmark: pgfId-1117110]The Upload Image option allows you to upload and store a copy of a software image on the CGR 1000 without initiating an immediate image install. This capability allows operations personnel to use CG-NMS or a Utility management tool to install and reboot the CGR 1000 when network conditions allow.
 
      [bookmark: pgfId-1073129]Follow these steps to upload a image:
 
     
 
      .
 
      [bookmark: pgfId-1130215]Step 2[image: ] On the Update Image page, select the CGR 1000 software image that you want to upload.
 
      
       
     
 
     
 
     [bookmark: pgfId-1117145]Note If the software image that you want to install on the CGR 1000 is not listed, click Add and browse to the image, and then click OK to upload the image.

      
     

     
 
      [bookmark: pgfId-1117120]Step 3[image: ] Click Upload Image.
 
      [bookmark: pgfId-1117341]The new image is stored on the CGR 1000 router until you are ready to replace the image on the router. (See Replace Image.)
 
      
 
    
 
     
      [bookmark: pgfId-1068677][bookmark: 21023]Replace Image
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1073137]
      Caution Be careful when using this feature. After this tasks starts, there is no way to cancel the event. Updating the CGR 1000 software image might take awhile to complete and requires a reboot. All connections to the router will be unavailable during the image update. 
       
       
 
      

     
 
      [bookmark: pgfId-1073166]Follow these steps to replace an image:
 
     
 
      Step 1[image: ] On the Update Image page, select an CGR 1000 image.
 
      [bookmark: pgfId-1066412]Step 2[image: ] Click Replace Image.
 
      [bookmark: pgfId-1117426]A confirmation dialog box appears.
 
      [bookmark: pgfId-1066561]Step 3[image: ] To begin the replace image process, click Confirm. 
 
      [bookmark: pgfId-1117634]Step 4[image: ] After the router software update completes, the router restarts.
 
      
 
    
 
     
      [bookmark: pgfId-1060849][bookmark: 55877]Remove Image
 
      [bookmark: pgfId-1060850]After you update an image, you can remove the image file from the Device Manager. You can also use the Remove image option to remove a image file you added mistakenly.
 
      [bookmark: pgfId-1073177]Follow these steps to remove an image:
 
     
 
      Step 1[image: ] On the Update Image page, select an CGR 1000 image.
 
      [bookmark: pgfId-1060878]Step 2[image: ] Click the Remove button (bottom of page).
 
      
 
    
 
     
      [bookmark: pgfId-1059921][bookmark: 43838]Retrieve Report
 
      file.
 
      
      	 [bookmark: pgfId-1128917]You can specify that you want to retrieve and view all CGR 1000 log events (Retrieve All) or view a specified number of log events (200 or 1000)
 
      	 [bookmark: pgfId-1128922]You can specify that you want to save a copy of the log events that display on the Retrieve Report page to your laptop (Save Report)
 
     
 
      [bookmark: pgfId-1121200]
 
      
      [image: ] 
     
 
    
 
     
      [bookmark: pgfId-1059931]Retrieve and Save Reports
 
      [bookmark: pgfId-1121367]Follow these steps to retrieve real-time reports from the CGR 1000:
 
     
 
      .
 
      [bookmark: pgfId-1131145]Step 2[image: ] On the Retrieve Report page, click the type of report that you want to view or save:
 
      
      	 [bookmark: pgfId-1128975]Retrieve Last 200–Displays the last 200 log events of the CGR 1000.
 
      	 [bookmark: pgfId-1128952]Retrieve Last 1000–Displays the last 1000 log events of the CGR 1000.
 
      	 [bookmark: pgfId-1132294]Retrieve All–Displays all current log events of the CGR 1000.
 
      	 [bookmark: pgfId-1132295]Save Report–Saves a copy of the retrieved log events (displayed on the page) to a default file,  systemlog.txt. By default, the application saves this file in the Documents folder.  However, you can specify the destination for the file. See SYSTEMLOG.TXT SAMPLE for example output.
 
     
 
      
 
    
 
     
      [bookmark: pgfId-1140915][bookmark: 69787]Manage Modules
 
      [bookmark: pgfId-1141153]The Manage Modules page provides a wizard that guides you through the process of adding or removing 3G and WiMAX modules. 
 
      [bookmark: pgfId-1171924]The Device Manager updates the configuration file and reloads the CGR 1000 after you add or remove a module.
 
      [bookmark: pgfId-1141053]The plus sign (+) indicates an available slot.
 
      [bookmark: pgfId-1158321]The minus sign (-) indicates an occupied slot. 
 
      [bookmark: pgfId-1141219]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1141234]This section covers the following topics:
 
      
      	 [bookmark: pgfId-1141238]Add a Module
 
      	 [bookmark: pgfId-1141242]Remove a Module
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1158467]Tip • For details on opening the chassis door of the CGR 1240, please refer to the “Opening the Router Chassis” chapter in the Cisco 1240 Connected Grid Router Hardware Installation Guide at:
www.cisco.com/go/cgr1000-docs
 
     [bookmark: pgfId-1158467]Tip • For details on opening the chassis door of the CGR 1240, please refer to the “Opening the Router Chassis” chapter in the Cisco 1240 Connected Grid Router Hardware Installation Guide at:
www.cisco.com/go/cgr1000-docs
 
      
      	 [bookmark: pgfId-1158508]For details on installing a specific module, refer to the Installation and Configuration Guide for that module at:  www.cisco.com/go/cgr1000-docs 
 
     
 
      
 
    
 
     
      [bookmark: pgfId-1158570][bookmark: 97112]Add a Module
 
      
       
     
 
     
 
     [bookmark: pgfId-1170319]Note You cannot run any other operations when adding the module.

      
     

     
 
      [bookmark: pgfId-1170238]To add a module, do the following:
 
     
 
      Step 1[image: ] On the Manage Modules page, click on a plus (+) sign in the router diagram (left pane) to get started.
 
      . message appears on the page. Do not install the module until this message disappears from the page.
 
      [bookmark: pgfId-1172574]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1172575]
 
      message disappears, insert the module into the physical slot of the router.
 
      [bookmark: pgfId-1170267]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1172605]
 
      .
 
      [bookmark: pgfId-1172393]The following message appears on the page to indicate an update to the configuration file is in process:
 
      
 
      [bookmark: pgfId-1158531]A green line appears around the slot within the router diagram when the module is active.
 
      [bookmark: pgfId-1158962]Step 4[image: ] After you successfully insert the module, click Refresh icon (lower-right corner).
 
      [bookmark: pgfId-1171571]A minus (-) sign appears in the slot where you added the module.
 
      
 
    
 
     
      [bookmark: pgfId-1141298][bookmark: 70448]Remove a Module
 
      
       
     
 
     
 
     [bookmark: pgfId-1160371]Note Before starting the removal process, ensure that no traffic is active or destined for the module. You cannot run any other operations when removing a module.

      
     

     
 
      [bookmark: pgfId-1173184]To remove a module, do the following:
 
     
 
      Step 1[image: ] On the Manage Modules page, click on a module slot within the Info area (right pane) that corresponds to the location of the module that you want to remove. Populated slots display a minus sign (-).
 
      [bookmark: pgfId-1158946]A blue outline appears around the slot in the router diagram to confirm selection, and a Warning message appears stating that you are about to remove a module.
 
      .
 
      [bookmark: pgfId-1170277]The following message appears on the page:
 
      
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1170279]
      Caution Do not physically remove the module until a message prompts you to do so.
       
       
 
      

     
 
      [bookmark: pgfId-1172638]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1172650]
 
      [bookmark: pgfId-1172654]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1172655]
 
      [bookmark: pgfId-1160249]Step 3[image: ] When the Removing Module message appears, remove the module from the physical slot of the router.
 
      .
 
      [bookmark: pgfId-1158990]The following message appears on the page to indicate an update to the configuration file is in process:
 
      
 
      [bookmark: pgfId-1173180]Step 5[image: ] When the configuration update completes, a success message appears.
 
      [bookmark: pgfId-1173181]A plus (+) sign now appears in the slot where you physically removed the module indicating an empty slot.
 
      
 
    
 
     
      [bookmark: pgfId-1059930][bookmark: 18982]Advanced Command
 
      
 
      [bookmark: pgfId-1068499]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1093694]
 
      
       
     
 
     
 
     [bookmark: pgfId-1093695]Note Not all interactive commands are supported. Configuration commands must be concatenated together, as follows: configuration terminal ; interface ethernet2/1 ; shutdown ; end 

      
     

     
 
     
 
      Step 1[image: ] From the At a Glance page, click Advanced Command. In addition to the advance console, you have the following choices:
 
      
      	 [bookmark: pgfId-1060954]Click System Time to display the current setting of the system clock for the router.
 
      	 [bookmark: pgfId-1060977]Click Show Configuration to display the current configuration of the router.
 
      	 [bookmark: pgfId-1060978]Click Save Configuration to save the current router configuration to startup-config file.
 
      	 [bookmark: pgfId-1060982]Click File Directory to display the router file directory.
 
      	 [bookmark: pgfId-1167166]Click  Upload to upload a new image file to the router.
 
      	 [bookmark: pgfId-1060984]Click Reboot to reboot the router.
 
      	 [bookmark: pgfId-1060989]Click Save Output to save the output displayed on the page to a file,  windowslog.txt .
 By default, the application saves the  windowslog.txt file to the Documents folder. 
 (See WINDOWSLOG.TXT SAMPLE.)
 
     
 
      
 
    
 
   
 
    
     [bookmark: pgfId-1154554][bookmark: 35653]Import Certificates
 
     [bookmark: pgfId-1173771]As admin, you can import certificates through the Device Manager by employing the Setup wizard or by command line. You will need to know the path to the certificate (.pfx) and the certificate password. The certificate password is created when the .pfx file is created. Generally, the admin downloads the .pfx file onto the Device Manager laptop.
 
     [bookmark: pgfId-1173772]The Setup wizard launches when either the user clicks the Settings icon on the opening page of the Device Manager or when the application does not detect a certificate.
 
     [bookmark: pgfId-1173172]To open the Import Certificate page, do the following: 
 
    
 
     on each page. (See Setting Operating Mode.)
 
     [bookmark: pgfId-1173161]You do not need to change any values on the pages as you move through the pages.
 
     .
 
     [bookmark: pgfId-1173154]The Import Certificate page appears.
 
     [bookmark: pgfId-1173149]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1173140]Step 3[image: ] On the Certificate Configuration page, browse to the location of the certificate file (.pfx) on your laptop.
 
     .
 
     
 
   
 
    
     [bookmark: pgfId-1160846][bookmark: 48465][bookmark: 48344]Disconnect from the CGR 1000
 
     Device Manager from the router. The application opens the Connect to the Router page.
 
   
 
    
     [bookmark: pgfId-1154622][bookmark: 81850]Connection Override
 
     [bookmark: pgfId-1158132]You only use the Connection Override option when you need to use different login information than that provided in the work order.
 
     [bookmark: pgfId-1173133]For example, the SSID or Passphrase for a WiFi connection might have changed since the work order was first created, but a new work order was not issued. In this case, the field technician might call the admin for that information and use Connection Override to enter that new information to log in to the router.
 
     [bookmark: pgfId-1163039]Optionally, the field technician can directly connect to the router by using the Over Ethernet option with the Auto Discover IP address option.
 
     [bookmark: pgfId-1158177]To change the login information, do the following:
 
    
 
     .
 
     [bookmark: pgfId-1173129]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1173130]Step 2[image: ] In the Connection Override dialog box, select the connection type (Over Ethernet, Over WiFi, or Auto Detect) from the Connect drop-down menu.
 
     .
 
     
 
   
 
    
     [bookmark: pgfId-1160646][bookmark: 54699]Example Log File Output
 
     [bookmark: pgfId-1061015]This section contains output examples for files generated from the Retrieve Report and Advanced Command pages of the Device Manager.
 
     
      [bookmark: pgfId-1081270][bookmark: 12524]WINDOWSLOG.TXT SAMPLE
 
      file generated from the Advanced Command page.
 
     
      [bookmark: pgfId-1081271]CGR-1# show clock
     

     
      [bookmark: pgfId-1081272]15:13:37.311 PST Tue Oct 16 2012
     

     
      [bookmark: pgfId-1081273]
     

     
      [bookmark: pgfId-1081274]CGR-1# show running
     

     
      [bookmark: pgfId-1081275]
     

     
      [bookmark: pgfId-1081276]!Command: show running-config
     

     
      [bookmark: pgfId-1081277]!Time: Tue Oct 16 15:13:38 2012
     

     
      [bookmark: pgfId-1081278]
     

     
      [bookmark: pgfId-1081279]version 5.2(1)CG3(1)
     

     
      [bookmark: pgfId-1081280]logging level feature-mgr 0
     

     
      [bookmark: pgfId-1081281]hostname CGR-1
     

     
      [bookmark: pgfId-1081282]vdc CGR-1 id 1
     

     
      [bookmark: pgfId-1081283] limit-resource vlan minimum 16 maximum 4094
     

     
      [bookmark: pgfId-1081284] limit-resource vrf minimum 2 maximum 4096
     

     
      [bookmark: pgfId-1081285] limit-resource u4route-mem minimum 9 maximum 9
     

     
      [bookmark: pgfId-1081286] limit-resource u6route-mem minimum 24 maximum 24
     

     
      [bookmark: pgfId-1081287] limit-resource m4route-mem minimum 58 maximum 58
     

     
      [bookmark: pgfId-1081288] limit-resource m6route-mem minimum 8 maximum 8
     

     
      [bookmark: pgfId-1081289]
     

     
      [bookmark: pgfId-1081290]feature telnet
     

     
      [bookmark: pgfId-1081291]feature crypto ike
     

     
      [bookmark: pgfId-1081292]crypto ike domain ipsec
     

     
      [bookmark: pgfId-1081293] policy 10
     

     
      [bookmark: pgfId-1081294] group 1
     

     
      [bookmark: pgfId-1081295] identity hostname
     

     
      [bookmark: pgfId-1081296]feature ospf
     

     
      [bookmark: pgfId-1081297]feature tunnel
     

     
      [bookmark: pgfId-1081298]feature crypto ipsec virtual-tunnel
     

     
      [bookmark: pgfId-1081299]feature c1222r
     

     
      [bookmark: pgfId-1081300]
     

     
      [bookmark: pgfId-1081301]username admin password *** <fingerprint value> role network-admin
     

     
      [bookmark: pgfId-1081302]no password strength-check
     

     
      [bookmark: pgfId-1081303]ip domain-lookup
     

     
      [bookmark: pgfId-1081304]ip host nms.cisco.com 192.168.193.11
     

     
      [bookmark: pgfId-1081305]crypto key param rsa label Blue modulus 2048 
     

     
      [bookmark: pgfId-1081306]crypto ca trustpoint Blue 
     

     
      [bookmark: pgfId-1081307] enrollment profile Blue
     

     
      [bookmark: pgfId-1081308] rsakeypair Blue 2048
     

     
      [bookmark: pgfId-1081309] revocation-check none 
     

     
      [bookmark: pgfId-1081310] enrollment retry count 3
     

     
      [bookmark: pgfId-1081311] enrollment retry period 5
     

     
      [bookmark: pgfId-1081312] serial-number
     

     
      [bookmark: pgfId-1081313] fingerprint <fingerprint value>
     

     
      [bookmark: pgfId-1081314]crypto ca profile enrollment Blue 
     

     
      [bookmark: pgfId-1081315] enrollment url http://10.0.2.2:80
     

     
      [bookmark: pgfId-1081316]ip access-list ce-traffic
     

     
      [bookmark: pgfId-1081317] statistics per-entry
     

     
      [bookmark: pgfId-1081318] 10 permit tcp any any eq 1153 
     

     
      [bookmark: pgfId-1081319]class-map type qos match-all ce-traffic
     

     
      [bookmark: pgfId-1081320] match access-group name ce-traffic
     

     
      [bookmark: pgfId-1081321]policy-map type qos ce-traffic
     

     
      [bookmark: pgfId-1081322] class ce-traffic
     

     
      [bookmark: pgfId-1081323] set dscp 46
     

     
      [bookmark: pgfId-1081324]snmp-server user admin network-admin auth md5 <value> priv <value> localizedkey
     

     
      [bookmark: pgfId-1081325]rmon event 1 log trap public description FATAL(1) owner PMON@FATAL
     

     
      [bookmark: pgfId-1081326]rmon event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
     

     
      [bookmark: pgfId-1081327]rmon event 3 log trap public description ERROR(3) owner PMON@ERROR
     

     
      [bookmark: pgfId-1081328]rmon event 4 log trap public description WARNING(4) owner PMON@WARNING
     

     
      [bookmark: pgfId-1081329]rmon event 5 log trap public description INFORMATION(5) owner PMON@INFO
     

     
      [bookmark: pgfId-1081330]callhome
     

     
      [bookmark: pgfId-1081331] email-contact root@localhost
     

     
      [bookmark: pgfId-1081332] phone-contact +1-000-000-0000
     

     
      [bookmark: pgfId-1081333] streetaddress a-street-address
     

     
      [bookmark: pgfId-1081334] destination-profile nms
     

     
      [bookmark: pgfId-1081335] destination-profile nms format netconf
     

     
      [bookmark: pgfId-1081336] destination-profile nms transport-method http
     

     
      [bookmark: pgfId-1081337] destination-profile nms http https://nms.cisco.com:9121 trustpoint Blue
     

     
      [bookmark: pgfId-1081338] destination-profile nms alert-group all
     

     
      [bookmark: pgfId-1081339] enable
     

     
      [bookmark: pgfId-1081340]
     

     
      [bookmark: pgfId-1081341]vrf context management
     

     
      [bookmark: pgfId-1081342]crypto ipsec transform-set trans1 esp-aes 128 esp-sha1-hmac
     

     
      [bookmark: pgfId-1081343]crypto ipsec profile MyIPSecProfile
     

     
      [bookmark: pgfId-1081344] set transform-set trans1
     

     
      [bookmark: pgfId-1081345]vlan 1
     

     
      [bookmark: pgfId-1081346]
     

     
      [bookmark: pgfId-1081347]route-map CONN permit 10
     

     
      [bookmark: pgfId-1081348] match interface loopback0 
     

     
      [bookmark: pgfId-1081349] 
     

     
      [bookmark: pgfId-1081350]chat-script gsm PROFILE1
     

     
      [bookmark: pgfId-1081351]wimax scan-list airspan2344
     

     
      [bookmark: pgfId-1081352] channel index 1 frequency 2344000 bandwidth 10000
     

     
      [bookmark: pgfId-1081353] nap id C1:5C:00 priority 1 channel-index 1
     

     
      [bookmark: pgfId-1081354] nsp id C1:5C:00 home
     

     
      [bookmark: pgfId-1081355]wifi ssid CGDM
     

     
      [bookmark: pgfId-1081356] authentication key-management wpa2
     

     
      [bookmark: pgfId-1081357] wpa2-psk ascii encrypted 7 1234567890
     

     
      [bookmark: pgfId-1081358]
     

     
      [bookmark: pgfId-1081359]
     

     
      [bookmark: pgfId-1081360]interface Tunnel1
     

     
      [bookmark: pgfId-1081361] ip address 20.5.20.3/31
     

     
      [bookmark: pgfId-1081362] tunnel source loopback0
     

     
      [bookmark: pgfId-1081363] tunnel destination 20.2.10.1
     

     
      [bookmark: pgfId-1081364] description GRE tunnel
     

     
      [bookmark: pgfId-1081365] no keepalive
     

     
      [bookmark: pgfId-1081366] no shutdown
     

     
      [bookmark: pgfId-1081367]
     

     
      [bookmark: pgfId-1081368]interface Tunnel19
     

     
      [bookmark: pgfId-1081369] ip address 20.4.20.2/24
     

     
      [bookmark: pgfId-1081370] ip ospf cost 100
     

     
      [bookmark: pgfId-1081371] ip ospf mtu-ignore
     

     
      [bookmark: pgfId-1081372] ip router ospf 1 area 0.0.0.1
     

     
      [bookmark: pgfId-1081373] tunnel mode ipsec ipv4
     

     
      [bookmark: pgfId-1081374] tunnel source Wimax6/1
     

     
      [bookmark: pgfId-1081375] tunnel destination 10.0.4.8
     

     
      [bookmark: pgfId-1081376] description ipsec tunnel through wimax
     

     
      [bookmark: pgfId-1081377] no keepalive
     

     
      [bookmark: pgfId-1081378] tunnel protection ipsec profile MyIPSecProfile
     

     
      [bookmark: pgfId-1081379] no shutdown
     

     
      [bookmark: pgfId-1081380]
     

     
      [bookmark: pgfId-1081381]interface Tunnel20
     

     
      [bookmark: pgfId-1081382] ip address 20.3.20.2/24
     

     
      [bookmark: pgfId-1081383] ip ospf cost 200
     

     
      [bookmark: pgfId-1081384] ip ospf mtu-ignore
     

     
      [bookmark: pgfId-1081385] ip router ospf 1 area 0.0.0.1
     

     
      [bookmark: pgfId-1081386] tunnel mode ipsec ipv4
     

     
      [bookmark: pgfId-1081387] tunnel source Cellular3/1
     

     
      [bookmark: pgfId-1081388] tunnel destination 173.36.248.197
     

     
      [bookmark: pgfId-1081389] description ipsec tunnel through ATT 3G
     

     
      [bookmark: pgfId-1081390] no keepalive
     

     
      [bookmark: pgfId-1081391] tunnel protection ipsec profile MyIPSecProfile
     

     
      [bookmark: pgfId-1081392] no shutdown
     

     
      [bookmark: pgfId-1081393]
     

     
      [bookmark: pgfId-1081394]interface Tunnel21
     

     
      [bookmark: pgfId-1081395] service-policy type qos output ce-traffic
     

     
      [bookmark: pgfId-1081396] ip address 20.1.20.2/24
     

     
      [bookmark: pgfId-1081397] ip ospf cost 300
     

     
      [bookmark: pgfId-1081398] ip ospf mtu-ignore
     

     
      [bookmark: pgfId-1081399] ip router ospf 1 area 0.0.0.1
     

     
      [bookmark: pgfId-1081400] tunnel mode ipsec ipv4
     

     
      [bookmark: pgfId-1081401] tunnel source Ethernet2/1
     

     
      [bookmark: pgfId-1081402] tunnel destination 10.0.4.8
     

     
      [bookmark: pgfId-1081403] description ipsec tunnel through E2/1
     

     
      [bookmark: pgfId-1081404] no keepalive
     

     
      [bookmark: pgfId-1081405] tunnel protection ipsec profile MyIPSecProfile
     

     
      [bookmark: pgfId-1081406] no shutdown
     

     
      [bookmark: pgfId-1081407]
     

     
      [bookmark: pgfId-1081408]interface Dialer1
     

     
      [bookmark: pgfId-1081409] dialer persistent
     

     
      [bookmark: pgfId-1081410] dialer pool 1
     

     
      [bookmark: pgfId-1081411] dialer string gsm
     

     
      [bookmark: pgfId-1081412] no shutdown
     

     
      [bookmark: pgfId-1081413]
     

     
      [bookmark: pgfId-1081414]interface Ethernet2/1
     

     
      [bookmark: pgfId-1081415] description ==sol-3750-1
     

     
      [bookmark: pgfId-1081416] ip address 10.0.5.1/24
     

     
      [bookmark: pgfId-1081417] no shutdown
     

     
      [bookmark: pgfId-1081418]
     

     
      [bookmark: pgfId-1081419]interface Ethernet2/2
     

     
      [bookmark: pgfId-1081420] description ==2.3.094 blue
     

     
      [bookmark: pgfId-1081421] ip address 172.27.89.56/25
     

     
      [bookmark: pgfId-1081422] no shutdown
     

     
      [bookmark: pgfId-1081423]
     

     
      [bookmark: pgfId-1081424]interface Ethernet2/3
     

     
      [bookmark: pgfId-1081425] no shutdown
     

     
      [bookmark: pgfId-1081426]
     

     
      [bookmark: pgfId-1081427]interface Ethernet2/4
     

     
      [bookmark: pgfId-1081428]
     

     
      [bookmark: pgfId-1081429]interface Ethernet2/5
     

     
      [bookmark: pgfId-1081430]
     

     
      [bookmark: pgfId-1081431]interface Ethernet2/6
     

     
      [bookmark: pgfId-1081432]
     

     
      [bookmark: pgfId-1081433]interface loopback0
     

     
      [bookmark: pgfId-1081434] ip address 20.2.10.2/32
     

     
      [bookmark: pgfId-1081435] ip router ospf 1 area 0.0.0.1
     

     
      [bookmark: pgfId-1081436]
     

     
      [bookmark: pgfId-1081437]interface Cellular3/1
     

     
      [bookmark: pgfId-1081438] dialer pool-member 1
     

     
      [bookmark: pgfId-1081439] no shutdown
     

     
      [bookmark: pgfId-1081440]
     

     
      [bookmark: pgfId-1081441]interface Wimax6/1
     

     
      [bookmark: pgfId-1081442] no shutdown
     

     
      [bookmark: pgfId-1081443] scan-list airspan2344
     

     
      [bookmark: pgfId-1081444] ip address 10.0.7.3/24
     

     
      [bookmark: pgfId-1081445]
     

     
      [bookmark: pgfId-1081446]interface Wpan4/1
     

     
      [bookmark: pgfId-1081447]
     

     
      [bookmark: pgfId-1081448]interface Wifi2/1
     

     
      [bookmark: pgfId-1081449] ssid CGDM 
     

     
      [bookmark: pgfId-1081450] no shutdown 
     

     
      [bookmark: pgfId-1081451] ipv6 address use-link-local-only
     

     
      [bookmark: pgfId-1081452]clock timezone PST -8 0
     

     
      [bookmark: pgfId-1081453]line console
     

     
      [bookmark: pgfId-1081454] exec-timeout 0
     

     
      [bookmark: pgfId-1081455]line vty
     

     
      [bookmark: pgfId-1081456] exec-timeout 0
     

     
      [bookmark: pgfId-1081457]router ospf 1
     

     
      [bookmark: pgfId-1081458] redistribute direct route-map CONN
     

     
      [bookmark: pgfId-1081459]ip route 10.0.2.0/24 10.0.5.2
     

     
      [bookmark: pgfId-1081460]ip route 10.0.2.1/32 10.0.5.2
     

     
      [bookmark: pgfId-1081461]ip route 10.0.2.2/32 10.0.5.2
     

     
      [bookmark: pgfId-1081462]ip route 10.0.2.3/32 10.0.5.2
     

     
      [bookmark: pgfId-1081463]ip route 10.0.2.53/32 20.2.10.1
     

     
      [bookmark: pgfId-1081464]ip route 10.0.2.102/32 20.2.10.1
     

     
      [bookmark: pgfId-1081465]ip route 10.0.4.0/24 10.0.5.2 2
     

     
      [bookmark: pgfId-1081466]ip route 10.0.4.0/24 10.0.7.2
     

     
      [bookmark: pgfId-1081467]ip route 128.0.0.0/24 Cellular3/1
     

     
      [bookmark: pgfId-1081468]ip route 171.0.0.0/8 172.27.89.1
     

     
      [bookmark: pgfId-1081469]ip route 172.0.0.0/8 172.27.89.1
     

     
      [bookmark: pgfId-1081470]ip route 173.36.248.0/24 Cellular3/1
     

     
      [bookmark: pgfId-1081471]
     

     
      [bookmark: pgfId-1081472]cgdm
     

     
      [bookmark: pgfId-1081473] registration start trustpoint Blue
     

     
      [bookmark: pgfId-1081474]ip http secure-server
     

     
      [bookmark: pgfId-1081475]ip http secure-port 8443
     

     
      [bookmark: pgfId-1081476]ip http secure-server trustpoint Blue
     

     
      [bookmark: pgfId-1093919]
     

    
 
     
      [bookmark: pgfId-1094127][bookmark: 60256]SYSTEMLOG.TXT SAMPLE
 
      file generated from the Retrieve Reports page.
 
     
      [bookmark: pgfId-1080277]2012 Oct 16 14:44:12 CGR-1 Oct 16 14:44:12 %KERN-3-SYSTEM_MSG: [ 1293.456678] - kernel
     

     
      [bookmark: pgfId-1080278]2012 Oct 16 14:44:12 CGR-1 Oct 16 14:44:12 %KERN-3-SYSTEM_MSG: [ 1293.456830] /1_0_cdma_qos/third-party/src/linux/kernel/wrl3/linux-2.6.27_wrl30/drivers/i2c/busses/ioh/ioh_i2c_hal.c:ioh_i2c_wait_for_xfer_complete returns 0 - kernel
     

     
      [bookmark: pgfId-1080279]2012 Oct 16 14:44:12 CGR-1 Oct 16 14:44:12 %KERN-3-SYSTEM_MSG: [ 1293.456847] - kernel
     

     
      [bookmark: pgfId-1080280]2012 Oct 16 14:44:13 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080281]2012 Oct 16 14:47:02 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080282]2012 Oct 16 14:47:31 CGR-1 last message repeated 2 times
     

     
      [bookmark: pgfId-1080283]2012 Oct 16 14:47:31 CGR-1 %PLATFORM-2-DISK_ALERT: Disk Status Alert : disk partition '/bootflash' is at high usage level (91%). 
     

     
      [bookmark: pgfId-1080284]2012 Oct 16 14:47:31 CGR-1 %CALLHOME-2-EVENT: LOW_FLASH_SPACE
     

     
      [bookmark: pgfId-1080285]2012 Oct 16 14:47:31 CGR-1 %PLATFORM-2-DISK_ALERT: Disk Status Alert : disk partition '/isan' is at high usage level (91%). 
     

     
      [bookmark: pgfId-1080286]2012 Oct 16 14:47:32 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080287]2012 Oct 16 14:47:57 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080288]2012 Oct 16 14:47:57 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080289]2012 Oct 16 14:47:57 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080290]2012 Oct 16 14:48:01 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - dcos-ping
     

     
      [bookmark: pgfId-1080291]2012 Oct 16 14:49:39 CGR-1 last message repeated 2 times
     

     
      [bookmark: pgfId-1080292]2012 Oct 16 14:50:20 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080293]2012 Oct 16 14:50:20 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080294]2012 Oct 16 14:50:21 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - dcos-ping
     

     
      [bookmark: pgfId-1080295]2012 Oct 16 14:50:34 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080296]2012 Oct 16 14:50:34 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080297]2012 Oct 16 14:50:37 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - dcos-ping
     

     
      [bookmark: pgfId-1080298]2012 Oct 16 14:50:38 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080299]2012 Oct 16 14:51:15 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - rm
     

     
      [bookmark: pgfId-1080300]2012 Oct 16 14:51:16 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - java
     

     
      [bookmark: pgfId-1080301]2012 Oct 16 14:51:16 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - pidof
     

     
      [bookmark: pgfId-1080302]2012 Oct 16 14:51:20 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080303]2012 Oct 16 14:51:30 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080304]2012 Oct 16 14:51:30 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080305]2012 Oct 16 14:51:31 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080306]2012 Oct 16 14:51:38 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - su
     

     
      [bookmark: pgfId-1080307]2012 Oct 16 14:51:38 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - xmlsa
     

     
      [bookmark: pgfId-1080308]2012 Oct 16 14:51:39 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - dcos-traceroute
     

     
      [bookmark: pgfId-1080309]2012 Oct 16 14:52:11 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080310]2012 Oct 16 14:52:25 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080311]2012 Oct 16 14:52:32 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080312]2012 Oct 16 14:52:32 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080313]2012 Oct 16 14:52:33 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080314]2012 Oct 16 14:52:33 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080315]2012 Oct 16 14:53:10 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - vsh
     

     
      [bookmark: pgfId-1080316]2012 Oct 16 14:53:56 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080317]2012 Oct 16 14:53:56 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080318]2012 Oct 16 14:54:32 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080319]2012 Oct 16 14:55:58 CGR-1 last message repeated 2 times
     

     
      [bookmark: pgfId-1080320]2012 Oct 16 14:55:58 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080321]2012 Oct 16 14:55:59 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080322]2012 Oct 16 14:57:13 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080323]2012 Oct 16 14:57:53 CGR-1 last message repeated 2 times
     

     
      [bookmark: pgfId-1080324]2012 Oct 16 14:57:53 CGR-1 %VSHD-5-VSHD_SYSLOG_CONFIG_I: Configured from vty by admin on console0
     

     
      [bookmark: pgfId-1080325]2012 Oct 16 14:57:53 CGR-1 %VSHD-5-VSHD_SYSLOG_CONFIG_I: Configured from vty by admin on localhost@xml.7555
     

     
      [bookmark: pgfId-1080326]2012 Oct 16 14:57:54 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080327]2012 Oct 16 14:57:55 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - vsh
     

     
      [bookmark: pgfId-1080328]2012 Oct 16 14:57:56 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080329]2012 Oct 16 14:58:12 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080330]2012 Oct 16 14:58:12 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080331]2012 Oct 16 14:58:13 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080332]2012 Oct 16 14:58:53 CGR-1 %VSHD-5-VSHD_SYSLOG_CONFIG_I: Configured from vty by admin on localhost@xml.7555
     

     
      [bookmark: pgfId-1080333]2012 Oct 16 14:58:54 CGR-1 %USER-3-SYSTEM_MSG: 1 dialer interface listed - xmlsa
     

     
      [bookmark: pgfId-1080334]2012 Oct 16 15:00:53 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080335]2012 Oct 16 15:00:53 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080336]2012 Oct 16 15:00:53 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080337]2012 Oct 16 15:03:08 CGR-1 %DIALER-5-DIALER_MODEM_UP: Modem active 
     

     
      [bookmark: pgfId-1080338]2012 Oct 16 15:04:15 CGR-1 last message repeated 1 time
     

     
      [bookmark: pgfId-1080339]2012 Oct 16 15:04:15 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080340]2012 Oct 16 15:04:15 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080341]2012 Oct 16 15:07:56 CGR-1 %CALLHOME-2-EVENT: REGISTRATION_NOTIFICATION
     

     
      [bookmark: pgfId-1080342]2012 Oct 16 15:07:56 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - curl
     

     
      [bookmark: pgfId-1080343]2012 Oct 16 15:10:51 CGR-1 %USER-3-SYSTEM_MSG: --- plcpm_im init is called - vsh
     

     
      [bookmark: pgfId-1080450]
     

    
 
   
 
    
     [bookmark: pgfId-1120815][bookmark: 68850]Feature History
 
     [bookmark: pgfId-1120835]
 
     
      
      
        
        	
          
          [bookmark: pgfId-1165327]Feature Name
         
  
        	
          
          [bookmark: pgfId-1165329]Release
         
  
        	
          
          [bookmark: pgfId-1165331]Feature Information
         
  
       
 
        
        	 [bookmark: pgfId-1176252]View details for WiMAX module and reload the module
  
        	 [bookmark: pgfId-1176254]Cisco CG-DM Release 3.1
  
        	  [bookmark: pgfId-1176269]Initial support of the feature on the Device Manager
  
       
 
        
        	 [bookmark: pgfId-1165397]Add and remove modules
  
        	  [bookmark: pgfId-1165399]Cisco CG-DM Release 3.0
  
       
 
        
        	 [bookmark: pgfId-1165403]Certificate import enhancement
  
       
 
        
        	 [bookmark: pgfId-1165379]Role-based Access Control (RBAC)
  
       
 
        
        	 [bookmark: pgfId-1165381]Work Authorization access
  
       
 
        
        	 (CGR 1120)
  
        	  [bookmark: pgfId-1168364]Cisco CG-DM Release 1.1
  
       
 
        
        	 [bookmark: pgfId-1168388]Upload Image one-touch button
  
       
 
      
     
 
    
 
     [bookmark: pgfId-1069221][bookmark: 27828]
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-998967][bookmark: 90524]Troubleshooting
      
      
 
     
 
 
     [bookmark: pgfId-999129]This chapter provides a listing of problems or common error messages that you might see when using the Device Manager and provides actions that you can take to resolve the issues. 
 
     [bookmark: pgfId-999719]This chapter addresses the following topics:
 
     
     	 [bookmark: pgfId-999104]Certificate Errors
 
     	 [bookmark: pgfId-999108]Connection Errors
 
    
 
   
 
    
     [bookmark: pgfId-999109][bookmark: 90312]Certificate Errors
 
     
      [bookmark: pgfId-999247]“What should I do when I see the following errors?”
 
      
 
      
      	 [bookmark: pgfId-999152]Certificate Error
 
      	 [bookmark: pgfId-999153]Failed to create cert file
 
      	 [bookmark: pgfId-999204]Failed to parse cert file
 
      	 [bookmark: pgfId-999194]Failed to read client cert
 
      	 [bookmark: pgfId-999203]Failed to open client cert
 
      	 [bookmark: pgfId-999180]Invalid client cert
 
      	 [bookmark: pgfId-999193]Key Error
 
      	 [bookmark: pgfId-999167]Missing Certificate
 
     
 
      Verify that the Device Manager has a valid certificate. (See Certificate Installation.)
 
    
 
     
      [bookmark: pgfId-998985]“How do I check to see if the certificate is installed?”
 
      [bookmark: pgfId-998989]See Certificate Installation page 2-5.
 
    
 
   
 
    
     [bookmark: pgfId-998990][bookmark: 95404]Connection Errors
 
     
      [bookmark: pgfId-999238]“After I click Connect, I received a connection error message”
 
      
 
      
      	 [bookmark: pgfId-998991]For an Ethernet connection: Verify that an IP address is defined for the interface, and verify that you can ping this IP address from the Device Manager laptop. 
 
      	 [bookmark: pgfId-999397]For an Auto-Detect connection: Ensure that the Ethernet port on the Device Manager has a direct connection to the CGR 1000 router and that the router interface is configured with ipv6 address use-link-local-only. 
 
      	 [bookmark: pgfId-998992]For a WiFi connection: 
 
     
 
      [bookmark: pgfId-999587]–[image: ] Verify that the WiFi parameters (SSID and passphrase) match the WiFi configuration on the router.
 
      [bookmark: pgfId-999630]–[image: ] Ensure that there is no third-party wireless client tool controlling the WiFi interface. For example, if you are using a third-party client tool (such as Intel PROSet Wireless Client Tool), change the settings from that tool to enable Windows to manage the WiFi interface.
 
    
 
     
      [bookmark: pgfId-999008]“I cannot log in to Device Manager”
 
      This message appears when the application cannot find a valid certificate. When this condition occurs, the Certificate Configuration page opens to display the currently installed certificate.
 
      :
 
      [bookmark: pgfId-1000273]Verify that the clock is set to the correct time, otherwise the certificate will not be honored.
 
      [bookmark: pgfId-1000182]See Certificate Installation for details on installing certificates.
 
      [bookmark: pgfId-999013]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-999014]
 
    
 
     
      [bookmark: pgfId-998976]“Connectivity: Windows failed to join WLAN”
 
      The Device Manager cannot create a WiFi profile on the laptop on which it resides because third-party software has control of the laptop WiFi adapter. Additionally, the Device Manager cannot control WiFi through Windows API.
 
      Disable the third-party software and enable Windows to manage the WiFi interface.
 
    
 
     
      [bookmark: pgfId-999725]“Cannot detect peer’s IPv6 address”
 
      IPv6 peer was not found.
 
      Enable the IPv6 link local address on the CGR 1000 so that it will respond to an Auto-Discovery from the Device Manager. 
 
      .
 
    
 
     
      [bookmark: pgfId-999738]“Connection Refused” and “Connection Timeout”
 
      
 
      
      	 [bookmark: pgfId-999773]IP HTTP server is not enabled on the CGR 1000
 
      	 [bookmark: pgfId-999779]IP HTTP server port is not set up on the CGR 1000
 
      	 [bookmark: pgfId-999780]Target port for the CGR 1000 and the Device Manager do not match
 
      	 [bookmark: pgfId-999781]IP HTTP server crashed
 
     
 
      Check the IP HTTP server settings noted above. 
 
    
 
     
      [bookmark: pgfId-999754]“Valid work authorization is required to connect”
 
      The work authorization does not fall within the expected time, serial, and role requirements.
 
      Contact the CG-NMS admin to resubmit the work order.
 
    
 
     
      [bookmark: pgfId-999791]“SSL handshake failed”
 
      
 
      
      	 [bookmark: pgfId-999800]Certificates for the Device Manager and CGR 1000 do not match
 
      	 [bookmark: pgfId-999801]Inaccurate System time on the Device Manager or CGR 1000
 
     
 
      Verify that the certificates for the Device Manager and CGR 1000 match and check the System time setting on the Device Manager and CGR 1000.
 
    
 
     
      [bookmark: pgfId-999814]“Unable to connect to the CGR 1000 over WiFi”
 
      
 
      
      	 [bookmark: pgfId-999819]WiFi is not up
 
      	 [bookmark: pgfId-999832]Incorrect Passphrase entered in the Connect to the Router page of the Device Manager
 
     
 
      
 
      
      	 [bookmark: pgfId-1000367]Attempt to connect to the CGR 1000 router over Ethernet. 
 
      	 [bookmark: pgfId-1000371]Recheck the WiFi Passphrase provided by your admin and reenter the value on the Connect to the Router page.
 
      	 [bookmark: pgfId-1000372]Check the status of the WiFi connection.
 
     
 
    
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-998339]Cisco Connected Grid Device Manager Installation and User Guide, Release 3.1
 
     
      [bookmark: pgfId-998354]August 2016
 
    
 
     
      [bookmark: pgfId-998330]THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS IN THIS MANUAL ARE SUBJECT TO CHANGE WITHOUT NOTICE. ALL STATEMENTS, INFORMATION, AND RECOMMENDATIONS IN THIS MANUAL ARE BELIEVED TO BE ACCURATE BUT ARE PRESENTED WITHOUT WARRANTY OF ANY KIND, EXPRESS OR IMPLIED. USERS MUST TAKE FULL RESPONSIBILITY FOR THEIR APPLICATION OF ANY PRODUCTS.
 
    
 
     
      [bookmark: pgfId-998214]THE SOFTWARE LICENSE AND LIMITED WARRANTY FOR THE ACCOMPANYING PRODUCT ARE SET FORTH IN THE INFORMATION PACKET THAT SHIPPED WITH THE PRODUCT AND ARE INCORPORATED HEREIN BY THIS REFERENCE. IF YOU ARE UNABLE TO LOCATE THE SOFTWARE LICENSE OR LIMITED WARRANTY, CONTACT YOUR CISCO REPRESENTATIVE FOR A COPY.
 
    
 
     
      [bookmark: pgfId-998215]The Cisco implementation of TCP header compression is an adaptation of a program developed by the University of California, Berkeley (UCB) as part of UCB’s public domain version of the UNIX operating system. All rights reserved. Copyright  1981, Regents of the University of California. 
 
    
 
     
      [bookmark: pgfId-998216]NOTWITHSTANDING ANY OTHER WARRANTY HEREIN, ALL DOCUMENT FILES AND SOFTWARE OF THESE SUPPLIERS ARE PROVIDED “AS IS” WITH ALL FAULTS. CISCO AND THE ABOVE-NAMED SUPPLIERS DISCLAIM ALL WARRANTIES, EXPRESSED OR IMPLIED, INCLUDING, WITHOUT LIMITATION, THOSE OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE PRACTICE.
 
    
 
     
      [bookmark: pgfId-998665]IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL, EVEN IF CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES
 
    
 
     
      [bookmark: pgfId-998675].Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:  www.cisco.com/go/trademarks . Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a partnership relationship between Cisco and any other company. (1110R)
 
    
 
     
      [bookmark: pgfId-998670]Any Internet Protocol (IP) addresses used in this document are not intended to be actual addresses. Any examples, command display output, and figures included in the document are shown for illustrative purposes only. Any use of actual IP addresses in illustrative content is unintentional and coincidental.
 
    
 
     
      [bookmark: pgfId-997827] 2016 Cisco Systems, Inc. All rights reserved.
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