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Preface

This section explains the objectives, intended audience and organization of this publication, and describes the

conventions they convey and other information.

* Document Objectives, on page vii

* Document Organization, on page vii
* Audience , on page viii

* Related Documentation, on page viii
* Document Conventions, on page viii

Document Objectives

This document describes the features available to configure and maintain Quality of Service (QoS) for the

Cisco NCS 4000 Series Routers.

Document Organization

This document is organized into the following chapters:

Chapter

Description

QoS Overview, on page |

This chapter provides an overview of QoS

QoS Classification, on page 9

This chapter provides details about QoS Classification.

QoS Marking, on page 17

This chapter provides details for QoS Marking.

QoS Policing, on page 25

This chapter provides details for QoS Policing.

Congestion Management, on page 47

This chapter provides details about Congestion
Management techniques.

Congestion Avoidance , on page 37

This chapter provides details about Congestion
Avoidance techniques.

Hierarchical QoS, on page 61

This chapter provides details about Hierarchical QoS.

Dual Policy, on page 67

This chapter provides details about Dual Policy.
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. Audience

Audience

This document is intended primarily for users who configure and maintain Cisco networking devices. This
document contains details regarding the Quality of Service features and configuration options for the Cisco
NCS 4000 Series Routers.

Related Documentation

Use this guide in conjunction with the following referenced publications:

* Quality of Service Configuration Guide for Cisco NCS4000 Series
« Configuration Guide for Cisco NCS4000 Series
» Command Reference for Cisco NCS4000 Series

Document Conventions

The QoS Configuration Guide for Cisco NCS 4000 Series uses the following conventions:

Convention Description

~or Ctrl Both the ”* symbol and Ctrl represent the Control (Ctrl) key on a keyboard.
For example, the key combination ~D or Ctrl-D means that you hold
down the Control key while you press the D key. (Keys are indicated in
capital letters but are not case sensitive.)

bold font Commands and keywords and user-entered text appear in bold font.

Italic font Document titles, new or emphasized terms, and arguments for which you
supply values are in italic font.

Courier font Terminal sessions and information the system displays appear in courier
font.

Bold Courier font Bold Courier font indicates text that the user must enter.

[x] Elements in square brackets are optional.

An ellipsis (three consecutive non-bold periods without spaces) after a
syntax element indicates that the element can be repeated.

| A vertical line, called a pipe, indicates a choice within a set of keywords
or arguments.

[x]y] Optional alternative keywords are grouped in brackets and separated by
vertical bars.

{x|y} Required alternative keywords are grouped in braces and separated by
vertical bars.

. Quality of Service Configuration Guide for Cisco NCS 4000 Series
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Convention Description

[x {y|z}] Nested set of square brackets or braces indicate optional or required
choices within optional or required elements. Braces and a vertical bar
within square brackets indicate a required choice within an optional
element.

string A non quoted set of characters. Do not use quotation marks around the
string or the string will include the quotation marks.

<> Nonprinting characters such as passwords are in angle brackets.

[] Default responses to system prompts are in square brackets.

L# An exclamation point (!) or a pound sign (#) at the beginning of a line of
code indicates a comment line.

RISI/P Rack/Sot/Instance/Port

Reader Alert Conventions

This document uses the following conventions for reader alerts:

Note Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.

Tip Means the following information will help you solve a problem.

Caution Means reader be careful. In this situation, you might do something that could result in equipment damage or

loss of data.

Timesaver Means the described action savestime. You can save time by performing the action described in the paragraph.

A

Warning Means reader be warned. In this situation, you might perform an action that could result in bodily

injury.

Quality of Service Configuration Guide for Cisco NCS 4000 Series .
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Waarschuwing

Varoitus

Attention

Warnung

IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could cause bodily
injury. Before you work on any equipment, be aware of the hazards involved with
electrical circuitry and be familiar with standard practices for preventing accidents.
Use the statement number provided at the end of each warning to locate its translation
in the translated safety warnings that accompanied this device. Statement 1071

SAVE THESE INSTRUCTIONS

BELANGRIJKE VEILIGHEIDSINSTRUCTIES

Dit waarschuwingssymbool betekent gevaar. U verkeert in een situatie die lichamelijk
letsel kan veroorzaken. Voordat u aan enige apparatuur gaat werken, dient u zich
bewust te zijn van de bij elektrische schakelingen betrokken risico’s en dient u op de
hoogte te zijn van de standaard praktijken om ongelukken te voorkomen. Gebruik het
nummer van de verklaring onderaan de waarschuwing als u een vertaling van de
waarschuwing die bij het apparaat wordt geleverd, wilt raadplegen.

BEWAAR DEZE INSTRUCTIES

TARKEITA TURVALLISUUSOHJEITA

Tama varoitusmerkki merkitsee vaaraa. Tilanne voi aiheuttaa ruumiillisia vammoja.
Ennen kuin Kkasittelet laitteistoa, huomioi séhkdpiirien késittelemiseen liittyvat riskit
jatutustu onnettomuuksien yleisiin ehkaisytapoihin. Turvallisuusvaroitusten kdannokset
loytyvat laitteen mukana toimitettujen kéannettyjen turvallisuusvaroitusten joukosta
varoitusten lopussa nakyvien lausuntonumeroiden avulla.

SAILYTA NAMA OHJEET

IMPORTANTES INFORMATIONS DE SECURITE

Ce symbole d'avertissement indique un danger. Vous vous trouvez dans une situation
pouvant entrainer des blessures ou des dommages corporels. Avant de travailler sur
un équipement, soyez conscient des dangers liés aux circuits électriques et
familiarisez-vous avec les procédures couramment utilisées pour éviter les accidents.
Pour prendre connaissance des traductions des avertissements figurant dans les consignes
de sécurité traduites qui accompagnent cet appareil, référez-vous au numéro de
I'instruction situé a la fin de chaque avertissement.

CONSERVEZ CES INFORMATIONS

WICHTIGE SICHERHEITSHINWEISE

Dieses Warnsymbol bedeutet Gefahr. Sie befinden sich in einer Situation, die zu
Verletzungen fuihren kann. Machen Sie sich vor der Arbeit mit Geraten mit den
Gefahren elektrischer Schaltungen und den tblichen Verfahren zur Vorbeugung vor
Unféllen vertraut. Suchen Sie mit der am Ende jeder Warnung angegebenen
Anweisungsnummer nach der jeweiligen Ubersetzung in den (ibersetzten
Sicherheitshinweisen, die zusammen mit diesem Gerat ausgeliefert wurden.

BEWAHREN SIE DIESE HINWEISE GUT AUF.
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Avvertenza

Advarsel

Aviso

jAdvertencia!

Varning!
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IMPORTANTI ISTRUZIONI SULLA SICUREZZA

Questo simbolo di avvertenza indica un pericolo. La situazione potrebbe causare
infortuni alle persone. Prima di intervenire su qualsiasi apparecchiatura, occorre essere
al corrente dei pericoli relativi ai circuiti elettrici e conoscere le procedure standard
per la prevenzione di incidenti. Utilizzare il numero di istruzione presente alla fine di
ciascuna avvertenza per individuare le traduzioni delle avvertenze riportate in questo
documento.

CONSERVARE QUESTE ISTRUZIONI

VIKTIGE SIKKERHETSINSTRUKSJONER

Dette advarselssymbolet betyr fare. Du er i en situasjon som kan fgre til skade pa person.
Fer du begynner & arbeide med noe av utstyret, ma du veere oppmerksom pa farene
forbundet med elektriske kretser, og kjenne til standardprosedyrer for & forhindre
ulykker. Bruk nummeret i slutten av hver advarsel for a finne oversettelsen i de oversatte
sikkerhetsadvarslene som fulgte med denne enheten.

TA VARE PA DISSE INSTRUKSJONENE
INSTRUGCOES IMPORTANTES DE SEGURANCA

Este simbolo de aviso significa perigo. Vocé esta em uma situacao que podera ser
causadora de lesBes corporais. Antes de iniciar a utilizagdo de qualquer equipamento,
tenha conhecimento dos perigos envolvidos no manuseio de circuitos elétricos e
familiarize-se com as préticas habituais de prevenc¢do de acidentes. Utilize o nUmero
da instrucéo fornecido ao final de cada aviso para localizar sua tradugdo nos avisos de
segurancga traduzidos que acompanham este dispositivo.

GUARDE ESTAS INSTRUGOES

INSTRUCCIONES IMPORTANTES DE SEGURIDAD

Este simbolo de aviso indica peligro. Existe riesgo para su integridad fisica. Antes de
manipular cualquier equipo, considere los riesgos de la corriente eléctricay familiaricese
con los procedimientos estandar de prevencion de accidentes. Al final de cada advertencia
encontrara el numero que le ayudara a encontrar el texto traducido en el apartado de
traducciones que acompafia a este dispositivo.

GUARDE ESTAS INSTRUCCIONES

VIKTIGA SAKERHETSANVISNINGAR

Denna varningssignal signalerar fara. Du befinner dig i en situation som kan leda till
personskada. Innan du utfor arbete pa nagon utrustning maste du vara medveten om
farorna med elkretsar och kanna till vanliga forfaranden for att forebygga olyckor.
Anvéand det nummer som finns i slutet av varje varning for att hitta dess 6verséattning
i de Oversatta sékerhetsvarningar som medfoljer denna anordning.

SPARA DESSA ANVISNINGAR

Quality of Service Configuration Guide for Cisco NCS 4000 Series .
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FONTOS BIZTONSAGI ELOIRASOK

Ez a figyelmezeto jel veszélyre utal. Sériilésveszélyt rejto helyzetben van. Mielott
barmely berendezésen munkat végezte, legyen figyelemmel az elektromos aramkérok
okozta kockazatokra, és ismerkedjen meg a szokasos balesetvédelmi eljarasokkal.

A kiadvanyban szereplo figyelmeztetések forditdsa a késziilékhez mellékelt biztonsagi
figyelmeztetések kozott taldlhato; a forditds az egyes figyelmeztetések végén lathaté
szam alapjan keresheto meg.

ORIZZE MEG EZEKET AZ UTASITASOKAT!
BAXHbIE UHCTPYKLIUM NO COBNOOEHUIO TEXHUKU BE3ONMACHOCTU

JTOT cMMBON NpeaynpexaeHUa 06o3HavaeT onacHoOCTb. To eCTh MMeeT MecTo CMTyauus, B
KOTOPOW crieayeT onacaTkbCs TenecHbIX NoBpexaeHui. Mepea akcnnyarayven o6opyaoBaHUa
BbISICHMTE, KAKMM ONacHOCTSAM MOXET NoABepraThCs Nonb3oBaTesb NPU UCMNONb30BaHUN
3NeKTPUYECKUX Liene, U 03HaKOMLTeCh C NpaBuNaMu TeXHUkM 6esonacHocTyh ans
npeaoTBpaLLeHUA BO3MOXHBLIX HeCHACTHLIX ClyyYaes. Bocnonb3yiTecs HOMepoM 3anaBneHus,
NpUBeAEHHbLIM B KOHLE KaX/A0ro NpeaynpexaeHus, 4Tobbl HaTh ero nepeBeIeHHBIN BapuaHT
B nepeBoge npegynpexaeHuii no 6e3onacHOCTY, NpUIaraeMoMm K aHHOMY YCTPOUCTBY.

COXPAHUTE 3TU MHCTPYKLIMA

BEMR MR

HEEFSRERER. BEATUHZEFEGEMNIERES. EHREMIESFRIEZN, PAXSE
RBIRMERER, FREEEHLEBENEENFETERERF. SREGRESSRIRMNFE PSRRI
EENREUESIRANEIECE.

IEREXER SRR

RELOEENIESRE

[ER] DEKRTY . ABFERETHT 2O0EEFTENDRShTOET., ZEOMYIRIVEEE
T5LZEF. EREBROBRMEISEEL. —BNABHHERICBELT(ESWL, EE0&EEMRE.
FIBBENESEHIZ. EBIZHFED ITranslated Safety Warnings] £SHBLTLEELY,
ChoMEFEEBEERELTELVTLLEEL,

E 2d@ T &

0l d3 JE= RES LEHLICH S22 4H PoE 228 + e FEs B30 s
UM ZHE G S0l )| 222 HEHE FBE SAct) EE B M E SNotH At

E 2T CYAL. 2 F02 OIS F20 2l FOEHEE HE00 0| B2 8N HEX=
HE OlE HIFZ0HM SiE HAZS HSA A2,

o ¥

0 T Al AFZHE BBt AR,
INSTRUGOES IMPORTANTES DE SEGURANCA

Este simbolo de aviso significa perigo. Vocé se encontra em uma situagdo em que ha
risco de lesBes corporais. Antes de trabalhar com qualquer equipamento, esteja ciente
dos riscos que envolvem os circuitos elétricos e familiarize-se com as préaticas padrao
de prevencao de acidentes. Use 0 nimero da declaragéo fornecido ao final de cada aviso
para localizar sua traducéo nos avisos de seguranca traduzidos que acompanham o
dispositivo.

GUARDE ESTAS INSTRUCOES
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Advarsel

Upozorenje

Upozornéni

MNpoeidomoinan

mMnrx

Opomena
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VIGTIGE SIKKERHEDSANVISNINGER

Dette advarselssymbol betyder fare. Du befinder dig i en situation med risiko for
legemesbeskadigelse. Fgr du begynder arbejde pa udstyr, skal du veere opmaerksom
pa de involverede risici, der er ved elektriske kredslgb, og du skal sette dig ind i
standardprocedurer til undgaelse af ulykker. Brug erklaeringsnummeret efter hver
advarsel for at finde overseettelsen i de oversatte advarsler, der fulgte med denne enhed.

GEM DISSE ANVISNINGER

el SLe¥T Sihald )

ibeall ey (LB .Oliia (0 i) diic iy B (16 B donlicla 01 (img lkiby .l 3pamg 18 ulloncll s Tadogy
frodinlion Caalgon 1 ol (98 A ghioeld Auslba Dot WL e (ol (39 Al ;g1 Silankeall (1550301 laling ) !
et e U A A S0 LT Slpaind (Jn)s i )T 160 i) 5alkads IS J3ul B g gl 5Ll oB)
Cilalsy ¥ slk Balay

VAZNE SIGURNOSNE NAPOMENE

Ovaj simbol upozorenja predstavija opasnost. Nalazite se u situaciji koja moZe prouzroéiti
tjelesne ozljede. Prije rada s bilo kojim uredajem, morate razumjeti opasnosti vezane uz
elektricne sklopove, te biti upoznati sa standardnim naéinima izbjegavanja nesreéa. U
prevedenim sigurnosnim upozorenjima, priloZenima uz uredaj, moZete prema broju koji se
nalazi uz pojedino upozorenje pronadi i njegov prijevod.

SACUVAJTE OVE UPUTE
DULEZITE BEZPECNOSTNI POKYNY

Tento upozorfiujici symbol oznaéuje nebezpeéi. Jste v situaci, kterd by mohla zplsobit
nebezpeéi urazu. Pfed praci na jakémkoliv vybaveni si uvédomte nebezpeéi souvisejici

s elektrickymi obvody a seznamte se se standardnimi opatfenimi pro pfedchéazeni drazim.
Podle gisla na konci kazdého upozornéni vyhledejte jeho pfekiad v pfeloZzenych
bezpeénostnich upozornénich, ktera jsou pfiloZena k zafizenl.

USCHOVEJTETYTO POKYNY

IHMANTIKEZ OAHTIELZ AZPANEIAL

Autd To TpoaiGomoinTikd olpBolo onpaivel kivBuvo. BpiokeoTe OF KOTACTAOT TTOU PTTopE va
TpokaAioel TpaupaTiopd. Npiv epyaaTeite o omolodrmoTe eE0TTAITNY, va EXETE UTTOWN Oag TOUg
KivBUvoUS TIou oXETICoVTal PE Ta NAEKTPIKG Kukhwparta ko va EXeTe efoikenaBel pe nig ouvriBeig
TIPAKTIKES YIC TRV aTTOQUYI atuynpaTwy. XpnaigoToifaTe 1oy apiBpd SAAWONG Trou TTapéXeTal aTo
TEAOS KABE TTROEIBOTIONNGNG, IO VO EVTOTTITETE TH HETAQEATT TNS OTIC HETAQPATHEVES
TPOEIBOTTOIRCEIG ao@aAEing TToU TuvoBEdouv TN TUCKEUN,

DYAASTE AYTEEZ TIZ OAHIMEZ

NN NIN'0A NIKIN

TY DY TAYNY 97 AEsT 0nay YN 2¥N1 NY¥N1 ANX D120 7R0n AT ANNTR ‘o
0'721Fnn 0'7010 DK 1207 099NN 0Y720Nna NIdNoN Ni2oY yTm nint My LInw'
QAN DR INRT T2 NNATHC D YW N9I0a 791N NKIINN 12002 WANWA TRIKD nyan?
NN NIDENY NINAINNA NINYGAN NNNTRL

AN DINID ANY

BAXHW BEZBE[HOCHW HAMNATCTBHJA

CwmBonoT aa npegynpenyeatse 3Ha4un onacHocT. Ce Haolare BO CUTyaLMja LWTo Mome ga
npeausswka TenecH nospeaw. Mpen na pabotute co onpemara, GUAETE CBECHW 38 PUIMKOT LUTO
NOCTOM Kaj enexTpUYHKTE Kona K Tpeba fa v NnoaHaeaTe cTaHdgapaHUTe NOCTAnNKW 3a crpedvyearke Ha
HecpekHM cny4aw. MickopurcTeTe ro GpojoT Ha M3jaBara LWTo ce HAofa Ha KpajoT Ha cexoe
npegynpeayeake 3a A3 ro HajdeTe HErOBWOT NEpWo Bo NpeesfeHnTe BeabeaHocHH
npegynpeaysasa Wio e NCNopaYyaHn co YPeaoT.

YYBAJTE N1 OBME HANATCTBMJA
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Ostrzezenie

Upozornenie

WAZNE INSTRUKCJE DOTYCZACE BEZPIECZENSTWA

Ten symbol ostrzeZenia oznacza niebezpieczenstwo. Zachodzi sytuacja, ktéra moze
powodowac obrazenia ciata. Przed przystapieniem do prac przy urzgdzeniach nalezy
zapozna¢ sig z zagrozeniami zwigzanymi z uktadami elektrycznymi oraz ze standardowymi
$rodkami zapobiegania wypadkom. Na koricu kazdego ostrzeZenia podano numer, na
podstawie ki6rego mozna odszukaé tlumaczenie tego ostrzezenia w dofgczonym do
urzgdzenia dokumencie z ttumaczenlami ostrzezen.

NINIEJSZE INSTRUKCJE NALEZY ZACHOWAC
DOLEZITE BEZPECNOSTNE POKYNY

Tento varovny symbol oznaéuje nebezpeéenstvo. Nachadzate sa v
situécii s nebezpetenstvom Urazu. Pred pracou na akomkolvek vybaveni
si uvedomte nebezpeéenstvo sivisiace s elektrickymi obvodmi a
oboznamte sa so Standardnymi opatreniami na predchadzanie trazom.
Podla &isla na konci kaZdého upozornenia vyhladajte jeho preklad v
preloZenych bezpeénostnych upozorneniach, ktoré su prilozené k
zariadeniu.

USCHOVAJTE SITENTO NAVOD

. Quality of Service Configuration Guide for Cisco NCS 4000 Series
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CHAPTER 1

QoS Overview

Quality of Service (QoS) is the technique of prioritizing traffic flows and providing preferential forwarding
for higher-priority packets. The fundamental reason for implementing QoS in your network is to provide
better service for certain traffic flows. A traffic flow can be defined as a combination of source and destination
addresses, source and destination socket numbers, and the session identifier. A traffic flow can more broadly
be described as a packet moving from an incoming interface that is destined for transmission to an outgoing
interface. The traffic flow must be classified, and prioritized on all routers and passed along the data forwarding
path throughout the network to achieve end-to-end QoS delivery. The terms traffic flow and packet are used
interchangeably throughout this module.

This module contains overview information about modular QoS features within a service provider network.

* Information About Modular Quality of Service Overview, on page 1
* QoS Techniques, on page |

* General QoS Terminology , on page 2

* Modular QoS Command-Line Interface, on page 2

* Traffic Class Elements, on page 2

* Traffic Policy Elements, on page 3

* Default Traffic Class, on page 4

* Creating a Traffic Policy, on page 4

* In-Place Policy Modification, on page 6

Information About Modular Quality of Service Overview

Before configuring modular QoS on your network, you must understand these concepts:

QoS Techniques

QoS on Cisco IOS XR relies on these techniques to provide end-to-end QoS delivery across a heterogeneous
network:

* QoS classification - classification techniques identify the traffic flow, and provide the capability to
partition network traffic into multiple priority levels or classes of service. Identification of a traffic flow
can be performed by using several methods within a single router, such as IP precedence, IP differentiated
service code point (DSCP), MPLS EXP bit, or Class of Service (CoS).

Quality of Service Configuration Guide for Cisco NCS 4000 Series .
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* Qos Marking - after classification, the traffic is marked to indicate the required level of QoS for that
traffic. Packets marked as priority are met with preferential treatment.

* QoS Policing - allows the user to control the maximum rate of traffic sent or received on an interface
and to partition a network into multiple priority levels or class of service (CoS).

* Queueing - is a congestion management technique. Cisco NCS 4000 supports default queue selection
for layer2 and layer3. Use the set traffic-class command (ingress side) to explicitly choose a queue and
override the default queue selection.

* H-QoS - allows the user to specify QoS behavior at multiple policy levels, which provides a high degree
of granularity in traffic management.
* Dual Policy - enables support for two output policies.

* Congestion avoidance - includes techniques that monitor network traffic flows, in an effort to anticipate

and avoid congestion at common network and internetwork bottlenecks before problems occur.

Before implementing the QoS features for these techniques, you should identify and evaluate the traffic
characteristics of your network because not all techniques are appropriate for your network environment.

General QoS Terminology

This section provides a summary of the frequently used QoS terminologies.

* Dropping technologies (Tail Drop and WRED) - Tail drop is a congestion avoidance technique that drops
packets when an output queue is full until congestion is eliminated. WRED drops packets selectively
based on IP precedence.

* Shapers and policers - are needed to ensure that a packet adheres to a contract and service. A policer
typically drops traffic flow, when the traffic flow exceeds the policer rate. A shaper delays excess traffic
flow using a buffer, or queuing mechanism, to hold the traffic for transmission at a later time.

* DEI - incase of congestion, a packet marked with DEI (Drop Eligible Indicator) is dropped.
» DSCP - the DSCP (Differentiated Services Code Point) bit in the IP header is used for packet classification.

Modular QoS Command-Line Interface

QoS features are enabled through the Modular QoS command-line interface (MQC) feature. The MQC is a
command-line interface (CLI) structure that allows you to create policies and attach these policies to interfaces.
A traffic policy contains a traffic class and one or more QoS features. A traffic class is used to classify traffic,
whereas the QoS features in the traffic policy determine how to treat the classified traffic. One of the main
goals of MQC is to provide a platform-independent interface for configuring QoS across Cisco platforms.

Traffic Class Elements

The purpose of a traffic class is for queuing and classification of traffic on the router. Use the class-map
command to define a traffic class.
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Traffic Policy Elements .

A traffic class contains three major elements: a name, a series of match commands, and, if more than one
match command exists in the traffic class, an instruction on how to evaluate these match commands. The
traffic class is named in the class-map command. For example, if you use the word cisco with the class-map
command, the traffic class would be named cisco.

\}

Note The class-map command supports the match-any keyword only. The match-all keyword is not supported.

The match commands are used to specify various criteria for classifying packets. Packets are checked to
determine whether they match the criteria specified in the match commands. If a packet matches the specified
criteria, that packet is considered a member of the class and is forwarded according to the QoS specifications
set in the traffic policy. Packets that fail to meet any of the matching criteria are classified as members of the
default traffic class. .

This table shows the details of the match types supported on the Cisco 4000 Series router.

Supported Match Type | Min, Max Max Entries Support for Ranges | Direction supported
for interfaces

IPv4 DSCP (0, 63) 64 yes Ingress

DSCP

IPv4 Precedence 0,7) 8 no Ingress

Precedence

MPLS Experimental 0,7 8 no Ingress

Topmost

QoS-group (1,7) 7 no Egress

Traffic Policy Elements

The purpose of a traffic policy is to configure the QoS features that should be associated with the traffic that
has been classified in a user-specified traffic class or classes. The policy-map command is used to create a
traffic policy. A traffic policy contains three elements: a name, a traffic class (specified with the class
command), and the QoS policies. The name of a traffic policy is specified in the policy map MQC (for example,
the policy-map policyl command creates a traffic policy named policyl). The traffic class that is used to
classify traffic to the specified traffic policy is defined in class map configuration mode. After choosing the
traffic class that is used to classify traffic to the traffic policy, the user can enter the QoS features to apply to
the classified traffic. The class-map command is used to define a traffic class and the associated rules that
match packets to the class.

The MQC does not necessarily require that users associate only one traffic class to one traffic policy. When
packets match to more than one match criterion, as many as 8 traffic classes can be associated to a single
traffic policy. The 8 class maps include the default class and the classes of the child policies, if any.
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Default Traffic Class

Unclassified traffic (traffic that does not meet the match criteria specified in the traffic classes) is treated as
belonging to the default traffic class.

If the user does not configure a default class, packets are still treated as members of the default class. However,
by default, the default class has no enabled features. Therefore, packets belonging to a default class with no
configured features have no QoS functionality. These packets are then placed into a first in, first out (FIFO)
queue and forwarded at a rate determined by the available underlying link bandwidth. This FIFO queue is
managed by a congestion avoidance technique called tail drop.

Creating a Traffic Policy

Step 1
Step 2

To create a traffic policy (supported on egress), use the policy-map command to specify the traffic policy
name.

The traffic class is associated with the traffic policy when the class command is used. The class command
must be issued after you enter the policy map configuration mode. After entering the class command, the
router is automatically in policy map class configuration mode, which is where the QoS policies for the traffic
policy are defined.

These class-actions are supported:

* bandwidth—Configures the bandwidth for the class.

* bandwidth remaining ratio—Configures the bandwidth remaining ratio for the class.
* police—Police traffic.

* priority—Assigns priority to the class.

* queue-limit—Configures queue-limit (tail drop threshold) for the class.

* random-detect—Enables Random Early Detection.

* service-policy—Configures a child service policy.

* set—Configures marking for this class.

* shape—Configures shaping for the class.

Restrictions

A maximum of 8 classes for Level 1 and 1 for Level 2.

Procedure

configure
policy-map [ type gos ] policy-name

Example:

RP/0/ (config)# policy-map policyl
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Step 3

Step 4

Attaching a Traffic Policy to an Interface .

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and enters the policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class classl

Specifies the name of the class whose policy you want to create or change.

commit

Running configuration example for Creating a traffic policy

policy-map ingress POLICER POLICY
class CLASS 1 POLICERIPV4PREC

set traffic-class 7
|

Attaching a Traffic Policy to an Interface

Step 1
Step 2

Step 3

Step 4
Step 5

After the traffic class and traffic policy are created, you must use the service-policy interface configuration
command to attach a traffic policy to an interface, and to specify the direction in which the policy should be
applied (either on packets coming into the interface or packets leaving the interface).

Prerequisites

A traffic class and traffic policy must be created before attaching a traffic policy to an interface.

Procedure

configure
interface type interface-path-id

Example:

RP/0/ (config) # interface HundredGigE 0/7/0/1

Configures an interface and enters the interface configuration mode.
service-policy {input | output} policy-map

Example:

RP/0/ (config-if) # service-policy output policyl

Attaches a policy map to an input or output interface to be used as the service policy for that interface. In this
example, the traffic policy evaluates all traffic leaving that interface.

commit
show policy-map interface type interface-path-id [input | output]
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Example:

RP/0/# show policy-map interface HundredGigE 0/7/0/1

(Optional) Displays statistics for the policy on the specified interface.

Running configuration example for attaching a traffic policy to an interfac e

interface TenGigE0/5/0/1/3.100
service-policy input ingress POLICER_ POLICY
ipv4 address 10.0.0.1 255.255.255.0

encapsulation dotlg 100
|

In-Place Policy Modification

The In-Place policy modification feature allows you to modify a QoS policy even when the QoS policy is
attached to one or more interfaces. A modified policy is subjected to the same checks that a new policy is
subject to when it is bound to an interface. If the policy-modification is successful, the modified policy takes
effect on all the interfaces to which the policy is attached. However, if the policy modification fails on any
one of the interfaces, an automatic rollback is initiated to ensure that the pre-modification policy is in effect
on all the interfaces.

You can also modify any class map used in the policy map. The changes made to the class map take effect
on all the interfaces to which the policy is attached.

\)

Note The QoS statistics for the policy that is attached to an interface are lost (reset to 0) when the policy is modified.

When a QoS policy attached to an interface is modified, there might not be any policy in effect on the interfaces
in which the modified policy is used for a short period of time.

Verification

If unrecoverable errors occur during in-place policy modification, the policy is put into an inconsistent state
on target interfaces. No new configuration is possible until the configuration session is unblocked. It is
recommended to remove the policy from the interface, check the modified policy and then re-apply accordingly.

Recommendations for Using In-Place Policy Modification

For a short period of time while a QoS policy is being modified, no QoS policy is active on the interface. In
the unlikely event that the QoS policy modification and rollback both fail, the interface is left without a QoS
policy.

For these reasons, it is best to modify QoS policies that affect the fewest number of interfaces at a time. Use
the show policy-map targets command to identify the number of interfaces that will be affected during policy
map modification.
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Recommendations for Using In-Place Policy Modification .

For a short period of time while a QoS policy is being modified, there might not be any policy in effect on
the interfaces in which the modified policy is used. For this reason, modify QoS policies that affect the fewest
number of interfaces at a time. Use the show policy-map targets command to identify the number of interfaces
that will be affected during policy map modification.
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QoS Classification

QoS classification identifies and marks traffic flows that require congestion management or congestion
avoidance on a data path. The Modular Quality of Service (QoS) command-line interface (MQC) is used to
define the traffic flows that should be classified, where each traffic flow is called a class of service, or class.
Subsequently, a traffic policy is created and applied to a class. All traffic not identified by defined classes
falls into the category of a default class.

This chapter provides the conceptual and configuration information for QoS packet classification.

* Packet Classification Overview, on page 9

* Specification of the CoS for a Packet with IP Precedence, on page 10
* How to Configure Modular QoS Packet Classification, on page 12

* QoS over Bundle Interfaces , on page 14

Packet Classification Overview

Packet classification involves categorizing a packet within a specific group (or class) and assigning it a traffic
descriptor to make it accessible for QoS handling on the network. The traffic descriptor contains information
about the forwarding treatment (quality of service) that the packet should receive. Using packet classification,
you can partition network traffic into multiple priority levels or classes of service. The source agrees to adhere
to the contracted terms and the network promises a quality of service. Traffic policers and traffic shapers use
the traffic descriptor of a packet to ensure adherence to the contract.

Traffic policers and traffic shapers rely on packet classification features, such as IP precedence, to select
packets (or traffic flows) traversing a router or interface for different types of QoS service. For example, by
using the three precedence bits in the type of service (ToS) field of the IP packet header, you can categorize
packets into a limited set of up to eight traffic classes. After you classify packets, you can use other QoS
features to assign the appropriate traffic handling policies including congestion management, bandwidth
allocation, and delay bounds for each traffic class.

The maximum transmission unit (MTU) for interfaces (both bundle and physical) is 9644, that is, interfaces
can accept packets with a maximum of 9644 bytes.

Ingress classification techniques:

* match cos
* match dscp

* match ip precedence
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* match exponential

» match dei

Egress classification techniques:

» match traffic-class
 match discard-class

* match qos-group

Specification of the CoS for a Packet with IP Precedence

Use of IP precedence allows you to specify the CoS for a packet. You can create differentiated service by
setting precedence levels on incoming traffic and using them in combination with the QoS queuing features.
So that, each subsequent network element can provide service based on the determined policy. IP precedence
is usually deployed as close to the edge of the network or administrative domain as possible. This allows the
rest of the core or backbone to implement QoS based on precedence.

Figure 1: IPv4 Packet Type of Service Field
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3-bit precedence

You can use the three precedence bits in the type-of-service (ToS) field of the [Pv4 header for this purpose.
Using the ToS bits, you can define up to eight classes of service. Other features configured throughout the
network can then use these bits to determine how to treat the packet in regard to the ToS to grant it. These
other QoS features can assign appropriate traffic-handling policies, including congestion management strategy
and bandwidth allocation. For example, queuing features such as LLQ can use the IP precedence setting of
the packet to prioritize traffic.

IP Precedence Bits Used to Classify Packets

Use the three IP precedence bits in the ToS field of the IP header to specify the CoS assignment for each
packet. As mentioned earlier, you can partition traffic into a maximum of eight classes and then use policy
maps to define network policies in terms of congestion handling and bandwidth allocation for each class.

For historical reasons, each precedence corresponds to a name. These names are defined in RFC 791.

This table lists the numbers and their corresponding names, from least to most important.

Table 1: IP Precedence Values

Number Name

0 routine
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Number Name

1 priority

2 immediate

3 flash

4 flash-override
5 critical

6 internet

7 network

The IP precedence feature allows you considerable flexibility for precedence assignment. That is, you can
define your own classification mechanism. For example, you might want to assign precedence based on
application or access router.

)

Note [P precedence bit settings 6 and 7 are reserved for network control information, such as routing updates.

Classification based on DEI

You can classify traffic based on the Drop Eligible Indicator (DEI ) bit that is present in 802.1ad frames and
in 802.1ah frames. Default DEI marking is supported. The set DEI action in policy maps is supported on
802.1ad packets for:

* Ingress

* Layer 2 sub-interfaces

Default DEI marking

Incoming packet Default DEI on imposed 802.1ad headers
802.1 q packet 0
802.1 ad packet DEI of the topmost tag of the incoming packet

802.1q packet translated to 802.1ad packet or 802.1ad | 0 or 1 ; based on the DEI value of the set action
packet
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How to Configure Modular QoS Packet Classification

Creating a Classification Criterion

Step 1
Step 2

Step 3

Step 4

To create a classification criterion, containing match criteria, use the class-map command to specify the traffic
class name, and then use the following match commands in class-map configuration mode, as needed.

)

Note

does not meet the match criteria, then the next value indicated in the match statement is considered for
classification.

Users can provide multiple values for a match type in a single line of configuration; that is, if the first value

Restrictions

« All match commands specified in this configuration task are considered optional, but you must configure
at least one match criterion for a class.

Procedure

configure
class-map [type qos] [match-any] class-map-name

Example:

RP/0/ (config)# class-map class201

Creates a class map to be used for matching packets to the class whose name you specify and enters the class
map configuration mode.

If you specify match-any, one of the match criteria must be met for traffic entering the traffic class to be
classified as part of the traffic class. This is the default. If you specify match-all, the traffic must match all
the match criteria.

match cos [cos-valug] [class-name]

Example:

RP/0/ (config-cmap) # match cos 5

(Optional) Specifies a cos-value in a class map to match packets. The cos-value arguments are specified as
an integer from 0 to 7.

match traffic-class class-name

Example:

RP/0/ (config-cmap) # match traffic-class cl

(Optional) Specifies a traffic class namein a class map to match packets on an egress queuing policy. The
arguments are specified as an integer from 0 to 7.
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Step 5

Step 6

Step 7

Step 8

Step 9

Creating a Classification Criterion .

match dscp [ipv4 dscp-value [dscp-value ... dscp-value]

Example:

RP/0/ (config-cmap) # match dscp ipv4 15
(Optional) Identifies a specific DSCP value as a match criterion.

* Value range is from 0 to 63.
* Reserved keywords can be specified instead of numeric values.

* Up to eight values or ranges con be used per match statement.

match mpls experimental topmost exp-value [exp-valuel ... exp-value7]

Example:

RP/0/ (config-cmap) # match mpls experimental topmost 3

(Optional) Configures a class map so that the three-bit experimental field in the topmost Multiprotocol Label
Switching (MPLS) labels are examined for experimental (EXP) field values. The value range is from 0 to 7.

match mpls experimental imposition value

Example:

RP/0/ (config-cmap) # match mpls experimental imposition 5

(Optional) Configures a class map for the three-bit experimental field in the topmost Multiprotocol Label
Switching (MPLS) imposition labels. The value range is from 0 to 7.

match precedence [ipv4] precedence-value [precedence-valuel ... precedence-valueb]

Example:

RP/0/ (config-cmap) # match precedence ipv4 5
(Optional) Identifies IP precedence values as match criteria.

* Value range is from 0 to 7.

* Reserved keywords can be specified instead of numeric values.

match qos-group [qos-group-valuel ... qos-group-values]

Example:

RP/0/ (config-cmap) # match gos-group 0 1 2 3 4 5 6 7
(Optional) Specifies service (QoS) group values in a class map to match packets.

* qos-group-value identifier argument is specified as the exact value or range of values from 0 to 7.
+ Up to eight values (separated by spaces) can be entered in one match statement.

» match qos-group command is supported only for an egress marking policy.
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Step 10 commit

Running configuration example for traffic class

class-map match-any CLASS 1 POLICERIPV4PREC
match precedence 1
end-class-map

class-map match-any class2

match gos-group 7

end-class-map
|

QoS over Bundle Interfaces

Table 2: Feature History

QoS Classification |

Feature Name Release Information

Feature Description

Increase to 250 Policy maps

Cisco IOS XR Release 6.5.31

The Cisco NCS 4000 supports up
to 250 unique QoS policies
distributed across 512 physical sub
interfaces by default.

The Cisco NCS 4000 supports up to 250 unique policies distributed across 512 physical sub interfaces by
default. While configuring QoS policies on bundle interfaces, the policer id is replicated on both the cores.

Scale Mode

The user can choose bundle or non-bundle scale requirements based on the three profiles. The following table
displays the number of supported sub-interfaces, with QoS ingress policy, for physical and bundle interfaces.

Table 3: Supported Bundles based on Scale Mode

Physical LAG
Core Card per Network | Core Card per Network
Processor Unit Processor Unit
Default 512 1024 0 0
High QoS LAG 64 128 448 448
Medium QoS LAG |256 512 256 256
Low QoS LAG 448 896 64 64
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Restrictions

Restrictions .

Restrictions for QoS on bundle interfaces:

* All ingress QoS configurations on a line card must be removed before the scale profile can be added or
modified or deleted. If this is not done, the system can go in to an unpredictable and inconsistent state,
and any such configuration attempt is not supported. To recover, if the currently configured ingress QoS
scale is within the scale allowed by the newly configured scale mode, a LC hw-module reset can be done
to recover the system.

* For bundle sub-interfaces whose parent interfaces are across multiple line cards, the maximum possible
scale is limited by the least applicable scale-mode. If a bundle and its sub-interfaces have one or more
members going over a line card which does not have a valid scale-mode configured, then, ingress QoS
configuration applied to it will be denied.

Configuring QoS on a Bundle Interface

Step 1
Step 2

Step 3

Step 4

The following configuration procedure enables the user to configure the qos policy over a bundle with a
specific scale mode.

Procedure

configure
hw-module profile gos bundle [ scale-mode ] location location-id

Example:
RP/0/RP0O:router (config) #hw-module profile gos bundle high-scale location 0/13

Enables a bundle on the router with the specified scale mode. The available options for scale mode are
high-scale, medium-scale and low-scale. The number of supported sub-interfaces is based on the configured
scale mode.

Note The hw-module profile qos bundle command is service-affecting. The following warning is
displayed - QoS profile CLI on any Line Card should be used only when no ingress QoSis
configured on the same Line Card. Failure to do so can result in functionality breakage and
system wide inconsistencies. In case of any misconfiguration, the scale mode config hasto be
reverted followed by LC hw-module reset to get the system back into original state.

hw-module location location-id reload

Example:

RP/0/RPO:router (config) #hw-module location 0/1 reload

Reloads the line card.

commit
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Configuring a Service Policy on a Bundle Interface

The following configuration procedure enables the user to attach a service policy to a bundle interface.

Procedure

Step 1 config
Step 2 interface typeinterface-id I2transport

Example:
RP/0/RP0O:router (config) #interface bundle-ether 2000.1 12 transport

Enters the interface configuration mode.
Step 3 service-policy [ input | output ] policy-name

Example:

RP/0/RPO:router (config-subif) #service-policy input policy-1

Attaches a service policy to the bundle interface.

Step 4 commit
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QoS Marking

Marking is used to indicate the priority in traffic. The packets are marked to indicate higher priority traffic
over lower priority traffic.

This chapter provides conceptual and configuration details for the QoS marking.

» Marking Overview, on page 17

* [P Precedence Value Settings, on page 18

» TCP Establishment DSCP marking / Set IP Precedence , on page 18
* [P Precedence compared to [P DSCP marking , on page 19

* Conditional and Unconditional Marking, on page 19

Marking Overview

Marking is a process, which helps to modify the quality of service for incoming and outgoing packets. You
can use marking commands in traffic classes, which are referenced in the policy map.

Ingress marking techniques:

* set cos

* set dei

* set precedence

* set dscp

* set exponential
* set traffic-class
* set qos-group

* set discard-class

* unconditional marking

Egress marking techniques:

* set cos

* set dei
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* conditional marking

Default Marking Behavior

When an ingress or egress interface adds VLAN tags or MPLS labels, it requires a default value for the CoS
and EXP values that go into those tags and labels. The default value can be then overridden based on the
policy map. The default value for CoS and EXP is based on a trusted field in the packet upon ingress to the
system. The router implements an implicit trust of certain fields based on the packet type and ingress interface
forwarding type (Layer 2 or Layer 3).

By default, the router does not modify the IP precedence or DSCP without a policy-map being configured.
The default behavior is described below.

On an ingress or egress Layer 2 interface, such as xconnect, the outermost CoS value is used for any field
that gets added in the ingress interface. If there is a VLAN tag that gets added due to a Layer 2 rewrite, the
incoming outermost CoS value is used for the new VLAN tag. If an MPLS label is added, the CoS value
would be used for the EXP bits in the MPLS tag.

On an ingress or egress Layer 3 interface (routed or label weighted for IPv4 packets), the three DSCP and
precedence bits are identified in the incoming packet. For MPLS packets, the outermost label’s EXP bit is
identified, and this value is used for any new field that gets added at the ingress interface. If an MPLS label
is added, then the identified precedence, DSCP, or MPLS EXP value is used for the EXP bits in the newly
added MPLS tag.

IP Precedence Value Settings

By default, Cisco IOS XR software leaves the IP precedence value untouched. This preserves the precedence
value set in the header and allows all internal network devices to provide service based on the IP precedence
setting. This policy follows the standard approach stipulating that network traffic should be sorted into various
types of service at the edge of the network and that those types of service should be implemented in the core
of the network. Routers in the core of the network can then use the precedence bits to determine the order of
transmission, the likelihood of packet drop, and so on.

Because traffic coming into your network can have the precedence set by outside devices, we recommend
that you reset the precedence for all traffic entering your network. By controlling IP precedence settings, you
prohibit users that have already set the IP precedence from acquiring better service for their traffic simply by
setting a high precedence for all of their packets.

TCP Establishment DSCP marking / Set IP Precedence

The Differentiated Services Code Point (DSCP) field in an IP packet which helps enables different levels of
service to be assigned to network traffic. Marking is a process, which helps to modify QOS fields incoming
and outgoing packets. You can use marking commands in traffic classes, which are referenced in the policy

map.
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IP Precedence compared to IP DSCP marking

If you need to mark packets in your network and all your devices support IP DSCP marking, use the IP DSCP
marking to mark your packets because the [P DSCP markings provide more unconditional packet marking
options. If marking by IP DSCP is undesirable, however, or if you are unsure if the devices in your network
support IP DSCP values, use the IP precedence value to mark your packets. The IP precedence value is likely
to be supported by all devices in the network.

You can set up to 8 different IP precedence markings and 64 different IP DSCP markings.

Conditional and Unconditional Marking

The class-based, Unconditional Packet Marking feature provides users with a means for efficient packet
marking by which the users can differentiate packets based on the designated markings. The unconditional
marking feature allows users to:

» Mark packets by setting the layer-2 Class-Of-Service (COS) value.
» Mark packets by setting the Drop Eligible Indicator (DEI) value based on the policy map.

» Mark packets by setting the IP precedence bits or the IP differentiated services code point (DSCP) in the
IP ToS or DSCP field.

» Mark Multiprotocol Label Switching (MPLS) packets by setting the EXP bits within the imposed or
topmost label.

Use QoS unconditional packet marking to assign packets to a QoS group. To set the QoS group identifier on
MPLS packets, use the set qos-group command in policy map.

Packet marking as a policer action is conditional marking.

Understanding Unconditional Marking

Unconditional marking on Xconnect

Support Matrix for L2 Xconnect

QoS on Xconnect COS DEI
COS Supported Supported
DEI Supported Supported

Provided below, is the work flow to configure Unconditional Marking on Xconnect. A simple topology
consisting of a router (NCS 4000) is considered, with ingress traffic.

1. Configure LANPHY mode
controller Optics0/5/0/6
Port-mode ethernet framing packet rate 10GIG

controller Optics0/3/0/3
Port-mode ethernet framing packet rate 10GIG
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Configure L2VPN Xconnect

interface TenGigEO0/5/0/6
no shutdown
l2transport
interface TenGigEO0/3/0/3
no shutdown
l2transport
12vpn
xconnect group test
p2p test
interface TenGigE0/5/0/6
interface TenGigEO0/3/0/3

Configure Class Map

class-map match-any COS7
match cos 7
end-class-map

Configure Policy Map

policy-map ingress _marking
class COS7

police rate 2 gbps

1

set cos 2

set dei 1

|

class class-default
|

end-policy-map

|

Apply policy-map on an interface
interface TenGigEO0/5/0/6

l2transport
service-policy input ingress marking

Unconditional Marking on VPWS

QoS Marking |

Support Matrix for VPWS

QoS on VPWS | COS DEI EXP PRECEDENCE | DSCP

COS Not supported | Not supported | Supported Not supported | Not supported
DEI Not supported | Not supported | Supported Not supported | Not supported
EXP Not supported | Not supported |Not supported |Not supported |Not supported
PRECEDENCE | Not supported |Not supported | Not supported | Not supported | Not supported
DSCP Not supported | Not supported | Not supported | Not supported | Not supported

Provided below is the workflow to configure unconditional marking on VPWS. The topology consists of two
NCS 4000 series routers (R1 and R2), with standard ingress and egress traffic, connected to each other by a
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Flex LSP tunnel. From R1 to R2, COS-1 is marked to MPLS EXP 7. From R2 to R1, MPLS EXP 7 is marked
to COS-5.

* Configuration on R1

class-map match-any COS1
match cos 1

end-class-map
|

policy-map POLICY1

class COS1
set traffic-class 1
set mpls experimental imposition 7
police rate 10 mbps peak-rate 20 mbps

interface HundredGigE0/6/0/5.100 l2transport
encapsulation dotlg 100
service-policy input POLICY1

Configuration on R2

class-map match-any mpls experimental topmost 7
match mpls experimental topmost 7

policy-map POLICY2

class mpls_experimental topmost 7
set traffic-class 7
set cos 5

interface HundredGigE0/2/0/1
service-policy input POLICY2
ipv4 address 1.76.1.2 255.255.255.0

Understanding Conditional Marking

Conditional Marking on VPWS

Support Matrix for VPWS

QoS on VPWS | COS DEI EXP PRECEDENCE | DSCP

COS Not supported | Not supported | Supported Not supported | Not supported
DEI Not supported | Not supported | Supported Not supported | Not supported
EXP Not supported | Not supported | Not supported | Not supported | Not supported
PRECEDENCE | Not supported |Not supported | Supported Not supported | Not supported
DSCP Not supported | Not supported | Supported Not supported | Not supported

Provided below is the workflow to configure conditional marking on VPWS. The topology consists of two
NCS 4000 series routers (R1 and R2), with standard ingress and egress traffic, connected to each other by a
Flex LSP tunnel. From R1 to R2, COS 1 is marked to EXP 7 for CIR and EXP 1 for PIR. From R2 to R1,
EXP 7 is marked to COS 7.
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* Configuration on R1

class-map match-any COS1
match cos 1
end-class-map

policy-map POLICY1
class COS1
set gos-group 1
police rate 10 mbps peak-rate 20 mbps

interface HundredGigE0/6/0/5.100 l2transport
encapsulation dotlg 100
service-policy input POLICY1

class-map match-all gos-group-l-discard-class-0
match gos-group 1

match discard-class 0

end-class-map

|

class-map match-all gos—-group-l-discard-class-1
match gos-group 1

match discard-class 2

end-class-map
|

policy-map POLICY-CONDITIONAL-EGRESS-1
class gos-group-l-discard-class-0
set mpls experimental imposition 7

class gos-group-l-discard-class-1
set mpls experimental imposition 1
|

interface HundredGigEO/3/0/0

service-policy output POLICY-CONDITIONAL-EGRESS-1
ipv4 address 1.76.1.1 255.255.255.0

|

Configuration on R2

class-map match-any mpls experimental topmost 7
match mpls experimental topmost 7

end-class-map
!

policy-map POLICYZ2

class mpls_experimental topmost 7
set gos-group 7
set discard-class 0

interface HundredGigE0/2/0/1
service-policy input POLICY2

ipv4 address 1.76.1.2 255.255.255.0
!

class-map match-all gos-group-l-discard-class-1
match gos-group 1
match discard-class 1
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end-class-map
|

policy-map POLICY-CONDITIONAL-EGRESS-2
class gos-group-l-discard-class-1

set cos 5
|

interface TenGigE0/2/0/7/1.100 1l2transport
encapsulation dotlg 100

service-policy output POLICY-CONDITIONAL-EGRESS-2
|
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CHAPTER 4

QoS Policing

Traffic policing allows you to control the maximum rate of traffic sent or received on an interface and to
partition a network into multiple priority levels or class of service (CoS).

This chapter provides conceptual and configuration details for QoS Traffic Policing.

* Policing Overview, on page 25
* Configuring Traffic Policing (Two-Rate Color-Blind), on page 31
* Configuring Traffic Policing (2R3C), on page 33

Policing Overview

Traffic policing manages the maximum rate of traffic through a token bucket algorithm. The token bucket
algorithm uses user-configured values to determine the maximum rate of traffic allowed on an interface at a
given moment in time. The token bucket algorithm is affected by all traffic entering or leaving the interface
(depending on where the traffic policy with traffic policing is configured) and is useful in managing network
bandwidth in cases where several large packets are sent in the same traffic stream.

Traffic entering the interface with traffic policing configured is placed into one of these categories. Within
these three categories, users can decide packet treatments. For instance, packets that conform can be configured
to be sent, packets that exceed can be configured to be sent with a decreased priority, and packets that violate
can be configured to be dropped.

Traffic policing is often configured on interfaces at the edge of a network to limit the rate of traffic entering
or leaving the network. In the most common traffic policing configurations, traffic that conforms to the CIR
is sent and traffic that exceeds is sent with a decreased priority or is dropped. Users can change these
configuration options to suit their network needs.

)

Note

Configured values take into account the Layer 1 encapsulation applied to traffic. This applies to both ingress

and egress policing. For Ethernet, the encapsulation is 34 bytes; whereas for 802.1Q, the encapsulation is
38 bytes.

Traffic policing is often configured on interfaces at the edge of a network to limit the rate of traffic entering
or leaving the network. In the most common traffic policing configurations, traffic that conforms to the CIR
is sent and traffic that exceeds is sent with a decreased priority or is dropped. Users can change these
configuration options to suit their network needs. Traffic policing also provides a certain amount of bandwidth
management by allowing you to set the burst size (Bc) for the committed information rate (CIR). When the
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peak information rate (PIR) is supported, a second token bucket is enforced and then the traffic policer is
called a two-rate policer.

The supported policing features are:
* Single-rate policers

* Two-rate policers

Regulation of Traffic with the Policing Mechanism

This section describes the single-rate and two-rate policing mechanisms.

Single-Rate Policer

A single-rate, two-action policer provides one token bucket with two actions for each packet: a conform action
and an exceed action.

This figure illustrates how a single-rate token bucket policer marks packets as either conforming or exceeding
a CIR, and assigns an action.

Figure 2: Marking Packets and Assigning Actions—Single-Rate Policer
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The time interval between token updates (Tc) to the token bucket is updated at the CIR value each time a
packet arrives at the traffic policer. The Tc token bucket can contain up to the Bc value, which can be a certain
number of bytes or a period of time. If a packet of size B is greater than the Tc token bucket, then the packet

exceeds the CIR value and a configured action is performed. If a packet of size B is less than the Tc token
bucket, then the packet conforms and a different configured action is performed.

Two-Rate Policer

The two-rate policer manages the maximum rate of traffic by using two token buckets: the committed token
bucket and the peak token bucket. The dual-token bucket algorithm uses user-configured values to determine
the maximum rate of traffic allowed on a queue at a given moment. In this way, the two-rate policer can meter
traffic at two independent rates: the committed information rate (CIR) and the peak information rate (PIR).

The committed token bucket can hold bytes up to the size of the committed burst (bc) before overflowing.
This token bucket holds the tokens that determine whether a packet conforms to or exceeds the CIR as the
following describes:

* A traffic stream is conforming when the average number of bytes over time does not cause the committed
token bucket to overflow. When this occurs, the token bucket algorithm marks the traffic stream green.

* A traffic stream is exceeding when it causes the committed token bucket to overflow into the peak token
bucket. When this occurs, the token bucket algorithm marks the traffic stream yellow. The peak token
bucket is filled as long as the traffic exceeds the police rate.

The peak token bucket can hold bytes up to the size of the peak burst (be) before overflowing. This token
bucket holds the tokens that determine whether a packet violates the PIR. A traffic stream is violating when
it causes the peak token bucket to overflow. When this occurs, the token bucket algorithm marks the traffic
stream red.

The dual-token bucket algorithm provides users with three actions for each packet—a conform action, an
exceed action, and an optional violate action. Traffic entering a queue with the two-rate policer configured is
placed into one of these categories. Within these three categories, users can decide packet treatments. For
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instance, packets that conform can be configured to be sent; packets that exceed can be configured to be sent
with a decreased priority; and packets that violate can be configured to be dropped.

Figure 3: Marking Packets and Assigning Actions—2-Rate Policer
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For example, if a data stream with a rate of 250 kbps arrives at the two-rate policer, and the CIR is 100 kbps
and the PIR is 200 kbps, the policer marks the packet in the following way:
* 100 kbps conforms to the rate

* 100 kbps exceeds the rate

* 50 kbps violates the rate

The router updates the tokens for both the committed and peak token buckets in the following way:

* The router updates the committed token bucket at the CIR value each time a packet arrives at the interface.
The committed token bucket can contain up to the committed burst (bc) value.

* The router updates the peak token bucket at the PIR value each time a packet arrives at the interface.
The peak token bucket can contain up to the peak burst (be) value.

* When an arriving packet conforms to the CIR, the router takes the conform action on the packet and
decrements both the committed and peak token buckets by the number of bytes of the packet.

* When an arriving packet exceeds the CIR, the router takes the exceed action on the packet, decrements
the committed token bucket by the number of bytes of the packet, and decrements the peak token bucket
by the number of overflow bytes of the packet.

» When an arriving packet exceeds the PIR, the router takes the violate action on the packet, but does not
decrement the peak token bucket.
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Committed Bursts and Excess Bursts

Unlike a traffic shaper, a traffic policer does not buffer excess packets and transmit them later. Instead, the
policer executes a “send or do not send” policy without buffering. During periods of congestion, proper
configuration of the excess burst parameter enables the policer to drop packets less aggressively. Therefore,
it is important to understand how policing uses the committed (normal) and excess burst values to ensure the
router reaches the configured committed information rate (CIR).

Burst parameters are based on a generic buffering rule for routers, which recommends that you configure
buffering to be equal to the round-trip time bit-rate to accommodate the outstanding TCP windows of all
connections in times of congestion.

Committed Bursts

The committed burst (bc) parameter of the police command implements the first, conforming (green) token
bucket that the router uses to meter traffic. The bc parameter sets the size of this token bucket. Initially, the
token bucket is full and the token count is equal to the committed burst size (CBS). Thereafter, the meter
updates the token counts the number of times per second indicated by the committed information rate (CIR).

The following describes how the meter uses the conforming token bucket to send packets:

» [f sufficient tokens are in the conforming token bucket when a packet arrives, the meter marks the packet
green and decrements the conforming token count by the number of bytes of the packet.

* If there are insufficient tokens available in the conforming token bucket, the meter allows the traffic flow
to borrow the tokens needed to send the packet. The meter checks the exceeding token bucket for the
number of bytes of the packet. If the exceeding token bucket has a sufficient number of tokens available,
the meter marks the packet:

Green and decrements the conforming token count down to the minimum value of 0.

Yellow, borrows the remaining tokens needed from the exceeding token bucket, and decrements the
exceeding token count by the number of tokens borrowed down to the minimum value of 0.

« If an insufficient number of tokens is available, the meter marks the packet red and does not decrement
either of the conforming or exceeding token counts.

\}

Note When the meter marks a packet with a specific color, there must be a sufficient
number of tokens of that color to accommodate the entire packet. Therefore, the
volume of green packets is never smaller than the committed information rate
(CIR) and committed burst size (CBS). Tokens of a given color are always used
on packets of that color.

The default committed burst size is the greater of 2 milliseconds of bytes at the police rate or the network
maximum transmission unit (MTU).

Committed Burst Calculation
To calculate committed burst, use the following formula:

bec = CIR bps * (1 byte) / (8 bits) * 1.5 seconds
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\)

Note 1.5 seconds is the typical round-trip time.

For example, if the committed information rate is 512000 bps, then using the committed burst formula, the
committed burst is 96000 bytes.

bc=512000 * 1/8 * 1.5
bc = 64000 * 1.5 = 96000

)

Note When the be value equals 0, we recommend that you set the egress bc value to be greater than or equal to the
ingress bc value plus 1. Otherwise, packet loss can occur. For example: be = 0 egress bc >= ingress bc + 1

Excess Bursts

The excess burst (be) parameter of the police command implements the second, exceeding (yellow) token
bucket that the router uses to meter traffic. The exceeding token bucket is initially full and the token count is
equal to the excess burst size (EBS). Thereafter, the meter updates the token counts the number of times per
second indicated by the committed information rate (CIR).

The following describes how the meter uses the exceeding token bucket to send packets:

* When the first token bucket (the conforming bucket) meets the committed burst size (CBS), the meter
allows the traffic flow to borrow the tokens needed from the exceeding token bucket. The meter marks
the packet yellow and then decrements the exceeding token bucket by the number of bytes of the packet.

* If the exceeding token bucket does not have the required tokens to borrow, the meter marks the packet
red and does not decrement the conforming or the exceeding token bucket. Instead, the meter performs
the exceed-action configured in the police command (for example, the policer drops the packets).

Excess Burst Calculation
To calculate excess burst, use the following formula:
be =2 * committed burst

For example, if you configure a committed burst of 4000 bytes, then using the excess burst formula, the excess
burst is 8000 bytes.

be =2 * 4000 = 8000

The default excess burst size is 0.

Deciding if Packets Conform or Exceed the Committed Rate

Policing uses normal or committed burst (bc) and excess burst (be) values to ensure that the configured
committed information rate (CIR) is reached. Policing decides if a packet conforms or exceeds the CIR based
on the burst values you configure. Several factors can influence the policer’s decision, such as the following:

* Low burst values—If you configure burst values too low, the achieved rate might be much lower than
the configured rate.
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* Temporary bursts—These bursts can have a strong adverse impact on throughput of Transmission Control
Protocol (TCP) traffic.

It is important that you set the burst values high enough to ensure good throughput. If your router drops packets
and reports an exceeded rate even though the conformed rate is less than the configured CIR, use the show
interface command to monitor the current burst, determine whether the displayed value is consistently close
to the committed burst (bc) and excess burst (be) values, and if the actual rates (the committed rate and
exceeded rate) are close to the configured committed rate. If not, the burst values might be too low. Try
reconfiguring the burst rates using the suggested calculations in the Committed Burst Calculation, on page
29 and the Excess Burst Calculation, on page 30.

Two-Rate Three-Color (2R3C) Policer

The policer reads a preexisting marking—the frame-relay discard-eligibility (FRDE) bit in the packet
header—that was set by a policer on a previous network node. By default the FRDE bit is set to 0. At the
receiving node, the system uses this bit to determine the appropriate color-aware policing action for the packet:

* To classify the FRDE bit value 0 as conform color, create a conform-color class-map for frde=0 packets.
This causes packets to be classified as color green, and the system applies the conform action.

* To classify the FRDE bit value 1 as exceed color, create an exceed-color class-map for frde=1 packets.
This causes packets to be classified as color yellow, and the system applies the exceed action.

\)

Note Color-aware policing is not supported for hierarchical QoS.

Figure 4: 2R3C Policing Process Flowchart
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Configuring Traffic Policing (Two-Rate Color-Blind)

Traffic policing allows you to control the maximum rate of traffic sent or received on an interface. This section
provides the procedure for configuring two-rate color-blind traffic policing.

Procedure

Step 1 configure
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Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

policy-map policy-name

Example:

RP/0/ (config)# policy-map policyl

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and enters the policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class classl

Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.

police rate {[units] | percent percentage} [burst burst-size [burst-units]] [peak-burst peak-burst [burst-units]]
[peak-rate value [units]] | percent percentage]

Example:

RP/0/ (config-pmap-c) # police rate 250000

Configures traffic policing and enters policy map police configuration mode. The traffic policing feature
works with a token bucket algorithm.

exit

Example:

RP/0/ (config-pmap-c-police) # exit

Returns the router to policy map class configuration mode.
exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.
exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to the global configuration mode.
interface type interface-path-id

Example:

RP/0/ (config) # interface HundredGigE 0/7/0/0

Enters configuration mode and configures an interface.
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Step 9

Step 10
Step 11

Configuring Traffic Policing (2R3C) .

service-policy {input | output} policy-map
Example:

RP/0/ (config-if) # service-policy output policyl

Attaches a policy map to an input or output interface to be used as the service policy for that interface. In this
example, the traffic policy evaluates all traffic leaving that interface.

commit
show policy-map interface type interface-path-id [input | output]

Example:

RP/0/# show policy-map interface HundredGigE 0/7/0/0

(Optional) Displays policy configuration information for all classes configured for all service policies on the
specified interface.

Configuring Traffic Policing (2R3C)

Step 1
Step 2

Step 3

Step 4

This section provides the procedure for configuring two-rate three-color traffic policing.

Procedure

configure
class-map [match-any] class-map-name

Example:

RP/0/ (config)# class-map match-all

Creates or modifies a class map that can be attached to one or more interfaces to specify a matching policy
and enters the class map configuration mode.

match precedence ipv4precedence valuefr-defr-de-bit-value

Example:

RP/0/ (config) # match precedence ipv4 5

Specifies a precedence value that is used as the match criteria against which packets are checked to determine
if they belong to the class specified by the class map.

Specifies the matching condition:

* Match fr-de 1 is typically used to specify an exceed-color packet.

policy-map policy-name

Example:
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Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

Step 11

RP/0/ (config) # policy-map policyl

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and enters the policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class classl

Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.

police rate {[units] | percent percentage} [burst burst-size [burst-units]] [peak-burst peak-burst [burst-units]]
[peak-rate value [units]]

Example:

RP/0/ (config-pmap-c) # police rate 768000 burst 288000 peak-rate 1536000 peak-burst 576000

Configures traffic policing and enters policy map police configuration mode. The traffic policing feature
works with a token bucket algorithm.

exit

Example:

RP/0/ (config-pmap-c-police) # exit

Returns the router to policy map class configuration mode.
exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.
exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to global configuration mode.
interface type interface-path-id

Example:

RP/0/ (config) # interface HundredGigE 0/7/0/0

Enters configuration mode and configures an interface.

service-policy policy-map
Example:
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RP/0/ (config-if) # service-policy policyl

Attaches a policy map to an input interface to be used as the service policy for that interface.

Step 12 commit
Step 13 show policy-map interface type interface-path-id
Example:

RP/0/# show policy-map interface HundredGigE 0/7/0/0

(Optional) Displays policy configuration information for all classes configured for all service policies on the
specified interface.

Running configuration for policer

policy-map ingress POLICER POLICY
class CLASS 1 POLICERIPV4PREC

set gos-group 7

police rate 1 gbps peak-rate 2 gbps
|
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CHAPTER 5

Congestion Avoidance

Congestion avoidance techniques monitor traffic flow in an effort to anticipate and avoid congestion at common
network bottlenecks. Avoidance techniques are implemented before congestion occurs as compared with
congestion management techniques that control congestion after it has occurred.

This chapter provides details regarding congestion avoidance techniques.

* Prerequisites for Configuring Modular QoS Congestion Avoidance, on page 37
» Random Early Detection and TCP, on page 37

* Tail Drop, on page 38

* Configuring Random Early Detection, on page 38

* Configuring Weighted Random Early Detection, on page 40

* Configuring Tail Drop, on page 42

Prerequisites for Configuring Modular QoS Congestion
Avoidance

This prerequisite is required for configuring QoS congestion avoidance on your network:

You must be in a user group associated with a task group that includes the proper task IDs. The command
reference guides include the task IDs required for each command. If you suspect user group assignment is
preventing you from using a command, contact your AAA administrator for assistance.

Random Early Detection and TCP

The Random Early Detection (RED) congestion avoidance technique takes advantage of the congestion control
mechanism of TCP. By randomly dropping packets prior to periods of high congestion, RED tells the packet
source to decrease its transmission rate. Assuming the packet source is using TCP, it decreases its transmission
rate until all packets reach their destination, indicating that the congestion is cleared. You can use RED as a
way to cause TCP to slow transmission of packets. TCP not only pauses, but it also restarts quickly and adapts
its transmission rate to the rate that the network can support.

RED distributes losses in time and maintains normally low queue depth while absorbing traffic bursts. When
enabled on an interface, RED begins dropping packets when congestion occurs at a rate you select during
configuration.
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Queue-limit for WRED

Tail Drop

Queue-limit is used to fine-tune the number of buffers available for each queue. It can only be used on a
queuing class. Default queue limit is --------- ms of the service rate for the given queue. The service rate is
the sum of minimum guaranteed bandwidth and bandwidth remaining assigned to a given class either implicitly
or explicitly.

The queue-limit is rounded up to one of the following values: 8 KB, 16 KB, 24 KB, 32 KB, 48 KB, 64 KB,
96 KB, 128 KB, 192 KB, 256 KB, 384 KB, 512 KB, 768 KB, 1024 KB, 1536 KB, 2048 KB, 3072 KB, 4196
KB, 8192 KB, 16394 KB, 32768 KB, 65536 KB, 131072 KB, or 262144 KB.

Tail drop is a congestion avoidance technique that drops packets when an output queue is full until congestion
is eliminated. Tail drop treats all traffic flow equally and does not differentiate between classes of service.

Configuring Random Early Detection

Step 1
Step 2

Step 3

This configuration task is similar to that used for WRED except that the random-detect precedence command
is not configured and the random-detect command with the default keyword must be used to enable RED.

Restrictions

If you configure the random-detect default command on any class including class-default, you must configure
one of the following commands:

« shape average or bandwidth
For the random-detect command to take effect, you must configure either the shape average or bandwidth

command in the user defined policy map class. This dependency is not applicable to the policy map
class-default.

Procedure

configure
policy-map policy-map-name
Example:

RP/0/ (config) # policy-map policyl

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and enters the policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class classl
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Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.

Step 4 random-detect {cos value | default | discard-class value | dscp value | exp value | precedence value |
min-threshold [units] max-threshold [units] }

Example:

RP/0/ (config-pmap-c)# random-detect default
Enables RED with default minimum and maximum thresholds.

Step 5 bandwidth {bandwidth [units] | percent value}

Example:

RP/0/ (config-pmap-c) # bandwidth percent 30
(Optional) Specifies the bandwidth allocated for a class belonging to a policy map.
or

(Optional) Specifies how to allocate leftover bandwidth to various classes.

Step 6 shape average {percent percentage | value [units]}

Example:

RP/0/ (config-pmap-c) # shape average percent 50
(Optional) Shapes traffic to the specified bit rate or a percentage of the available bandwidth.

Note This step can be used if the bandwidth is not configured (step 5).

Step 7 exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.
Step 8 exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to the global configuration mode.
Step 9 interface type interface-path-id

Example:

RP/0/ (config) # interface TenGigE 0/2/0/0

Enters the configuration mode and configures an interface.

Step 10 service-policy {input | output} policy-map

Example:
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Step 11

RP/0/ (config-if)# service-policy output policyl

Attaches a policy map to an input or output interface to be used as the service policy for that interface. In this
example, the traffic policy evaluates all traffic leaving that interface.

commit

Configuring Weighted Random Early Detection

Step 1
Step 2

Step 3

WRED drops packets selectively based on IP precedence. IP precedences are assigned to packets as they enter
the network. WRED uses these precedences to determine how to treat different types of traffic.

Configure WRED using the random-detect command and different CoS, DSCP, EXP, and discard-class
values. The value can be range or a list of values that are valid for that field. You can also use minimum and
maximum queue thresholds to determine the dropping point.

When a packet arrives, the following actions occur:
* The average queue size is calculated.
» [f the average queue size is less than the minimum queue threshold, the arriving packet is queued.

» Ifthe average queue size is between the minimum queue threshold for that type of traffic and the maximum
threshold for the interface, the packet is either dropped or queued, depending on the packet drop probability
for that type of traffic.

« If the average queue size is greater than the maximum threshold, the packet is dropped.

Restrictions
You cannot configure WRED in a class that has been set for priority queueing (PQ).

You cannot use the random-detect command in a class configured with the priority command.

Procedure

configure
policy-map policy-name

Example:

RP/0/ (config)# policy-map policyl

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and enters the policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class classl
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Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

Configuring Weighted Random Early Detection .

Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.

random-detect discard-class class-id [min-packets max-packets] | default

Example:

RP/0/ (config-pmap-c) # random-detect discard-class 1 1 packet 2 packets

Modifies the minimum and maximum packet thresholds for the discard class.

bandwidth {bandwidth [units] | percent value}

Example:

RP/0/ (config-pmap-c) # bandwidth percent 30

(Optional) Specifies the bandwidth allocated for a class belonging to a policy map. This example guarantees
30 percent of the interface bandwidth to class class1.

shape average {percent percentage | value [units]}

Example:

RP/0/ (config-pmap-c) # shape average percent 50
(Optional) Shapes traffic to the specified bit rate or a percentage of the available bandwidth.

Note This step can be used if the bandwidth was not configured earlier (using step 5).

gueue-limit value [units]

Example:

RP/0/ (config-pmap-c) # queue-limit 50 ms

(Optional) Changes queue-limit to fine-tune the amount of buffers available for each queue. The default
queue-limit is 100 ms of the service rate for a non-priority class and 10ms of the service rate for a priority
class.

exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to the global configuration mode.
interface type interface-path-id

Example:

RP/0/ (config)# interface 0/2/0/0

Enters the configuration mode and configures an interface.

service-policy {input | output} policy-map
Example:
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Step 11
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RP/0/ (config-if)# service-policy output policyl
Attaches a policy map to an input or output interface to be used as the service policy for that interface.

* In this example, the traffic policy evaluates all traffic leaving that interface.

* Ingress policies are not valid; the bandwidth and bandwidth remaining commands cannot be applied
to ingress policies.

commit

Running configuration for WRED

policy-map egress WRED POLICY L3
class class2
shape average 5 gbps

random-detect discard-class 0 0 bytes 10 bytes
|

Configuring Tail Drop

Packets satisfying the match criteria for a class accumulate in the queue reserved for the class until they are
serviced. The queue-limit command is used to define the maximum threshold for a class. When the maximum
threshold is reached, enqueued packets to the class queue result in tail drop (packet drop).

The queue-limit value uses the guaranteed service rate (GSR) of the queue as the reference value for the
gueue_bandwidth. If the class has bandwidth percent associated with it, the queue-limit is set to a proportion
of the bandwidth reserved for that class.

If the GSR for a queue is zero, use the following to compute the default queue-limit:
* 1 percent of the interface bandwidth for queues in a nonhierarchical policy.
* 1 percent of parent maximum reference rate for hierarchical policy.

The parent maximum reference rate is the minimum of parent shape, policer maximum rate, and the
interface bandwidth.

)

Note The default queue-limit is set to bytes of 100 ms of queue bandwidth. The following formula is used to

calculate the default queue limit (in bytes):??bytes = (100 ms / 1000 ms) * queue bandwidth kbps)) / 8

The default queue-limit is set as follows:

default queue limit (in bytes) = (<200/100|10> ms * queue bandwidth kbps) / 8

N

Note  You can configure the queue limit in all the priority classes.
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The default queue-limit is set as follows:

\)

« For priority class

default queue limit (in bytes) = (<10> ms * queue_bandwidth kbps) / 8

« For non-priority class

default queue limit (in bytes) = (<100> ms * queue bandwidth kbps) / 8

Step 1
Step 2

Step 3

Step 4

Step 5

Note

You can configure a maximum queue threshold up to 1GB, which translates to 80ms of buffering for 100Gbps

queue.

Restrictions

» When configuring the queue-limit command in a class, you must configure one of the following
commands: priority, shape average, bandwidth, or bandwidth remaining, except for the default class.

Procedure

configure
policy-map policy-name

Example:

RP/0/ (config)# policy-map policyl

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and also enters the policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class classl

Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.

(optional) queue-limit value [units]
Example:

RP/0/ (config-pmap-c) # queue-limit 1000000 bytes

Specifies or modifies the maximum the queue can hold for a class policy configured in a policy map. The
default value of the unitsargument is packets. In this example, when the queue limit reaches 1,000,000 bytes,
enqueued packets to the class queue are dropped.

priority [level priority-level ]

Example:

RP/0/ (config-pmap-c) # priority level 1
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Step 6

Step 7

Step 8

Step 9

Step 10

Step 11

Step 12

Congestion Avoidance |

Specifies priority to a class of traffic belonging to a policy map.

police rate percent percentage

Example:

RP/0/ (config-pmap-c) # police rate percent 30

Configures traffic policing.

class class-name

Example:

RP/0/ (config-pmap) # class class?2

Specifies the name of the class whose policy you want to create or change. In this example, class?2 is configured.

bandwidth {bandwidth [units] | percent value}

Example:

RP/0/ (config-pmap-c) # bandwidth percent 30

(Optional) Specifies the bandwidth allocated for a class belonging to a policy map. This example guarantees
30 percent of the interface bandwidth to class class2.

(optional) queue-limit value [units]

Example:

RP/0/ (config-pmap-c) # queue-limit 1000000 bytes

Specifies or modifies the maximum the queue can hold for a class policy configured in a policy map. The
default value of the unitsargument is packets. In this example, when the queue limit reaches 1,000,000 bytes,
enqueued packets to the class queue are dropped.

class class-name

Example:

RP/0/ (config-pmap) # class class?2

Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.

bandwidth remaining percent value

Example:

RP/0/ (config-pmap-c) # bandwidth remaining percent 20

(Optional) Specifies how to allocate leftover bandwidth to various classes. This example allocates 20 percent
of the leftover interface bandwidth to class class2.

class class-name

Example:

RP/0/ (config-pmap) # class class3
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Step 13

Step 14

Step 15

Step 16

Step 17

Configuring Tail Drop .

Specifies the name of the class whose policy you want to create or change and enters the policy map class

configuration mode.
exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.

exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to the global configuration mode.

interface type interface-path-id

Example:

RP/0/ (config) # interface HundredGigE 0/7/0/0

Enters the configuration mode and configures an interface.

service-policy {input | output} policy-map

Example:

RP/0/ (config-if)# service-policy output policyl

Attaches a policy map to an input or output interface to be used as the service policy for that interface. In this

example, the traffic policy evaluates all traffic leaving that interface.

commit

Running configuration for tail drop

policy-map egress BRRpriority POLICY

class CLASS 3 egress BRRpriorityIPV4DSCP
bandwidth remaining ratio 1

!

class CLASS 1 egress BRRpriorityIPV4DSCP
bandwidth remaining ratio 10

!

class class—-default

!

end-policy-map

!
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CHAPTER 6

Congestion Management

Congestion management controls congestion after it has occurred on a network. Congestion is managed by
using packet queuing methods and by shaping the packet flow through use of traffic regulation mechanisms.

This chapter provides details about congestion management techniques.

* Prerequisites for Configuring QoS Congestion Management, on page 47
* Information About Configuring Congestion Management, on page 47

» Congestion Management Overview, on page 47

* Traffic Shaping, on page 48

» How to Configure QoS Congestion Management, on page 49

Prerequisites for Configuring QoS Congestion Management

These prerequisites are required for configuring QoS congestion management on your network:

* You must be in a user group associated with a task group that includes the proper task IDs. The command
reference guides include the task IDs required for each command. If you suspect user group assignment
is preventing you from using a command, contact your AAA administrator for assistance.

* You must be familiar with Cisco IOS XR QoS configuration tasks and concepts.

Information About Configuring Congestion Management

Congestion Management Overview

Congestion management features allow you to control congestion by determining the order in which a traffic
flow (or packets) is sent out an interface based on priorities assigned to packets. Congestion management
entails the creation of queues, assignment of packets to those queues based on the classification of the packet,
and scheduling of the packets in a queue for transmission. The congestion management features allow you to
specify creation of a different number of queues, affording greater or lesser degree of differentiation of traffic,
and to specify the order in which that traffic is sent.

During periods with light traffic flow, that is, when no congestion exists, packets are sent out the interface as
soon as they arrive. During periods of transmit congestion at the outgoing interface, packets arrive faster than
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Low-Latency

the interface can send them. If you use congestion management features, packets accumulating at an interface
are queued until the interface is free to send them; they are then scheduled for transmission according to their
assigned priority and the queuing method configured for the interface. The router determines the order of
packet transmission by controlling which packets are placed in which queue and how queues are serviced
with respect to each other.

In addition to queuing methods, QoS congestion management mechanisms, such as policers and shapers, are
needed to ensure that a packet adheres to a contract and service. Both policing and shaping mechanisms use
the traffic descriptor for a packet.

Policers and shapers usually identify traffic descriptor violations in an identical manner through the token
bucket mechanism, but they differ in the way they respond to violations. A policer typically drops traffic flow;
whereas, a shaper delays excess traffic flow using a buffer, or queuing mechanism, to hold the traffic for
transmission at a later time.

Traffic shaping and policing can work in tandem. For example, a good traffic shaping scheme should make
it easy for nodes inside the network to detect abnormal flows.

Queueing with Strict Priority Queueing

Strict Priority Queueing (PQ) allows delay-sensitive data, such as voice, to be dequeued and sent before
packets in other queues are dequeued. Upto four priority queues are supported. The highest priority queue is
referred to as PQ1; the lowest priority queue is referred to as PQ4.

Low-Latency Queueing (LLQ) enables the use of a single, strict priority queue at the class level, allowing
you to direct traffic belonging to a class. To rank class traffic to the strict priority queue, you specify the
named class within a policy map and then configure the priority command for the class. (Classes to which
the priority command is applied are considered priority classes.) Within a policy map, you can give one or
more classes priority status. When multiple classes within a single policy map are configured as priority
classes, all traffic from these classes is enqueued to the same, single, strict priority queue.

Through use of the priority command, you can assign a strict PQ to any of the valid match criteria used to
specify traffic. These methods of specifying traffic for a class include matching on protocols, IP precedence,
and IP differentiated service code point (DSCP) values.

Traffic Shaping

Traffic shaping allows you to control the traffic flow exiting an interface to match its transmission to the speed
of the remote target interface and ensure that the traffic conforms to policies contracted for it. Traffic adhering
to a particular profile can be shaped to meet downstream requirements, thereby eliminating bottlenecks in
topologies with data-rate mismatches.

To match the rate of transmission of data from the source to the target interface, you can limit the transfer of
data to one of the following:

* A specific configured rate

* A derived rate based on the level of congestion

The rate of transfer depends on these three components that constitute the token bucket: burst size, mean rate,
and time (measurement) interval. The mean rate is equal to the burst size divided by the interval.
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When traffic shaping is enabled, the bit rate of the interface does not exceed the mean rate over any integral
multiple of the interval. In other words, during every interval, a maximum of burst size can be sent. Within
the interval, however, the bit rate may be faster than the mean rate at any given time.

When the peak burst size equals 0, the interface sends no more than the burst size every interval, achieving
an average rate no higher than the mean rate. However, when the peak burst size is greater than 0, the interface
can send as many as the burst size plus peak burst bits in a burst, if in a previous time period the maximum
amount was not sent. Whenever less than the burst size is sent during an interval, the remaining number of
bits, up to the peak burst size, can be used to send more than the burst size in a later interval.

Regulation of Traffic with the Shaping Mechanism

When incoming packets arrive at an interface, the packets are classified using a classification technique, such
as the setting of the IP Precedence bits through the Modular QoS CLI (MQC). If the packet matches the
specified classification, the traffic-shaping mechanism continues. Otherwise, no further action is taken.

How to Configure QoS Congestion Management

Configuring Guaranteed and Remaining Bandwidths

The bandwidth command allows you to specify the minimum guaranteed bandwidth to be allocated for a
specific class of traffic.

The bandwidth remaining command specifies a weight for the class. If you do not configure the bandwidth
remaining command for any class, the leftover bandwidth is allocated equally to all classes for which
bandwidth remaining is not explicitly specified.

Guaranteed Service rate of a queue is defined as the bandwidth the queue receives when all the queues are
congested. It is defined as:

Guaranteed Service Rate = minimum bandwidth + excess share of the queue
Restrictions
* The bandwidth reservation should be at the rate configured at Layer 1.
* The amount of bandwidth configured should be large enough to also accommodate Layer 2 overhead.

* A policy map can have all class bandwidths specified in kilobits per second or percentages but not a
mixture of both in the same class.

The bandwidth command is supported only on policies configured on outgoing interfaces.

Configuring Guaranteed Bandwidth

Procedure
Step 1 configure
Step 2 policy-map policy-name
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Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Example:

RP/0/ (config) # policy-map policyl
Enters policy map configuration mode.

* Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy.

class class-name

Example:

RP/0/ (config-pmap) # class classl
Specifies the name of the class whose policy you want to create or change.
bandwidth {rate [units]| percent percentage-value}

Example:

RP/0/ (config-pmap-c) # bandwidth percent 40
Enters policy map class configuration mode.

* Specifies the bandwidth allocated for a class belonging to a policy map.

* In this example, class class1 is guaranteed 40 percent of the interface bandwidth.

exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class class?2
Specifies the name of the class whose policy you want to create or change.
bandwidth {rate [units]| percent percentage-value}

Example:

RP/0/ (config-pmap-c) # bandwidth percent 40
Enters policy map class configuration mode.

* Specifies the bandwidth allocated for a class belonging to a policy map.

* In this example, class class2 is guaranteed 40 percent of the interface bandwidth.

exit

Example:
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RP/0/ (config-pmap-c) # exit
Returns the router to policy map configuration mode.
Step 9 class class-name

Example:

RP/0/ (config-pmap) # class class-default

Specifies the name of the class whose policy you want to create or change.

Step 10 bandwidth {rate [units]| percent percentage-value}

Example:

RP/0/ (config-pmap-c) # bandwidth percent 20
Enters policy map class configuration mode.

* Specifies the bandwidth allocated for a class belonging to a policy map.

* In this example, class class-default is guaranteed 20 percent of the interface bandwidth.

Step 11 exit

Example:
RP/0/ (config-pmap-c) # exit
Returns the router to policy map configuration mode.

Step 12 exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to global configuration mode.
Step 13 interface type interface-path-id

Example:

RP/0/ (config) # interface tengige 0/2/0/0

Enters interface configuration mode and configures an interface.
Step 14 service-policy output policy-map

Example:

RP/0/ (config-if)# service-policy output policyl

Attaches a policy map to an output interface to be used as the service policy for that interface.

* In this example, the traffic policy evaluates all traffic leaving that interface.

Step 15 end or commit

Quality of Service Configuration Guide for Cisco NCS 4000 Series .



Congestion Management |

. Configuring Bandwidth Remaining

Step 16

Example:

RP/0/ (config-if)# end

or

RP/0/ (config-if)# commit
Saves configuration changes.
» When you issue the end command, the system prompts you to commit changes:
Uncommitted changes found, commit them before exiting(yes/no/cancel)? [cancel]:

Entering yes saves configuration changes to the running configuration file, exits the configuration session,
and returns the router to EXEC mode.

Entering no exits the configuration session and returns the router to EXEC mode without committing
the configuration changes.

Entering cancel leaves the router in the current configuration session without exiting or committing the
configuration changes.

* Use the commit command to save the configuration changes to the running configuration file and remain
within the configuration session.

show policy-map interface type interface-path-id output

Example:

RP/0/ # show policy-map interface tengige 0/2/0/0

(Optional) Displays policy configuration information for all classes configured for all service policies on the
specified interface.

Configuring Bandwidth Remaining

Step 1
Step 2

Step 3

Procedure

configure

policy-map policy-name

Example:

RP/0/ (config) # policy-map policyl

Enters policy map configuration mode.

* Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy.

class class-name

Example:
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RP/0/ (config-pmap) # class classl

Specifies the name of the class whose policy you want to create or change.

Step 4 bandwidth remaining percent percentage-value

Example:
RP/0/ (config-pmap-c) # bandwidth remaining percent 40
Specifies how to allocate leftover bandwidth for class classl.

Step 5 exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.
Step 6 class class-name

Example:

RP/0/ (config-pmap) # class class?2

Specifies the name of the class whose policy you want to create or change.
Step 7 bandwidth remaining percent percentage-value

Example:

RP/0/ (config-pmap-c) # bandwidth remaining percent 40

Specifies how to allocate leftover bandwidth for class class2.

Step 8 exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.
Step 9 class class-name

Example:

RP/0/ (config-pmap) # class class-default

Specifies the name of the class whose policy you want to create or change.
Step 10 bandwidth remaining percent percentage-value

Example:

RP/0/ (config-pmap-c) # bandwidth remaining percent 20

Specifies how to allocate leftover bandwidth for class class-default.

Step 11 exit
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Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.

Step 12 exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to global configuration mode.

Step 13 interface type interface-path-id

Example:

RP/0/ (config)# interface tengige 0/2/0/0
Enters interface configuration mode and configures an interface.
Step 14 service-policy output policy-map

Example:

RP/0/ (config-if) # service-policy output policyl
Attaches a policy map to an output interface to be used as the service policy for that interface.

* In this example, the traffic policy evaluates all traffic leaving that interface.

Step 15 end or commit

Example:

RP/0/ (config-if)# end

or

RP/0/ (config-if)# commit
Saves configuration changes.
* When you issue the end command, the system prompts you to commit changes:
Uncommitted changes found, commit them before exiting(yes/no/cancel)? [cancel]:

Entering yes saves configuration changes to the running configuration file, exits the configuration session,
and returns the router to EXEC mode.

Entering no exits the configuration session and returns the router to EXEC mode without committing
the configuration changes.

Entering cancel leaves the router in the current configuration session without exiting or committing the
configuration changes.

* Use the commit command to save the configuration changes to the running configuration file and remain
within the configuration session.
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Step 16 show policy-map interface type interface-path-id output

Example:

RP/0/ # show policy-map interface tengige 0/2/0/0

(Optional) Displays policy configuration information for all classes configured for all service policies on the
specified interface.

Configuring Low-Latency Queueing with Strict Priority Queueing

The priority command configures LLQ with strict priority queuing (PQ) that allows delay-sensitive data such
as voice to be dequeued and sent before packets in other queues are dequeued. When a class is marked as high
priority using the priority command, you must configure a policer to limit the priority traffic. This configuration
ensures that the priority traffic does not constrain all the other traffic on the line card, which protects low
priority traffic from limitations. Use the police command to explicitly configure the policer.

\)

Note Five levels of priorities are supported: priority level 1, priority level 2, priority level 3, priority level 4, and
the priority level normal. If no priority level is configured, the default is priority level normal.

Restrictions

* Within a policy map, you can give one or more classes priority status. When multiple classes within a
single policy map are configured as priority classes, all traffic from these classes is queued to the same
single priority queue.

* The shape average,bandwidth, and random-detectcommands cannot be configured in the same class
with the priority command.

Procedure

Step 1 configure

Step 2 policy-map policy-name
Example:

RP/0/ (config) # policy-map voice

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and enters the policy map configuration mode.

Step 3 class class-name

Example:

RP/0/ (config-pmap) # class voice

Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.
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Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

priority[level priority level ]

Example:

RP/0/ (config-pmap-c) # priority level 1

Specifies priority to a class of traffic belonging to a policy map. If no priority level is configured, the default
is priority 1.

exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to policy map class configuration mode.

police rate {[units] | percent percentage} } [burst ] [peak-burst peak-burst [burst-units]] [peak-rate value
[units]] | percent percentage]

Example:

RP/0/ (config-pmap-c) # police rate 250

Configures traffic policing and enters policy map police configuration mode. In this example, the low-latency
queue is restricted to 250 kbps to protect low-priority traffic from starvation and to release bandwidth.

Note For Link Aggregation Group (LAG), only the percent keyword is supported.

exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.
exit

Example:

RP/0/ (config-pmap) # exit

Returns the router to the global configuration mode.
interface type interface-path-id

Example:

RP/0/ (config)# interface

Enters interface configuration mode, and configures an interface.
service-policy output policy-map

Example:

RP/0/ (config-if) # service-policy output policyl
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Step 11
Step 12

How to Mitigate Control Packet Loss during Traffic Congestion at Core Interface .

Attaches a policy map to an output interface to be used as the service policy for that interface. In this example,
the traffic policy evaluates all traffic leaving that interface.

commit
show policy-map interface type interface-path-id output

Example:

RP/0/# show policy-map interface tengige POS 0/2/0/0HundredGigE 0/7/0/0

(Optional) Displays policy configuration information for all classes configured for all service policies on the
specified interface.

Running configuration for priority

policy-map egress BRRpriority POLICY

class CLASS 2 egress BRRpriorityIPV4DSCP
priority level 4
police rate 8 gbps
!

!

class CLASS 3 egress BRRpriorityIPV4DSCP
bandwidth remaining ratio 1

!

class CLASS 1 egress BRRpriorityIPV4DSCP
bandwidth remaining ratio 10

!

class class-default

!

end-policy-map

!

Howto Mitigate Control PacketLoss during Traffic Congestion atCore Interface

During a network congestion at the core interfaces, the high priority control packets may be lost randomly.
To avoid this loss, we recommend employing egress queueing. This approach involves creating an egress
queing policy map that prioritizes Traffic Class (TC) 6 and 7 control packets, thus ensuring uninterrupted
transmission while shaping the data traffic to a maximum of 90% of the available bandwidth.

The following sample summarizes how egress queueing prioritizes the TC6 and TC7 control packets.

class-map match-any TC6
match traffic-class 6
end-class-map
!
class-map match-any TC7
match traffic-class 7
end-class-map
!
policy-map out p
class TC6
priority level 1
!

class TC7
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priority level 1

|

class class—-default

shape average percent 90
|

end-policy-map
|

Configuring Traffic Shaping

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Traffic shaping allows you to control the traffic exiting an interface to match its transmission to the speed of
the remote target interface and ensure that the traffic conforms to policies contracted for it.

Procedure

configure
policy-map policy-name

Example:

RP/0/ (config) # policy-map policyl

Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy
and enters the policy map configuration mode.

class class-name

Example:

RP/0/ (config-pmap) # class classl

Specifies the name of the class whose policy you want to create or change and enters the policy map class
configuration mode.

shape average {percent value | rate [units]} [burst-size [burst-units]]

Example:

RP/0/ (config-pmap-c) # shape average percent 50

Shapes traffic to the indicated bit rate according to average rate shaping in the specified units or as a percentage
of the bandwidth.

Note For Link Aggregation Group (LAG), only the percent keyword is supported.

exit

Example:

RP/0/ (config-pmap-c) # exit

Returns the router to policy map configuration mode.
exit

Example:
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Step 7

Step 8

Step 9
Step 10

Configuring Traffic Shaping .

RP/0/ (config-pmap) # exit
Returns the router to global configurationmode.
Specifies the name of the class whose policy you want to create or change.interface type interface-path-id

Example:

RP/0/ (config) # interface tengige POS 0/2/0/0
Enters interface configuration mode and configures an interface.
service-policy output policy-map

Example:

RP/0/ (config-if)# service-policy output policyl

Attaches a policy map to an output interface to be used as the service policy for that interface. In this example,
the traffic policy evaluates all traffic leaving that interface.

commit
show policy-map interface typeinterface-path-id output

Example:

RP/0/# show policy-map interface HundredGigE 0/7/0/0

(Optional) Displays policy configuration information for all classes configured for all service policies on the
specified interface.

Running configuration for traffic shaping

policy-map egress SHAPER POLICY
class CLASS 1 egress SHAPERIPV4PREC

shape average 1000 mbps
|
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CHAPTER 7

Hierarchical QoS

This chapter includes details of hierarchical QoS.

* Information About Hierarchical QoS, on page 61
» Two-Level Hierarchical Policies, on page 61

Information About Hierarchical QoS

Hierarchical QoS allows you to specify QoS behavior at multiple policy levels, which provides a high degree
of granularity in traffic management.

HQoS is not supported on Link Aggregation Group (LAG).

Two-Level Hierarchical Policies

Two-level hierarchical policies, also called nested polices, can be illustrated with a parent-level policy for the
top level of the hierarchy and a child-level for the bottom level of the hierarchy. A two-level hierarchical
policy can have queueing or marking or policing at child level and policing or shaping or bandwidth at parent
level.

Four levels of priority are supported —priority level 1, 2, 3 and 4. These priority levels can be used along
with the normal-priority queues. The normal-priority queues are scheduled by a different scheduler that does
not give any priority treatment to the packets. Priority levels are supported only in the egress direction.

Y

Note Whenever a policy with unsupported combination is applied, a failure message is displayed.

Configuring Hierarchical Policing

Hierarchical policing provides support at two levels:

e Parent level

* Child level
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Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

In the hierarchical ingress policy, policer command is supported at the parent level. In the hierarchical egress
policy, policer command is not supported.

Procedure

configure
policy-map policy-name

Example:

RP/0/ (config)# policy-map policyl
Enters policy map configuration mode.

* Creates or modifies a policy map that can be attached to one or more interfaces to specify a service policy.

class default

Example:

RP/0/ (config-pmap) # class default
Enters policy map class configuration mode.
service-policy policy-map-name

Example:

RP/0/ (config-pmap-c)# service-policy child

Attaches a policy map to an input or output interface to be used as the service policy for that interface.

police rate percent percentage

Example:

RP/0/ (config-pmap-c)# police rate percent 50

Configures traffic policing and enters policy map police configuration mode.

end or commit

Example:

RP/0/ (config-if)# end

or

RP/0/ (config-if)# commit
Saves configuration changes.
* When you issue the end command, the system prompts you to commit changes:
Uncommitted changes found, commit them before exiting(yes/no/cancel)? [cancel]:

Entering yes saves configuration changes to the running configuration file, exits the configuration session,
and returns the router to EXEC mode.
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Entering no exits the configuration session and returns the router to EXEC mode without committing

the configuration changes.

Entering cancel leaves the router in the current configuration session without exiting or committing the

configuration changes.

* Use the commit command to save the configuration changes to the running configuration file and remain

within the configuration session.

Configuration example for HQoS

Configuration example for Egress HQoS on L3 sub-interface

class-map match-any CLASS_1 TPV4PREC

match precedence 6
end-class-map

policy-map child POLICY
class CLASS_1 IPV4PREC
set gos-group 6

police rate percent 17 peak-rate percent 25

end-policy-map

policy-map parent POLICY
class class-default
service-policy child POLICY
end-policy-map

interface TenGigE0/3/0/2

service-policy input parent POLICY
ipv4 address 90.0.0.1 255.255.255.0

class-map match-any match_exp 4

match mpls experimental topmost
end-class-map

!

class-map match-any match_exp 5

match mpls experimental topmost

end-class-map
|

class-map match-any match_exp 1

match mpls experimental topmost
end-class-map

!

class-map match-any match _exp 2

match mpls experimental topmost
end-class-map

!

class-map match-any match_exp 3

match mpls experimental topmost

end-class-map
|

class-map match-any control class 6

match dscp cs6
match precedence 6

match mpls experimental topmost 6

end-class-map
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|

class—-map match-any
match dscp cs7
match precedence 7

control class_ 7

match mpls experimental topmost 7

end-class-map
|

class—-map match-any
match gos-group 1

end-class-map
|

class—-map match-any
match gos-group 2

end-class-map
|

class—-map match-any
match gos-group 3

end-class-map
|

class—-map match-any
match gos-group 4

end-class-map
|

class—-map match-any
match gos-group 5

end-class-map
|

class—-map match-any
match gos-group 6

end-class-map
|

class—-map match-any
match gos-group 7

end-class-map
|

match_gos_groupl

match_gos_group2

match_gos_group3

match_gos_group4

match_gos_group5

match_gos_group6

match_gos_group?7

policy-map policy classify exp new

class match _exp 1
set gos-group 1

|

class match _exp 2
set gos-group 2

|

class match_exp_ 3
set gos-group 3

|

class match _exp 4
set gos-group 4
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class match_exp 5
set gos-group 5

|

class control class 6
set gos-group 6

|

class control class 7
set gos-group 7

|

class class—-default

|

end-policy-map

|

policy-map hgos child policy 42xx

class match_gos_groupl

bandwidth 1 gbps

|

class match_gos_group2
bandwidth 1 gbps

|

class match_gos_group3
bandwidth 1 gbps

|

class match_gos_group4
bandwidth 1 gbps

|

class match_gos_group5
bandwidth 1 gbps

|

class match_gos_group6
priority level 1
police rate 1 gbps
|

|
class match_gos_group7
priority level 2
police rate 1 gbps
|

|
class class-default
|

end-policy-map
|

Configuring Hierarchical Policing .

policy-map hgos parent policy 42xx

class class-default

service-policy hgos child policy 42xx

shape average 5 gbps
|

end-policy-map
|
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CHAPTER 8

Dual Policy

Dual policy enables support for two output policies. The output policies are based on traffic class and qos-group.
Traffic class is used for queue selection and queuing policy. Qos-group is used for marking policies.

This chapter provides the conceptual and configuration details for dual policy.

* Dual Policy , on page 67

Dual Policy

To achieve QoS Egress marking/queuing, the Cisco NCS 4000 Series Routers utilize the dual policy model
on egress with independent policies for marking and queuing.

Egress marking can be achieved by applying a policy-map on the ingress interface. Similarly, egress queuing
can be achieved by applying a policy-map on the ingress interface by setting the traffic-class. Then the
traffic-class is used by the egress-policy map to perform queuing actions.

Cisco NCS 4000 Series router supports dual policies on a single interface (egress only).
QoS Egress Marking and Queueing is summarised as below:
* Configure an ingress policy-map

Create a class-map

Router#config

Router (config) #class-map match-any cos2
Router (config-cmap) #match cos 2

Router (config-cmap) #commit

Router (config) #class-map match-any cos3
Router (config-cmap) #match cos 3

Router (config-cmap) #commit

Router (config) #class-map match-any cos4
Router (config-cmap) #match cos 4

Router (config-cmap) #commit

Create classification policies

Router#config

Router (config) #policy-map ingress-classification
Route (config-pmap) #class cos 2

Router (config-pmap-c) #set gos-group 1

Router (config-pmap-c) #set traffic-class 3

Router (config-pmap-c) #class cos3

Router (config-pmap-c) #set gos-group 2

Router (config-pmap-c) #set traffic-class 5

Router (config-pmap-c) #class cos4
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Router
Router
Router
Router
Router
Router

config-pmap-c
config-pmap-c
config-pmap-c
config-pmap-c
config-pmap-c
config-pmap-c

#set go
#set tr
#class

#set go
#set tr
#commit

Configure an egress policy-map

Create egress marking policy
Router#config

Router (config) #class-map mat
Router (config-cmap) #match go
Router (config-cmap) #commit
Router (config) #class-map mat
Router (config-cmap) #match go
Router (config-cmap) #commit
Router (config) #class-map mat
Router (config-cmap) #match go
Router (config-cmap) #commit
Router#config

Router (config) #policy-map eg
Route (config-pmap) #class gos
Router (config-pmap-c) #set co
Router (config-pmap-c) #class
Router (config-pmap-c) #set co
Router (config-pmap-c) #set de
Router (config-pmap-c) #class
Router (config-pmap-c) #set co
Router (config-pmap-c) #class
Router (config-pmap-c) #set co
Router (config-pmap-c) #commit

Create Egress queueing polic
Router#config

Router (config) #class-map mat
Router (config-cmap) #match tr
Router (config-cmap) #commit
Router (config) #class-map mat
Router (config-cmap) #match tr
Router (config-cmap) #commit
Router (config) #class-map mat
Router (config-cmap) #match tr
Router (config-cmap) #commit
Router#config

Router (config) #policy-map eg
Route (config-pmap) #class tc3
Router (config-pmap-c) #shape
Router (config-pmap-c) #class
Router (config-pmap-c) #shape
Router (config-pmap-c) #class
Router (config-pmap-c) #shape
Router (config-pmap-c) #class
Router (config-pmap-c) #commit

Attach the policies to an interface

Router#config

Router (config) #interface ten
Router (config-if) #service-po
Router (config-if) #service-po
Router (config-if) #service-po
Router (config-if) #commit

s-group 3
affic-class 4
class-default
s-group 7
affic-class 6

ch-any gosl
s-group 1

ch-any gos2
s-group 2

ch-any gos3
s-group 3

ress-marking
1

s 1

gos2

s 2

il

gos3

s 3
class-default
s 7

y

ch-any tc3
affic-class 3

ch-any tc4
affic-class 3

ch-any tcb
affic-class 3

ress-queuing

average 2 mbps
tcd
average 5 mbps
tch
average 7 mbps
class-default

GigE 0/0/1/0/0

licy input ingress-classification
licy output egress-marking
licy output egress-queuing
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