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About This Guide

The following topics explain how to use this guide.

* Document Objectives, on page xlix

* Related Documentation, on page xlix

* Document Conventions, on page xlix

» Communications, Services, and Additional Information, on page li

Document Objectives

The purpose of this guide is to help you configure general operations for the Cisco ASA series using the
command-line interface. This guide does not cover every feature, but describes only the most common
configuration scenarios.

You can also configure and monitor the ASA by using the Adaptive Security Device Manager (ASDM), a
web-based GUI application. ASDM includes configuration wizards to guide you through some common
configuration scenarios, and online help for less common scenarios.

Throughout this guide, the term “ASA” applies generically to supported models, unless specified otherwise.

Related Documentation

For more information, see Navigating the Cisco ASA Series Documentation at http://www.cisco.com/go/asadocs.

Document Conventions

This document adheres to the following text, display, and alert conventions.

Text Conventions

Convention Indication

boldface Commands, keywords, button labels, field names, and user-entered text appear
in boldface. For menu-based commands, the full path to the command is shown.
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Convention Indication
italic Variables, for which you supply values, are presented in an italic typeface.
Italic type is also used for document titles, and for general emphasis.
monospace Terminal sessions and information that the system displays appear inmonospace
type.
{xlylz} Required alternative keywords are grouped in braces and separated by vertical
bars.
[1] Elements in square brackets are optional.
[x|y]|z] Optional alternative keywords are grouped in square brackets and separated by
vertical bars.
[] Default responses to system prompts are also in square brackets.
<> Non-printing characters such as passwords are in angle brackets.
L, # An exclamation point (!) or a number sign (#) at the beginning of a line of code
indicates a comment line.
Reader Alerts

This document uses the following for reader alerts:

Note

Je

Tip

A

Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.

Means the following information will help you solve a problem.

Caution

Means reader be careful. In this situation, you might do something that could result in equipment damage or

loss of data.

Timesaver

A

Means the described action savestime. You can save time by performing the action described in the paragraph.

Warning

Meansreader be warned. I n thissituation, you might perform an action that could result in bodily

injury.
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Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

* To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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PART I

Getting Started with the ASA

* Introduction to the Cisco ASA, on page 1

* Getting Started, on page 13

* Licenses: Product Authorization Key Licensing, on page 49

* Licenses: Smart Software Licensing (ASAv, ASA on Firepower), on page 109
* Logical Devices for the Firepower 4100/9300, on page 161

* Transparent or Routed Firewall Mode, on page 181






CHAPTER 1

Introduction to the Cisco ASA

The Cisco ASA provides advanced stateful firewall and VPN concentrator functionality in one device as well
as integrated services with add-on modules. The ASA includes many advanced features, such as multiple
security contexts (similar to virtualized firewalls), clustering (combining multiple firewalls into a single
firewall), transparent (Layer 2) firewall or routed (Layer 3) firewall operation, advanced inspection engines,
IPsec VPN, SSL VPN, and clientless SSL. VPN support, and many more features.

» Hardware and Software Compatibility, on page 1
* VPN Compeatibility, on page 1

* New Features, on page |

* Firewall Functional Overview, on page 5

* VPN Functional Overview, on page 9

* Security Context Overview, on page 9

* ASA Clustering Overview, on page 10

* Special and Legacy Services, on page 10

Hardware and Software Compatibility

For a complete list of supported hardware and software, see Cisco ASA Compatibility.

VPN Compatibility

See Supported VPN Platforms, Cisco ASA Series.

New Features

This section lists new features for each release.

Y

Note New, changed, and deprecated syslog messages are listed in the syslog message guide.
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New Features in ASA 9.10(1)

Released: October 25, 2018

Feature

Description

Platform Features

ASAv VHD custom images for
Azure

You can now create your own custom ASAv images on Azure using a compressed VHD image
available from Cisco. To deploy using a VHD image, you upload the VHD image to your
Azure storage account. Then, you can create a managed image using the uploaded disk image
and an Azure Resource Manager template. Azure templates are JSON files that contain resource
descriptions and parameter definitions.

ASAv for Azure

The ASAv is available in the Azure China Marketplace.

ASAv support for DPDK

DPDK (Dataplane Development Kit) is integrated into the dataplane of the ASAv using
poll-mode drivers.

ISA 3000 support for FirePOWER
module Version 6.3

The previous supported version was FirePOWER 5.4.

Firewall Features

Cisco Umbrella support

You can configure the device to redirect DNS requests to Cisco Umbrella, so that your
Enterprise Security policy defined in Cisco Umbrella can be applied to user connections. You
can allow or block connections based on FQDN, or for suspicious FQDNs, you can redirect
the user to the Cisco Umbrella intelligent proxy, which can perform URL filtering. The
Umbrella configuration is part of the DNS inspection policy.

New/Modified commands: umbrella, umbrella-global, token, public-key, timeout edns,
dnscrypt, show service-policy inspect dns detail

GTP inspection enhancements for
MSISDN and Selection Mode
filtering, anti-replay, and user
spoofing protection

You can now configure GTP inspection to drop Create PDP Context messages based on Mobile
Station International Subscriber Directory Number (MSISDN) or Selection Mode. You can
also implement anti-replay and user spoofing protection.

New/Modified commands: anti-replay, gtp-u-header-check, match msisdn, match
selection-mode

Default idle timeout for TCP state
bypass

The default idle timeout for TCP state bypass connections is now 2 minutes instead of 1 hour.

Support for removing the logout
button from the cut-through proxy
login page

If you configure the cut-through proxy to obtain user identity information (the AAA
authentication listener), you can now remove the logout button from the page. This is useful
in case where users connect from behind a NAT device and cannot be distinguished by IP
address. When one user logs out, it logs out all users of the IP address.

New/Modified commands: aaa authentication listener no-logout-button
Alsoin 9.8(3).
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Feature

Description

Trustsec SXP connection
configurable delete hold down timer

The default SXP connection hold down timer is 120 seconds. You can now configure this
timer, between 120 to 64000 seconds.

New/Modified commands: ctssxp delete-hold-down period, show ctssxp connection brief,
show cts sxp connections

Alsoin 9.8(3).

Support for offloading NAT'ed flows
in transparent mode.

If you are using flow offload (the flow-offload enable and set connection advanced-options
flow-offload commands), offloaded flows can now include flows that require NAT in
transparent mode.

Support for transparent mode
deployment for a Firepower
4100/9300 ASA logical device

You can now specify transparent or routed mode when you deploy the ASA on a Firepower
4100/9300.

New/Modified FXOS commands: enter bootstrap-key FIREWALL_MODE, set value
routed, set value transparent

VPN Features
Support for legacy SAML If you deploy an ASA with the fix for CSCvg65072, then the default SAML behavior is to
authentication use the embedded browser, which is not supported on AnyConnect 4.4 or 4.5. Therefore, to

continue to use AnyConnect 4.4 or 4.5, you must enable the legacy external browser SAML
authentication method. Because of security limitations, use this option only as part of a
temporary plan to migrate to AnyConnect 4.6 (or later). This option will be deprecated in the
near future.

New/Modified commands: saml exter nal-browser
Alsoin 9.8(3).

DTLS 1.2 support for AnyConnect
VPN remote access connections.

DTLS 1.2, as defined in RFC- 6347, is now supported for AnyConnect remote access in
addition to the currently supported DTLS 1.0 (1.1 version number is not used for DTLS.) This
applies to all ASA models except the 5506-X, 5508-X, and 5516-X; and applies when the
ASA is acting as a server only, not a client. DTLS 1.2 supports additional ciphers, as well as
all current TLS/DTLS cyphers, and a larger cookie size.

New/Modified commands: show run ssl, show vpn-sessiondb detail anyconnectsd cipher,
sdl server-version

High Availability and Scalability Features

Cluster control link customizable 1P
Address for the Firepower 4100/9300

By default, the cluster control link uses the 127.2.0.0/16 network. You can now set the network
when you deploy the cluster in FXOS. The chassis auto-generates the cluster control link
interface IP address for each unit based on the chassis ID and slot ID: 127.2.chassis id.dot_id.
However, some networking deployments do not allow 127.2.0.0/16 traffic to pass. Therefore,
you can now set a custom /16 subnet for the cluster control link in FXOS except for loopback
(127.0.0.0/8) and multicast (224.0.0.0/4) addresses.

New/Modified FXOS commands: set cluster-control-link network
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Feature

Description

Parallel joining of cluster units per
Firepower 9300 chassis

For the Firepower 9300, this feature ensures that the security modules in a chassis join the
cluster simultaneously, so that traffic is evenly distributed between the modules. If a module
joins very much in advance of other modules, it can receive more traffic than desired, because
the other modules cannot yet share the load.

New/Modified commands: unit parallel-join

Cluster interface debounce time now
applies to interfaces changing from
a down state to an up state

When an interface status update occurs, the ASA waits the number of milliseconds specified
in the health-check monitor-inter face debounce-time command or the ASDM
Configuration > Device M anagement > High Availability and Scalability > ASA Cluster
screen before marking the interface as failed and the unit is removed from the cluster. This
feature now applies to interfaces changing from a down state to an up state. For example, in
the case of an EtherChannel that transitions from a down state to an up state (for example, the
switch reloaded, or the switch enabled an EtherChannel), a longer debounce time can prevent
the interface from appearing to be failed on a cluster unit just because another cluster unit was
faster at bundling the ports.

We did not modify any commands.

Active/Backup High Availability for
ASAv on Microsoft Azure
Government Cloud

The stateless Active/Backup solution that allows for a failure of the active ASAv to trigger
an automatic failover of the system to the backup ASAv in the Microsoft Azure public cloud
is now available in the Azure Government Cloud.

New or modified command: failover cloud
Monitoring > Properties > Failover > Status

Monitoring > Properties> Failover > History

Interface Features

show interfaceip brief and show
ipv6 interface output enhancement
to show the supervisor association
for the Firepower 2100/4100/9300

For the Firepower 2100/4100/9300, the output of the command is enhanced to indicate the
supervisor association status of the interfaces.

New/Modified commands: show interfaceip brief, show ipv6 interface

The set lacp-mode command was
changed to set port-channel-mode
on the Firepower 2100

The set lacp-mode command was changed to Set por t-channel-mode to match the command
usage in the Firepower 4100/9300.

New/Modified FXOS commands: set port-channel-mode

Administrative, Monitoring, and Troubleshooting Features

Support for NTP Authentication on
the Firepower 2100

You can now configure SHA1 NTP server authentication in FXOS.

New/Modified FXOS commands: enable ntp-authentication, set ntp-shal-key-id, set
ntp-shal-key-string

New/Modified Firepower Chassis Manager screens:
Platform Settings> NTP

New/Modified options: NTP Server Authentication: Enable check box, Authentication
Key field, Authentication Value field
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Feature

Description

Packet capture support for matching
IPv6 traffic without using an ACL

If you use the match keyword for the captur e command, the any keyword only matches IPv4
traffic. You can now specify any4 and any6 keywords to capture either IPv4 or IPv6 traffic.
The any keyword continues to match only IPv4 traffic.

New/Modified commands: capture match

Support for public key authentication
for SSH to FXOS on the Firepower
2100

You can set the SSH key so you can use public key authentication instead of/as well as password
authentication.

New/Modified FXOS commands: set sshkey

Support for GRE and IPinIP
encapsulation

When you do a packet capture on interface inside, the output of the command is enhanced to
display the GRE and IPinIP encapsulation on ICMP, UDP, TCP, and others.

New/Modified commands: show capture

Support to enable memory threshold
that restricts application cache
allocations

You can restrict application cache allocations on reaching certain memory threshold so that
there is a reservation of memory to maintain stability and manageability of the device.

New/Modified commands: memory threshold enable, show run memory threshold,clear
conf memory threshold

Support for RFC 5424 logging
timestamp

You can enable the logging timestamp as per RFC 5424 format.
New/Modified command: logging timestamp

Support to display memory usage of
TCB-IPS

Shows application level memory cache for TCB-IPS

New/Modified command: show memory app-cache

Support to enable and disable the
results for free memory and used
memory statistics during SNMP walk
operations

To avoid overutilization of CPU resources, you can enable and disable the query of free
memory and used memory statistics collected through SNMP walk operations.

New/Modified command: snmp-server enable oid

Firewall Functional Overview

Firewalls protect inside networks from unauthorized access by users on an outside network. A firewall can
also protect inside networks from each other, for example, by keeping a human resources network separate
from a user network. If you have network resources that need to be available to an outside user, such as a web
or FTP server, you can place these resources on a separate network behind the firewall, called a
demilitarized zone (DMZ). The firewall allows limited access to the DMZ, but because the DMZ only includes
the public servers, an attack there only affects the servers and does not affect the other inside networks. You
can also control when inside users access outside networks (for example, access to the Internet), by allowing
only certain addresses out, by requiring authentication or authorization, or by coordinating with an external
URL filtering server.

When discussing networks connected to a firewall, the outside network is in front of the firewall, the inside
network is protected and behind the firewall, and a DMZ, while behind the firewall, allows limited access to
outside users. Because the ASA lets you configure many interfaces with varied security policies, including
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many inside interfaces, many DMZs, and even many outside interfaces if desired, these terms are used in a
general sense only.

Security Policy Overview

A security policy determines which traffic is allowed to pass through the firewall to access another network.
By default, the ASA allows traffic to flow freely from an inside network (higher security level) to an outside
network (lower security level). You can apply actions to traffic to customize the security policy.

Permitting or Denying Traffic with Access Rules

You can apply access rules to limit traffic from inside to outside, or allow traffic from outside to inside. For
bridge group interfaces, you can also apply an EtherType access rule to allow non-IP traffic.

Applying NAT
Some of the benefits of NAT include the following:
* You can use private addresses on your inside networks. Private addresses are not routable on the Internet.

* NAT hides the local addresses from other networks, so attackers cannot learn the real address of a host.

* NAT can resolve IP routing problems by supporting overlapping IP addresses.

Protecting from IP Fragments

The ASA provides IP fragment protection. This feature performs full reassembly of all ICMP error messages
and virtual reassembly of the remaining IP fragments that are routed through the ASA. Fragments that fail
the security check are dropped and logged. Virtual reassembly cannot be disabled.

Applying HTTP, HTTPS, or FTP Filtering

Although you can use access lists to prevent outbound access to specific websites or FTP servers, configuring
and managing web usage this way is not practical because of the size and dynamic nature of the Internet.

You can configure Cloud Web Security on the ASA, or install an ASA module that provides URL and other
filtering services, such as ASA CX or ASA FirePOWER. You can also use the ASA in conjunction with an
external product such as the Cisco Web Security Appliance (WSA).

Applying Application Inspection

Inspection engines are required for services that embed IP addressing information in the user data packet or
that open secondary channels on dynamically assigned ports. These protocols require the ASA to do a deep
packet inspection.

Sending Traffic to Supported Hardware or Software Modules

Some ASA models allow you to configure software modules, or to insert hardware modules into the chassis,
to provide advanced services. These modules provide additional traffic inspection and can block traffic based
on your configured policies. You can send traffic to these modules to take advantage of these advanced
services.
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Applying QoS Policies

Some network traffic, such as voice and streaming video, cannot tolerate long latency times. QoS is a network
feature that lets you give priority to these types of traffic. QoS refers to the capability of a network to provide
better service to selected network traffic.

Applying Connection Limits and TCP Normalization

You can limit TCP and UDP connections and embryonic connections. Limiting the number of connections
and embryonic connections protects you from a DoS attack. The ASA uses the embryonic limit to trigger
TCP Intercept, which protects inside systems from a DoS attack perpetrated by flooding an interface with
TCP SYN packets. An embryonic connection is a connection request that has not finished the necessary
handshake between source and destination.

TCP normalization is a feature consisting of advanced TCP connection settings designed to drop packets that
do not appear normal.

Enabling Threat Detection

You can configure scanning threat detection and basic threat detection, and also how to use statistics to analyze
threats.

Basic threat detection detects activity that might be related to an attack, such as a DoS attack, and automatically
sends a system log message.

A typical scanning attack consists of a host that tests the accessibility of every IP address in a subnet (by
scanning through many hosts in the subnet or sweeping through many ports in a host or subnet). The scanning
threat detection feature determines when a host is performing a scan. Unlike IPS scan detection that is based
on traffic signatures, the ASA scanning threat detection feature maintains an extensive database that contains
host statistics that can be analyzed for scanning activity.

The host database tracks suspicious activity such as connections with no return activity, access of closed
service ports, vulnerable TCP behaviors such as non-random IPID, and many more behaviors.

You can configure the ASA to send system log messages about an attacker or you can automatically shun the
host.

Firewall Mode Overview

The ASA runs in two different firewall modes:

* Routed

* Transparent

In routed mode, the ASA is considered to be a router hop in the network.

In transparent mode, the ASA acts like a “bump in the wire,” or a “stealth firewall,” and is not considered a
router hop. The ASA connects to the same network on its inside and outside interfaces in a "bridge group".

You might use a transparent firewall to simplify your network configuration. Transparent mode is also useful
if you want the firewall to be invisible to attackers. You can also use a transparent firewall for traffic that
would otherwise be blocked in routed mode. For example, a transparent firewall can allow multicast streams
using an EtherType access list.
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Routed mode supports Integrated Routing and Bridging, so you can also configure bridge groups in routed
mode, and route between bridge groups and regular interfaces. In routed mode, you can replicate transparent
mode functionality; if you do not need multiple context mode or clustering, you might consider using routed
mode instead.

Stateful Inspection Overview

All traffic that goes through the ASA is inspected using the Adaptive Security Algorithm and either allowed
through or dropped. A simple packet filter can check for the correct source address, destination address, and
ports, but it does not check that the packet sequence or flags are correct. A filter also checks every packet
against the filter, which can be a slow process.

\}

Note The TCP state bypass feature allows you to customize the packet flow.

A stateful firewall like the ASA, however, takes into consideration the state of a packet:
* Is this a new connection?

If it is a new connection, the ASA has to check the packet against access lists and perform other tasks to
determine if the packet is allowed or denied. To perform this check, the first packet of the session goes
through the “session management path,” and depending on the type of traffic, it might also pass through
the “control plane path.”

The session management path is responsible for the following tasks:

* Performing the access list checks
* Performing route lookups
* Allocating NAT translations (xlates)
* Establishing sessions in the “fast path”
The ASA creates forward and reverse flows in the fast path for TCP traffic; the ASA also creates

connection state information for connectionless protocols like UDP, ICMP (when you enable ICMP
inspection), so that they can also use the fast path.

A\

Note  For other IP protocols, like SCTP, the ASA does not create reverse path flows.
As a result, ICMP error packets that refer to these connections are dropped.

Some packets that require Layer 7 inspection (the packet payload must be inspected or altered) are passed
on to the control plane path. Layer 7 inspection engines are required for protocols that have two or more
channels: a data channel, which uses well-known port numbers, and a control channel, which uses different
port numbers for each session. These protocols include FTP, H.323, and SNMP.

* Is this an established connection?

If the connection is already established, the ASA does not need to re-check packets; most matching
packets can go through the “fast” path in both directions. The fast path is responsible for the following
tasks:
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* [P checksum verification

* Session lookup

* TCP sequence number check

* NAT translations based on existing sessions

* Layer 3 and Layer 4 header adjustments

Data packets for protocols that require Layer 7 inspection can also go through the fast path.

Some established session packets must continue to go through the session management path or the control
plane path. Packets that go through the session management path include HTTP packets that require
inspection or content filtering. Packets that go through the control plane path include the control packets
for protocols that require Layer 7 inspection.

VPN Functional Overview

A VPN is a secure connection across a TCP/IP network (such as the Internet) that appears as a private
connection. This secure connection is called a tunnel. The ASA uses tunneling protocols to negotiate security
parameters, create and manage tunnels, encapsulate packets, transmit or receive them through the tunnel, and
unencapsulate them. The ASA functions as a bidirectional tunnel endpoint: it can receive plain packets,
encapsulate them, and send them to the other end of the tunnel where they are unencapsulated and sent to
their final destination. It can also receive encapsulated packets, unencapsulate them, and send them to their
final destination. The ASA invokes various standard protocols to accomplish these functions.

The ASA performs the following functions:
* Establishes tunnels
* Negotiates tunnel parameters
* Authenticates users
* Assigns user addresses
* Encrypts and decrypts data
* Manages security keys
* Manages data transfer across the tunnel

* Manages data transfer inbound and outbound as a tunnel endpoint or router

The ASA invokes various standard protocols to accomplish these functions.

Security Context Overview

You can partition a single ASA into multiple virtual devices, known as security contexts. Each context is an
independent device, with its own security policy, interfaces, and administrators. Multiple contexts are similar
to having multiple standalone devices. Many features are supported in multiple context mode, including
routing tables, firewall features, IPS, and management; however, some features are not supported. See the
feature chapters for more information.
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In multiple context mode, the ASA includes a configuration for each context that identifies the security policy,
interfaces, and almost all the options you can configure on a standalone device. The system administrator
adds and manages contexts by configuring them in the system configuration, which, like a single mode
configuration, is the startup configuration. The system configuration identifies basic settings for the ASA.
The system configuration does not include any network interfaces or network settings for itself; rather, when
the system needs to access network resources (such as downloading the contexts from the server), it uses one
of the contexts that is designated as the admin context.

The admin context is just like any other context, except that when a user logs into the admin context, then
that user has system administrator rights and can access the system and all other contexts.

ASA Clustering Overview

ASA Clustering lets you group multiple ASAs together as a single logical device. A cluster provides all the
convenience of a single device (management, integration into a network) while achieving the increased
throughput and redundancy of multiple devices.

You perform all configuration (aside from the bootstrap configuration) on the control unit only; the configuration
is then replicated to the member units.

Special and Legacy Services

For some services, documentation is located outside of the main configuration guides and online help.
Special Services Guides

Special services allow the ASA to interoperate with other Cisco products; for example, by providing a
security proxy for phone services (Unified Communications), or by providing Botnet traffic filtering in
conjunction with the dynamic database from the Cisco update server, or by providing WCCP services
for the Cisco Web Security Appliance. Some of these special services are covered in separate guides:

* Cisco ASA Botnet Traffic Filter Guide

* Cisco ASA NetFlow Implementation Guide

* Cisco ASA Unified Communications Guide
* Cisco ASA WCCP Traffic Redirection Guide

* SNMP Version 3 Tools Implementation Guide

L egacy Services Guide

Legacy services are still supported on the ASA, however there may be better alternative services that
you can use instead. Legacy services are covered in a separate guide:

Cisco ASA Legacy Feature Guide
This guide includes the following chapters:

* Configuring RIP
* AAA Rules for Network Access
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* Using Protection Tools, which includes Preventing IP Spoofing (ip verify rever se-path), Configuring
the Fragment Size (fragment), Blocking Unwanted Connections (shun), Configuring TCP Options
(for ASDM), and Configuring IP Audit for Basic IPS Support (ip audit).

* Configuring Filtering Services

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



Getting Started with the ASA |
. Special and Legacy Services

Jll CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



CHAPTER 2

Getting Started

This chapter describes how to get started with your Cisco ASA.

* Access the Console for the Command-Line Interface, on page 13
* Configure ASDM Access, on page 23

* Start ASDM, on page 29

* Factory Default Configurations, on page 30

» Work with the Configuration, on page 42

* Apply Configuration Changes to Connections, on page 47

* Reload the ASA, on page 47

Access the Console for the Command-Line Interface

N

For initial configuration, access the CLI directly from the console port. Later, you can configure remote access
using Telnet or SSH according to #unique 32. If your system is already in multiple context mode, then
accessing the console port places you in the system execution space.

Note

For ASAv console access, see the ASAv quick start guide.

Access the Appliance Console

Step 1

Step 2

Follow these steps to access the appliance console.

Procedure

Connect a computer to the console port using the provided console cable, and connect to the console using a
terminal emulator set for 9600 baud, 8 data bits, no parity, 1 stop bit, no flow control.

See the hardware guide for your ASA for more information about the console cable.

Press the Enter key to see the following prompt:

ciscoasa>
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. Access the Firepower 2100 Console

Step 3

Step 4

This prompt indicates that you are in user EXEC mode. Only basic commands are available from user EXEC
mode.

Access privileged EXEC mode.
enable

You are prompted for the password. By default, the password is blank, and you can press the Enter key to
continue. See Set the Hostname, Domain Name, and the Enable and Telnet Passwords, on page 637 to change
the enable password.

Example:

ciscoasa> enable
Password:
ciscoasa#

All non-configuration commands are available in privileged EXEC mode. You can also enter configuration
mode from privileged EXEC mode.

To exit privileged mode, enter the disable, exit, or quit command.

Access global configuration mode.
configureterminal

Example:

ciscoasa# configure terminal
ciscoasa(config) #

You can begin to configure the ASA from global configuration mode. To exit global configuration mode,
enter the exit, quit, or end command.

Access the Firepower 2100 Console

Step 1

The Firepower 2100 console port connects you to the FXOS CLI. From the FXOS CLI, you can then connect
to the ASA console, and back again. If you SSH to FXOS, you can also connect to the ASA CLI; a connection
from SSH is not a console connection, so you can have multiple ASA connections from an FXOS SSH
connection. Similarly, if you SSH to the ASA, you can connect to the FXOS CLI.

Before you begin

You can only have one console connection at a time. When you connect to the ASA console from the FXOS
console, this connection is a persistent console connection, not like a Telnet or SSH connection.

Procedure

Connect your management computer to the console port. The Firepower 2100 ships with a DB-9 to RJ-45
serial cable, so you will need a third party serial-to-USB cable to make the connection. Be sure to install any
necessary USB serial drivers for your operating system. Use the following serial settings:
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Step 2

Step 3

Step 4

Step 5
Step 6

Access the Firepower 2100 Console .

* 9600 baud
* 8 data bits
* No parity
* 1 stop bit

You connect to the FXOS CLI. Enter the user credentials; by default, you can log in with the admin user and
the default password, Admin123.

Connect to the ASA:
connect asa

Example:

firepower-21004# connect asa

Attaching to Diagnostic CLI ... Press 'Ctrl+a then d' to detach.
Type help or '?' for a list of available commands.
ciscoasa>

Access privileged EXEC mode.
enable

You are prompted for the password. By default, the password is blank, and you can press the Enter key to
continue. See Set the Hostname, Domain Name, and the Enable and Telnet Passwords, on page 637 to change
the enable password.

Example:

ciscoasa> enable
Password:
ciscoasa#

All non-configuration commands are available in privileged EXEC mode. You can also enter configuration
mode from privileged EXEC mode.

To exit privileged mode, enter the disable, exit, or quit command.

Access global configuration mode.
configure terminal

Example:

ciscoasa# configure terminal
ciscoasa (config) #

You can begin to configure the ASA from global configuration mode. To exit global configuration mode,
enter the exit, quit, or end command.

To return to the FXOS console, enter Ctrl+a, d.
If you SSH to the ASA (after you configure SSH access in the ASA), connect to the FXOS CLI.

connect fxos
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. Access the ASA Console on the Firepower 4100/9300 Chassis

You are prompted to authenticate for FXOS; use the default username: admin and password: Admin123. To
return to the ASA CLI, enter exit or type Ctrl-Shift-6, x.

Example:

ciscoasa# connect fxos
Connecting to fxos.
Connected to fxos. Escape character sequence is 'CTRL-"X'.

FX0S 2.2(2.32) kp2110

kp2110 login: admin

Password: Adminl23

Last login: Sat Jan 23 16:20:16 UTC 2017 on pts/1

Successful login attempts for user 'admin' : 4

Cisco Firepower Extensible Operating System (FX-0S) Software

[..]

kp2110#

kp2110# exit

Remote card closed command session. Press any key to continue.
Connection with fxos terminated.

Type help or '?' for a list of available commands.

ciscoasa#

Access the ASA Console on the Firepower 4100/9300 Chassis

Step 1

Step 2

For initial configuration, access the command-line interface by connecting to the Firepower 4100/9300 chassis
supervisor (either to the console port or remotely using Telnet or SSH) and then connecting to the ASA security
module.

Procedure

Connect to the Firepower 4100/9300 chassis supervisor CLI (console or SSH), and then session to the ASA:
connect module slot {console | telnet}

The benefits of using a Telnet connection is that you can have multiple sessions to the module at the same
time, and the connection speed is faster.

The first time you access the module, you access the FXOS module CLI. You must then connect to the ASA
application.

connect asa

Example:

Firepower# connect module 1 console
Firepower-modulel> connect asa

asa>

Access privileged EXEC mode, which is the highest privilege level.
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Step 3

Step 4

Step 5

Access the ASA Services Module Console .

enable

You are prompted for the password. By default, the password is blank, and you can press the Enter key to
continue. See Set the Hostname, Domain Name, and the Enable and Telnet Passwords, on page 637 to change
the enable password.

Example:

asa> enable
Password:
asa#

All non-configuration commands are available in privileged EXEC mode. You can also enter configuration
mode from privileged EXEC mode.

To exit privileged mode, enter the disable, exit, or quit command.
Enter global configuration mode.

configureterminal

Example:

asa# configure terminal
asa (config) #

To exit global configuration mode, enter the disable, exit, or quit command.

Exit the application console to the FXOS module CLI by entering Ctrl-a, d
You might want to use the FXOS module CLI for troubleshooting purposes.

Return to the supervisor level of the FXOS CLI.
Exit the console;
a) Enter ~
You exit to the Telnet application.
b) To exit the Telnet application, enter:

telnet>quit

Exit the Telnet session:
a) Enter Ctrl-], .

Access the ASA Services Module Console

For initial configuration, access the command-line interface by connecting to the switch (either to the console
port or remotely using Telnet or SSH) and then connecting to the ASASM. This section describes how to
access the ASASM CLI
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. About Connection Methods

About Connection Methods

From the switch CLI, you can use two methods to connect to the ASASM:

» Virtual console connection—Using the service-module session command, you create a virtual console
connection to the ASASM, with all the benefits and limitations of an actual console connection.

Benefits include:

* The connection is persistent across reloads and does not time out.
* You can stay connected through ASASM reloads and view startup messages.
* You can access ROMMON if the ASASM cannot load the image.

* No initial password configuration is required.

Limitations include:

* The connection is slow (9600 baud).
* You can only have one console connection active at a time.

* You cannot use this command in conjunction with a terminal server where Ctrl-Shift-6, X is the
escape sequence to return to the terminal server prompt. Ctrl-Shift-6, X is also the sequence to
escape the ASASM console and return to the switch prompt. Therefore, if you try to exit the ASASM
console in this situation, you instead exit all the way to the terminal server prompt. If you reconnect
the terminal server to the switch, the ASASM console session is still active; you can never exit to
the switch prompt. You must use a direct serial connection to return the console to the switch prompt.
In this case, either change the terminal server or switch escape character in Cisco I0S software, or
use the Telnet session command instead.

A

Note Because of the persistence of the console connection, if you do not properly log
out of the ASASM, the connection may exist longer than intended. If someone
else wants to log in, they will need to kill the existing connection.

* Telnet connection—Using the Session command, you create a Telnet connection to the ASASM.

N

Note  You cannot connect using this method for a new ASASM; this method requires
you to configure a Telnet login password on the ASASM (there is no default
password). After you set a password using the passwd command, you can use
this method.

Benefits include:

* You can have multiple sessions to the ASASM at the same time.

e The Telnet session is a fast connection.

Limitations include:

¢ The Telnet session is terminated when the ASASM reloads, and can time out.
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Log Into the ASA Services Module .

* You cannot access the ASASM until it completely loads; you cannot access ROMMON.

* You must first set a Telnet login password; there is no default password.

Log Into the ASA Services Module

For initial configuration, access the command-line interface by connecting to the switch (either to the switch
console port or remotely using Telnet or SSH) and then connecting to the ASASM.

Step 1

If your system is already in multiple context mode, then accessing the ASASM from the switch places you
in the system execution space.

Later, you can configure remote access directly to the ASASM using Telnet or SSH.

Procedure

From the switch, perform one of the following:

Available for initial access—From the switch CLI, enter this command to gain console access to the
ASASM:

service-module session [switch {1]2}] slot number

Example:

Router# service-module session slot 3

ciscoasa>

For a switch in a VSS, enter the switch argument.

To view the module slot numbers, enter the show module command at the switch prompt.

You access user EXEC mode.

Available after you configure a login password—From the switch CLI, enter this command to Telnet to
the ASASM over the backplane:

session [switch {1]|2}] slot number processor 1

You are prompted for the login password:
ciscoasa passwd:
Example:

Router# session slot 3 processor 1
ciscoasa passwd: cisco
ciscoasa>

For a switch in a VSS, enter the switch argument.

The session slot processor 0 command, which is supported on other services modules, is not supported
on the ASASM; the ASASM does not have a processor 0.

To view the module slot numbers, enter the show module command at the switch prompt.
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. Log Out of a Console Session

Step 2

Step 3

Enter the login password to the ASASM. Set the password using the passwd command. There is no
default password.

You access user EXEC mode.

Access privileged EXEC mode, which is the highest privilege level.
enable

You are prompted for the password. By default, the password is blank, and you can press the Enter key to
continue. See Set the Hostname, Domain Name, and the Enable and Telnet Passwords, on page 637 to change
the enable password.

Example:

ciscoasa> enable
Password:
ciscoasa#

All non-configuration commands are available in privileged EXEC mode. You can also enter configuration
mode from privileged EXEC mode.

To exit privileged mode, enter the disable, exit, or quit command.

Access global configuration mode:
configure terminal

To exit global configuration mode, enter the disable, exit, or quit command.

Related Topics
Guidelines for Management Access
Set the Hostname, Domain Name, and the Enable and Telnet Passwords, on page 637

Log Out of a Console Session

If you do not log out of the ASASM, the console connection persists; there is no timeout. To end the ASASM
console session and access the switch CLI, perform the following steps.

To kill another user’s active connection, which may have been unintentionally left open, see Kill an Active
Console Connection, on page 21.

Procedure

To return to the switch CLI, type the following:
Ctrl-Shift-6, x

You return to the switch prompt:

asasm# [Ctrl-Shift-6, x]
Router#
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Kill an Active Console Connection .

Note Shift-6 on US and UK keyboards issues the caret (*) character. If you have a different keyboard
and cannot issue the caret (") character as a standalone character, you can temporarily or permanently
change the escape character to a different character. Use the terminal escape-character ascii_number
command (to change for this session) or the default escape-character ascii_number command (to
change permanently). For example, to change the sequence for the current session to Ctrl-w, X,
enter terminal escape-character 23.

Kill an Active Console Connection

Because of the persistence of a console connection, if you do not properly log out of the ASASM, the connection
may exist longer than intended. If someone else wants to log in, they will need to kill the existing connection.

Procedure

Step 1 From the switch CLI, show the connected users using the show user s command. A console user is called
“con”. The Host address shown is 127.0.0.90t0, where sot is the slot number of the module.

show users

For example, the following command output shows a user “con” on line 0 on a module in slot 2:

Router# show users

Line User Host (s) Idle Location
* 0 con 0 127.0.0.20 00:00:02
Step 2 To clear the line with the console connection, enter the following command:

clear line number

For example:

Router# clear line 0

Log Out of a Telnet Session

To end the Telnet session and access the switch CLI, perform the following steps.

Procedure

To return to the switch CLI, type exit from the ASASM privileged or user EXEC mode. If you are in a
configuration mode, enter exit repeatedly until you exit the Telnet session.

You return to the switch prompt:

asasm# exit
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. Access the Software Module Console

Router#

Note You can alternatively escape the Telnet session using the escape sequence Ctrl-Shift-6, x; this
escape sequence lets you resume the Telnet session by pressing the Enter key at the switch prompt.
To disconnect your Telnet session from the switch, enter disconnect at the switch CLI. If you do
not disconnect the session, it will eventually time out according to the ASASM configuration.

Access the Software Module Console

)

If you have a software module installed, such as the ASA FirePOWER module on the ASA 5506-X, you can
session to the module console.

Note

You cannot access the hardware module CLI over the ASA backplane using the session command.

Procedure

From the ASA CLI, session to the module:
session {sfr | cxsc | ips} console

Example:

ciscoasa# session sfr console
Opening console session with module sfr.
Connected to module sfr. Escape character sequence is 'CTRL-"X'.

Cisco ASA SFR Boot Image 5.3.1
asasfr login: admin
Password: Adminl23

Access the ASA 5506W-X Wireless Access Point Console

Step 1

To access the wireless access point console, perform the following steps.

Procedure

From the ASA CLI, session to the access point:
session wlan console

Example:

ciscoasa# session wlan console
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Configure ASDM Access .

opening console session with module wlan
connected to module wlan. Escape character sequence is ‘CTRL-"X’

ap>

Step 2 See the Cisco I0S Configuration Guide for Autonomous Aironet Access Points for information about the
access point CLI.

Configure ASDM Access

This section describes how to access ASDM with a default configuration and how to configure access if you
do not have a default configuration.

Use the Factory Default Configuration for ASDM Access (Appliances, ASAv)

With a factory default configuration, ASDM connectivity is pre-configured with default network settings.

Procedure

Connect to ASDM using the following interface and network settings:
» The management interface depends on your model:

* Firepower 2100—Management 1/1 (192.168.45.1). Management hosts are limited to the
192.168.45.0/24 network.

* Firepower 4100/9300—The Management type interface and IP address of your choice defined when
you deployed. Management hosts are allowed from any network.

* ASA 5506-X, ASA 5506W-X—Inside GigabitEthernet 1/2 through 1/8, and wifi GigabitEthernet
1/9 (192.168.10.1). Inside hosts are limited to the 192.168.1.0/24 network, and wifi hosts are limited
to 192.168.10.0/24.

* ASA 5508-X, and ASA 5516-X—Inside GigabitEthernet 1/2 (192.168.1.1). Inside hosts are limited
to the 192.168.1.0/24 network.

* ASA 5512-X and higher—Management 0/0 (192.168.1.1). Management hosts are limited to the
192.168.1.0/24 network.

* ASAv—Management 0/0 (set during deployment). Management hosts are limited to the management
network.

* ISA 3000—Management 1/1 (192.168.1.1). Management hosts are limited to the 192.168.1.0/24
network.

Note If you change to multiple context mode, you can access ASDM from the admin context using the
network settings above.
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. Customize ASDM Access

Related Topics
Factory Default Configurations, on page 30
Enable or Disable Multiple Context Mode, on page 223
Start ASDM, on page 29

Customize ASDM Access

\}

This procedure applies to all models except the ASA Services Module.

Use this procedure if one or more of the following conditions applies:

* You do not have a factory default configuration
* You want to change the management IP address
* You want to change to transparent firewall mode

* You want to change to multiple context mode

Getting Started with the ASA |

For routed, single mode, for quick and easy ASDM access, we recommend applying the factory default
configuration with the option to set your own management IP address. Use the procedure in this section only
if you have special needs such as setting transparent or multiple context mode, or if you have other configuration

that you need to preserve.

Note

Step 1
Step 2

Step 3

For the ASAv, you can configure transparent mode when you deploy, so this procedure is primarily useful

after you deploy if you need to clear your configuration, for example.

Procedure

Access the CLI at the console port.

(Optional) Enable transparent firewall mode:
This command clears your configuration.

firewall transparent

Configure the management interface:

interface interface id
nameif name
security-level level
no shutdown
ip address ip address mask

Example:

ciscoasa
ciscoasa
ciscoasa
ciscoasa

config)# interface management 0/0
config-if)# nameif management
config-if)# security-level 100
config-if) # no shutdown
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ciscoasa(config-if)# ip address 192.168.1.1 255.255.255.0

The security-level is a number between 1 and 100, where 100 is the most secure.

Step 4 (For directly-connected management hosts) Set the DHCP pool for the management network:

dhcpd address ip address-ip address interface name
dhcpd enable interface name

Example:

ciscoasa(config) # dhcpd address 192.168.1.2-192.168.1.254 management
ciscoasa(config)# dhcpd enable management

Make sure you do not include the interface address in the range.
Step 5 (For remote management hosts) Configure a route to the management hosts:
route management_ifc management_host_ip mask gateway _ip 1

Example:

ciscoasa(config)# route management 10.1.1.0 255.255.255.0 192.168.1.50 1

Step 6 Enable the HTTP server for ASDM:

http server enable

Step 7 Allow the management host(s) to access ASDM:
http ip_address mask interface_name

Example:

ciscoasa(config)# http 192.168.1.0 255.255.255.0 management

Step 8 Save the configuration:

write memory

Step 9 (Optional) Set the mode to multiple mode:
mode multiple

When prompted, confirm that you want to convert the existing configuration to be the admin context. You
are then prompted to reload the ASA.

Examples

The following configuration converts the firewall mode to transparent mode, configures the
Management 0/0 interface, and enables ASDM for a management host:
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. Configure ASDM Access for the ASA Services Module

firewall transparent
interface management 0/0

ip address 192.168.1.1 255.255.255.0
nameif management

security-level 100

no shutdown

dhcpd address 192.168.1.2-192.168.1.254 management
dhcpd enable management

http server enable

http 192.168.1.0 255.255.255.0 management

Related Topics
Restore the Factory Default Configuration, on page 31
Set the Firewall Mode, on page 191
Access the Appliance Console, on page 13
Start ASDM, on page 29

Configure ASDM Access for the ASA Services Module

Step 1
Step 2

Step 3

Because the ASASM does not have physical interfaces, it does not come pre-configured for ASDM access;
you must configure ASDM access using the CLI on the ASASM. To configure the ASASM for ASDM access,
perform the following steps.

Before you begin

Assign a VLAN interface to the ASASM according to ASASM quick start guide.

Procedure

Connect to the ASASM and access global configuration mode.

(Optional) Enable transparent firewall mode:
firewall transparent

This command clears your configuration.

Do one of the following to configure a management interface, depending on your mode:

* Routed mode—Configure an interface in routed mode:

interface vlan number
ip address ip address [mask]
nameif name
security-level level

Example:

ciscoasa (config) # interface vlan 1
ciscoasa(config-if)# ip address 192.168.1.1 255.255.255.0
ciscoasa(config-if)# nameif inside

l CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



| Getting Started with the ASA

Step 4

Step 5

Step 6

Step 7

Configure ASDM Access for the ASA Services Module .

ciscoasa(config-if)# security-level 100

The security-level is a number between 1 and 100, where 100 is the most secure.

Transparent mode—Configure a bridge virtual interface and assigns a management VLAN to the bridge
group:

interface bvi number
ip address ip address [mask]

interface vlan number
bridge-group bvi number
nameif name
security-level level

Example:

ciscoasa(config) # interface bvi 1
ciscoasa(config-if)# ip address 192.168.1.1 255.255.255.0

ciscoasa
ciscoasa
ciscoasa
ciscoasa

config) # interface vlan 1
config-if)# bridge-group 1
config-if)# nameif inside
config-if)# security-level 100

The security-level is a number between 1 and 100, where 100 is the most secure.

(For directly-connected management hosts) Enable DHCP for the management host on the management
interface network:

dhcpd address ip address-ip address interface name
dhcpd enable interface name

Example:

ciscoasa(config)# dhcpd address 192.168.1.2-192.168.1.254 inside
ciscoasa(config)# dhcpd enable inside

Make sure you do not include the management address in the range.

(For remote management hosts) Configure a route to the management hosts:
route management_ifc management_host_ip mask gateway ip 1

Example:

ciscoasa(config)# route management 10.1.1.0 255.255.255.0 192.168.1.50

Enable the HTTP server for ASDM:

http server enable

Allow the management host to access ASDM:
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. Configure ASDM Access for the ASA Services Module

Step 8

Step 9

http ip_address mask interface_name

Example:

ciscoasa(config)# http 192.168.1.0 255.255.255.0 management

Save the configuration:

write memory

(Optional) Set the mode to multiple mode:
mode multiple

When prompted, confirm that you want to convert the existing configuration to be the admin context. You
are then prompted to reload the ASASM.

Examples

The following routed mode configuration configures the VLAN 1 interface and enables ASDM for
a management host:

interface vlan 1

nameif inside

ip address 192.168.1.1 255.255.255.0
security-level 100

dhcpd address 192.168.1.3-192.168.1.254 inside
dhcpd enable inside

http server enable

http 192.168.1.0 255.255.255.0 inside

The following configuration converts the firewall mode to transparent mode, configures the VLAN
1 interface and assigns it to BVI 1, and enables ASDM for a management host:

firewall transparent
interface bvi 1

ip address 192.168.1.1 255.255.255.0
interface vlan 1

bridge-group 1

nameif inside

security-level 100

dhcpd address 192.168.1.3-192.168.1.254 inside
dhcpd enable inside

http server enable

http 192.168.1.0 255.255.255.0 inside

Related Topics
Access the ASA Services Module Console, on page 17
About Connection Methods, on page 18
Log Out of a Console Session, on page 20
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start ASDM ]

Kill an Active Console Connection, on page 21
Log Out of a Telnet Session, on page 21
Set the Firewall Mode, on page 191

Start ASDM

\}

You can start ASDM using two methods:

» ASDM-IDM Launcher—The Launcher is an application downloaded from the ASA using a web browser
that you can use to connect to any ASA IP address. You do not need to re-download the launcher if you
want to connect to other ASAs.

* Java Web Start—For each ASA that you manage, you need to connect with a web browser and then save
or launch the Java Web Start application. You can optionally save the shortcut to your computer; however
you need separate shortcuts for each ASA IP address.

Note

Step 1

Step 2

If you use web start, clear the Java cache or you might lose changes to some pre-login policies such as Hostscan.
This problem does not occur if you use the launcher.

Within ASDM, you can choose a different ASA IP address to manage; the difference between the Launcher
and Java Web Start functionality rests primarily in how you initially connect to the ASA and launch ASDM.

This section describes how to connect to ASDM initially, and then launch ASDM using the Launcher or the
Java Web Start.

ASDM stores files in the local \Users\<user_id>\.asdm directory, including cache, log, and preferences, and

also in the Temp directory, including AnyConnect profiles.

Procedure

On the computer that you specified as the ASDM client, enter the following URL:
https.//asa_ip_address/admin
Note Be sure to specify https://, and not http:// or just the IP address (which defaults to HTTP); the ASA
does not automatically forward an HTTP request to HTTPS.
The ASDM launch page appears with the following buttons:
* Install ASDM Launcher and Run ASDM
* Run ASDM

* Run Startup Wizard

To download the Launcher:

a) Click Install ASDM Launcher and Run ASDM.

b) Leave the username and password fields empty (for a new installation), and click OK. With no HTTPS
authentication configured, you can gain access to ASDM with no username and the enable password,
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. Factory Default Configurations

Step 3

<)

d)

which is blank by default. Note: If you enabled HTTPS authentication, enter your username and associated
password. Even without authentication, if you enter a username and password at the login screen (instead
of leaving the username blank), ASDM checks the local database for a match.

Save the installer to your computer, and then start the installer. The ASDM-IDM Launcher opens
automatically after installation is complete.

Enter the management IP address, the same username and password (blank for a new installation), and
then click OK.

To use Java Web Start:

a)
b)
<)
d)

e)

Click Run ASDM or Run Startup Wizard.

Save the shortcut to your computer when prompted. You can optionally open it instead of saving it.
Start Java Web Start from the shortcut.

Accept any certificates according to the dialog boxes that appear. The Cisco ASDM-IDM Launcher
appears.

Leave the username and password fields empty (for a new installation), and click OK. With no HTTPS
authentication configured, you can gain access to ASDM with no username and the enable password,
which is blank by default. Note: If you enabled HTTPS authentication, enter your username and associated
password. Even without authentication, if you enter a username and password at the login screen (instead
of leaving the username blank), ASDM checks the local database for a match.

Factory Default Configurations

The factory default configuration is the configuration applied by Cisco to new ASAs.

* ASA 5506-X—The factory default configuration enables a functional inside/outside configuration. You
can manage the ASA using ASDM from the inside interfaces, which are placed in a bridge group using
Integrated Routing and Bridging.

* ASA 5508-X and 5516-X—The factory default configuration enables a functional inside/outside
configuration. You can manage the ASA using ASDM from the inside interface.

* ASA 5512-X through ASA 5585-X—The factory default configuration configures an interface for
management so that you can connect to it using ASDM, with which you can then complete your
configuration.

* Firepower 2100—The factory default configuration enables a functional inside/outside configuration.
You can manage the ASA using the Firepower Chassis Manager and ASDM from the management
interface.

* Firepower 4100/9300 chassis—When you deploy the standalone or cluster of ASAs, the factory default
configuration configures an interface for management so that you can connect to it using ASDM, with
which you can then complete your configuration.

» ASAv—Depending on your hypervisor, as part of deployment, the deployment configuration (the initial
virtual deployment settings) configures an interface for management so that you can connect to it using
ASDM, with which you can then complete your configuration. You can also configure failover IP
addresses. You can also apply a “factory default” configuration if desired.

* ASASM—No default configuration. See Access the ASA Services Module Console, on page 17 to start
configuration.
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Restore the Factory Default Configuration .

* ISA 3000—The factory default configuration is an almost-complete transparent firewall mode
configuration with all inside and outside interfaces on the same network; you can connect to the
management interface with ASDM to set the IP address of your network. Hardware bypass is enabled
for two interface pairs, and all traffic is sent to the ASA FirePOWER module in Inline Tap Monitor-Only
Mode. This mode sends a duplicate stream of traffic to the ASA Firepower module for monitoring
purposes only.

For appliances, the factory default configuration is available only for routed firewall mode and single context
mode, except for the ISA 3000, where the factory default configuration is only available in transparent mode.
For the ASAv and the Firepower 4100/9300 chassis, you can choose transparent or routed mode at deployment.

Note

In addition to the image files and the (hidden) default configuration, the following folders and files are standard
in flash memory: log/, crypto_archive/, and coredumpinfo/coredump.cfg. The date on these files may not
match the date of the image files in flash memory. These files aid in potential troubleshooting; they do not
indicate that a failure has occurred.

Restore the Factory Default Configuration

\)

This section describes how to restore the factory default configuration. For the ASAv, this procedure erases
the deployment configuration and applies the same factory default configuration as for the ASA 5525-X.

Note

Step 1

On the ASASM, restoring the factory default configuration simply erases the configuration; there is no factory
default configuration.

On the Firepower 4100/9300, restoring the factory default configuration simply erases the configuration; to
restore the default configuration, you must re-deploy the ASA from the supervisor.

Before you begin

This feature is available only in routed firewall mode, except for the ISA 3000, where this command is only
supported in transparent mode. In addition, this feature is available only in single context mode; an ASA with
a cleared configuration does not have any defined contexts to configure automatically using this feature.

Procedure

Restore the factory default configuration:
configure factory-default [ip_address [mask]]

Example:

ciscoasa(config)# configure factory-default 10.1.1.1 255.255.255.0

If you specify the ip_address, then you set the inside or management interface IP address, depending on your
model, instead of using the default IP address. See the following model guidelines for which interface is set
by the ip_address option:

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



Getting Started with the ASA |

. Restore the Factory Default Configuration

Step 2

* Firepower 2100—Sets the management interface IP address.

* Firepower 4100/9300—No effect.

» ASAv—Sets the management interface IP address.

» ASA 5506-X—Sets the inside interface IP address.

* ASA 5508-X and 5516-X—Sets the inside interface IP address.

* ASA 5512-X, 5515-X, 5525-X, 5545-X, 5555-X—Sets the management interface IP address.
* ASA 5585-X—Sets the management interface IP address.

* ISA 3000—Sets the management interface IP address.

* ASASM—No effect.

The http command uses the subnet you specify. Similarly, the dhcpd address command range consists of
all available addresses higher than the IP address you specify. For example, if you specify 10.5.6.78 with a
subnet mask of 255.255.255.0, then the DHCP address range will be 10.5.6.79-10.5.6.254.

For the Firepower 2100: This model does not use the boot system command; packages are managed by FXOS.

For all other models: This command clears the boot system command, if present, along with the rest of the
configuration. The boot system command lets you boot from a specific image. The next time you reload the
ASA after restoring the factory configuration, it boots from the first image in internal flash memory; if you
do not have an image in internal flash memory, the ASA does not boot.

Example:

docs-bxb-asa3 (config) # configure factory-default 10.86.203.151 255.255.254.0
Based on the management IP address and mask, the DHCP address
pool size is reduced to 103 from the platform limit 256

WARNING: The boot system configuration will be cleared.

The first image found in diskO:/ will be used to boot the
system on the next reload.

Verify there is a valid image on disk0:/ or the system will
not boot.

Begin to apply factory-default configuration:

Clear all configuration

WARNING: The new maximum-session limit will take effect after the running-config is saved
and the system boots next time. Command accepted

WARNING: Local user database is empty and there are still 'aaa' commands for 'LOCAL'.
Executing command: interface management0/0

Executing command: nameif management

INFO: Security level for "management" set to 0 by default.

Executing command: ip address 10.86.203.151 255.255.254.0

Executing command: security-level 100

Executing command: no shutdown

Executing command: exit

Executing command: http server enable

Executing command: http 10.86.202.0 255.255.254.0 management

Executing command: dhcpd address 10.86.203.152-10.86.203.254 management

Executing command: dhcpd enable management

Executing command: logging asdm informational

Factory-default configuration is completed

ciscoasa (config) #

Save the default configuration to flash memory:
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write memory

This command saves the running configuration to the default location for the startup configuration, even if
you previously configured the boot config command to set a different location; when the configuration was
cleared, this path was also cleared.

Restore the ASAv Deployment Configuration

Step 1

Step 2

Step 3

Step 4

This section describes how to restore the ASAv deployment (Day 0) configuration.

Procedure

For failover, power off the standby unit.

To prevent the standby unit from becoming active, you must power it off. If you leave it on, when you erase
the active unit configuration, then the standby unit becomes active. When the former active unit reloads and
reconnects over the failover link, the old configuration will sync from the new active unit, wiping out the
deployment configuration you wanted.

Restore the deployment configuration after you reload. For failover, enter this command on the active unit:
write erase

Note The ASAv boots the current running image, so you are not reverted to the original boot image. To
use the original boot image, see the boot image command.

Do not save the configuration.

Reload the ASAv and load the deployment configuration:
reload

For failover, power on the standby unit.

After the active unit reloads, power on the standby unit. The deployment configuration will sync to the standby
unit.

ASA 5506-X Series Default Configuration

The default factory configuration for the ASA 5506-X series configures the following:

* Integrated Routing and Bridging functionality—GigabitEthernet 1/2 through 1/8 belong to bridge group
1; Bridge Virtual Interface (BVI) 1

* inside --> outside traffic flow—GigabitEthernet 1/1 (outside), BVI 1 (inside)

* outside IP address from DHCP, inside IP address—192.168.1.1

* (ASA 5506W-X) wifi <--> inside, wifi --> outside traffic flow—GigabitEthernet 1/9 (wifi)
* (ASA 5506W-X) wifi IP address—192.168.10.1

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



ASA 5506-X Series Default Configuration

Getting Started with the ASA |

* DHCP for clients on inside and wifi. The access point itself and all its clients use the ASA as the DHCP

SCrver.

» ASDM access—inside and wifi hosts allowed.

* NAT—Interface PAT for all traffic from inside, wifi, and management to outside.

The configuration consists of the following commands:

interface Managementl/1
management-only
no nameif
no security-level
no ip address
no shutdown

interface GigabitEthernetl/1
nameif outside
security-level 0
ip address dhcp setroute
no shutdown

!

interface GigabitEthernetl/2
nameif inside 1
security-level 100
bridge-group 1
no shutdown

interface GigabitEthernetl/3
nameif inside 2
security-level 100
no shutdown
bridge-group 1

interface GigabitEthernetl/4
nameif inside 3
security-level 100
no shutdown
bridge-group 1

interface GigabitEthernetl/5
nameif inside 4
security-level 100
no shutdown
bridge-group 1

interface GigabitEthernetl/6
nameif inside 5
security-level 100
no shutdown
bridge-group 1

interface GigabitEthernetl/7
nameif inside 6
security-level 100
no shutdown
bridge-group 1

interface GigabitEthernetl/8
nameif inside 7
security-level 100
no shutdown
bridge-group 1

!

interface bvi 1
nameif inside
security-level 100
ip address 192.168.1.1 255.255.255.0

!

object network obj anyl
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subnet 0.0.0.0 0.0.0.0

nat (inside_1,outside) dynamic interface
object network obj any2

subnet 0.0.0.0 0.0.0.0

nat (inside_2,outside) dynamic interface
object network obj any3

subnet 0.0.0.0 0.0.0.0

nat (inside_3,outside) dynamic interface
object network obj any4

subnet 0.0.0.0 0.0.0.0

nat (inside_4,outside) dynamic interface
object network obj any5

subnet 0.0.0.0 0.0.0.0

nat (inside_5,outside) dynamic interface
object network obj any6

subnet 0.0.0.0 0.0.0.0

nat (inside_ 6,outside) dynamic interface
object network obj any7

subnet 0.0.0.0 0.0.0.0

nat (inside_7,outside) dynamic interface
|

same-security-traffic permit inter-interface
|

http server enable

http 192.168.1.0 255.255.255.0 inside 1
http 192.168.1.0 255.255.255.0 inside 2
http 192.168.1.0 255.255.255.0 inside 3
http 192.168.1.0 255.255.255.0 inside 4
http 192.168.1.0 255.255.255.0 inside 5
http 192.168.1.0 255.255.255.0 inside 6

1.0 255.255.255.0 inside 7

http 192.168.
I

dhcpd auto_config outside

dhcpd address 192.168.1.5-192.168.1.254 inside
dhcpd enable inside

|

logging asdm informational

For the ASA 5506W-X, the following commands are also included:

interface GigabitEthernet 1/9
security-level 100
nameif wifi
ip address 192.168.10.1 255.255.255.0
no shutdown

|

object network obj any wifi

subnet 0.0.0.0 0.0.0.0

nat (wifi,outside) dynamic interface

|

http 192.168.10.0 255.255.255.0 wifi
|

dhcpd address 192.168.10.2-192.168.10.254 wifi
dhcpd enable wifi

ASA 5508-X and 5516-X Default Configuration

The default factory configuration for the ASA 5508-X and 5516-X configures the following:

* inside --> outside traffic flow—GigabitEthernet 1/1 (outside), GigabitEthernet 1/2 (inside)
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+ outside | P address from DHCP
*inside| P address—192.168.1.1

* DHCP server on inside.

« Default route from outside DHCP

» Management /1 interfaceis Up, but otherwise unconfigured. The ASA FirePOWER module can then
use this interface to access the ASA inside network and use the inside interface as the gateway to the
Internet.

» ASDM access—inside hosts allowed.

* NAT—Interface PAT for all traffic from inside and management to outside.

The configuration consists of the following commands:

interface Managementl/1
management-only
no nameif
no security-level
no ip address
no shutdown
interface GigabitEthernetl/1
nameif outside
security-level 0O
ip address dhcp setroute
no shutdown
interface GigabitEthernetl/2
nameif inside
security-level 100
ip address 192.168.1.1 255.255.255.0
no shutdown
|
object network obj any
subnet 0.0.0.0 0.0.0.0
nat (any,outside) dynamic interface
|
http server enable
http 192.168.1.0 255.255.255.0 inside
|
dhcpd auto_config outside
dhcpd address 192.168.1.5-192.168.1.254 inside
dhcpd enable inside
|

logging asdm informational

ASA 5512-X through ASA 5585-X Default Configuration

The default factory configuration for the ASA 5512-X through ASA 5585-X configures the following:

* Management interface—Management 0/0 (management).
* [P address—The management address is 192.168.1.1/24.

* DHCP server—Enabled for management hosts so that a computer connecting to the management interface
receives an address between 192.168.1.2 and 192.168.1.254.
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* ASDM access—Management hosts allowed.

The configuration consists of the following commands:

interface management 0/0
ip address 192.168.1.1 255.255.255.0
nameif management
security-level 100
no shutdown
|
asdm logging informational
asdm history enable
|
http server enable
http 192.168.1.0 255.255.255.0 management
|

dhcpd address 192.168.1.2-192.168.1.254 management
dhcpd enable management

Firepower 2100 Default Configuration

ASA Configuration
The default factory configuration for the ASA on the Firepower 2100 configures the following:
« inside—outside tr affic flow—Ethernet 1/1 (outside), Ethernet 1/2 (inside)
« outside | P address from DHCP, inside IP address—192.168.1.1
* DHCP server on inside interface
+ Default route from outside DHCP
* management—Management 1/1 (management), IP address 192.168.45.1
* ASDM access—Management hosts allowed.

* NAT—Interface PAT for all traffic from inside to outside.

» FXOS management traffic initiation—The FXOS chassis can initiate management traffic on the ASA

outside interface.

* DNS servers—OpenDNS servers are pre-configured.

The configuration consists of the following commands:

interface Managementl/1
management-only
nameif management
security-level 100
ip address 192.168.45.1 255.255.255.0
no shutdown

|

interface Ethernetl/1
nameif outside
security-level 0
ip address dhcp setroute
no shutdown
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interface Ethernetl/2
nameif inside
security-level 100
ip address 192.168.1.1 255.255.255.0

no shutdown
|

object network obj_ any
subnet 0.0.0.0 0.0.0.0

nat (any,outside) dynamic interface
|

http server enable

http 192.168.45.0 255.255.255.0 management
|

dhcpd auto_config outside

dhcpd address 192.168.1.20-192.168.1.254 inside

dhcpd enable inside
|

ip-client outside

|

dns domain-lookup outside

dns server-group DefaultDNS
name-server 208.67.222.222 outside
name-server 208.67.220.220 outside

FXO0S Configuration
The default factory configuration for FXOS on the Firepower 2100 configures the following:
* Management 1/1—IP address 192.168.45.45

* Default gateway—ASA data interfaces

* Firepower Chassis Manager and SSH access—From the management network only.
* Default Username—admin, with the default password Admin123

* DHCP server—Client IP address range 192.168.45.10-192.168.45.12

* NTP server—Cisco NTP servers: 0.sourcefire.pool.ntp.org, 1.sourcefire.pool.ntp.org,
2.sourcefire.pool.ntp.org

* DNS Servers—OpenDNS: 208.67.222.222, 208.67.220.220
» Ethernet 1/1 and Ethernet 1/2—Enabled

Firepower 4100/9300 Chassis Default Configuration

When you deploy the ASA on the Firepower 4100/9300 chassis, you can pre-set many parameters that let
you connect to the Management interface using ASDM. A typical configuration includes the following settings:

* Management interface:

* Management type interface of your choice defined on the Firepower 4100/9300 Chassis supervisor
* Named “management”
* [P address of your choice

* Security level 0
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* Management-only

* Default route through the management interface

» ASDM access—All hosts allowed.

The configuration for a standalone unit consists of the following commands. For additional configuration for
clustered units, see Create an ASA Cluster, on page 454.

interface <management ifc>
management-only
ip address <ip address> <mask>
ipv6 address <ipv6_address>
ipv6 enable
nameif management
security-level 0

no shutdown
|
http server enable
http 0.0.0.0 0.0.0.0 management

http ::/0 management
|

route management 0.0.0.0 0.0.0.0 <gateway ip> 1
ipv6 route management ::/0 <gateway ipvé6>

ISA 3000 Default Configuration

The default factory configuration for the ISA 3000 configures the following:

* Transparent firewall mode—A transparent firewall is a Layer 2 firewall that acts like a “bump in the
wire,” or a “stealth firewall,” and is not seen as a router hop to connected devices.

1 Bridge Virtual I nterface—All member interfaces are in the same network (I P address not
pre-configured; you must set to match your network): GigabitEthernet 1/1 (outsidel), GigabitEthernet
1/2 (insidel), GigabitEthernet 1/3 (outside2), GigabitEthernet 1/4 (inside2)

+ All inside and outside interfaces can communicate with each other.
» Management 1/1 interface—192.168.1.1/24 for ASDM access.

* DHCP for clients on management.

* ASDM access—Management hosts allowed.

» Hardwarebypassis enabled for the following interface pairs: GigabitEthernet 1/1 & 1/2; GigabitEthernet
173 & 1/4

N

Note When the ISA 3000 loses power and goes into hardware bypass mode, only the
above interface pairs can communicate; insidel and inside2, and outsidel and
outside2 can no longer communicate. Any existing connections between these
interfaces will be lost. When the power comes back on, there is a brief connection
interruption as the ASA takes over the flows.
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* ASA FirePOWER module—All traffic is sent to the module in Inline Tap Monitor-Only Mode. This
mode sends a duplicate stream of traffic to the ASA Firepower module for monitoring purposes only.

* Precision Time Protocol—PTP traffic is not sent to the FirePOWER module.

The configuration consists of the following commands:

firewall transparent

interface GigabitEthernetl/1
bridge-group 1
nameif outsidel
security-level 0
no shutdown
interface GigabitEthernetl/2
bridge-group 1
nameif insidel
security-level 100
no shutdown
interface GigabitEthernetl/3
bridge-group 1
nameif outside?2
security-level 0
no shutdown
interface GigabitEthernetl/4
bridge-group 1
nameif inside2
security-level 100
no shutdown
interface Managementl/1
management-only
no shutdown
nameif management
security-level 100
ip address 192.168.1.1 255.255.255.0
interface BVI1
no ip address

access-list allowAll extended permit ip any any
access—-group allowAll in interface outsidel
access—-group allowAll in interface outside2

same-security-traffic permit inter-interface

hardware-bypass GigabitEthernet 1/1-1/2
hardware-bypass GigabitEthernet 1/3-1/4

http server enable
http 192.168.1.0 255.255.255.0 management

dhcpd address 192.168.1.5-192.168.1.254 management
dhcpd enable management

access-list sfrAccessList extended permit ip any any
class—-map sfrclass
match access-list sfrAccesslist
policy-map global policy
class sfrclass
sfr fail-open monitor-only
service-policy global policy global
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ASAv Deployment Configuration

When you deploy the ASAv, you can pre-set many parameters that let you connect to the Management 0/0
interface using ASDM. A typical configuration includes the following settings:

* Routed or Transparent firewall mode
* Management 0/0 interface:
* Named “management”

« IP address or DHCP

* Security level 0

« Static route for the management host IP address (if it is not on the management subnet)

* HTTP server enabled or disabled

* HTTP access for the management host IP address

* (Optional) Failover link IP addresses for GigabitEthernet 0/8, and the Management 0/0 standby IP address
* DNS server

* Smart licensing ID token

* Smart licensing Throughput Level and Standard Feature Tier

* (Optional) Smart Call Home HTTP Proxy URL and port

* (Optional) SSH management settings:

* Client IP addresses
* Local username and password

* Authentication required for SSH using the LOCAL database
* (Optional) REST API enabled or disabled

\}

Note  To successfully register the ASAv with the Cisco Licensing Authority, the ASAv requires Internet access.
You might need to perform additional configuration after deployment to achieve Internet access and successful
license registration.

See the following sample configuration for a standalone unit:

interface Management0/0
nameif management
security-level 0
ip address ip address

no shutdown
http server enable
http managemment host IP mask management
route management management host IP mask gateway ip 1
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Work with

dns server-group DefaultDNS
name-server ip address
call-home
http-proxy ip address port port
license smart
feature tier standard
throughput level {100M | 1G | 2G}
license smart register idtoken id token
aaa authentication ssh console LOCAL
username username password password
ssh source IP address mask management
rest-api image boot:/path
rest-api agent

See the following sample configuration for a primary unit in a failover pair:

nameif management
security-level 0
ip address ip address standby standby ip

no shutdown
route management management host IP mask gateway ip 1
http server enable
http managemment host IP mask management
dns server-group DefaultDNS
name-server ip address
call-home
http-proxy ip address port port
license smart
feature tier standard
throughput level {100M | 1G | 2G}
license smart register idtoken id token
aaa authentication ssh console LOCAL
username username password password
ssh source IP address mask management
rest-api image boot:/path
rest-api agent
failover
failover lan unit primary
failover lan interface fover gigabitethernet0/8
failover link fover gigabitethernet0/8
failover interface ip fover primary ip mask standby standby ip

the Configuration

This section describes how to work with the configuration. The ASA loads the configuration from a text file,
called the startup configuration. This file resides by default as a hidden file in internal flash memory. You
can, however, specify a different path for the startup configuration.

When you enter a command, the change is made only to the running configuration in memory. You must
manually save the running configuration to the startup configuration for your changes to remain after a reboot.

The information in this section applies to both single and multiple security contexts, except where noted.

l CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



| Getting Started with the ASA
Save Configuration Changes .

Save Configuration Changes

This section describes how to save your configuration.

Save Configuration Changes in Single Context Mode

To save the running configuration to the startup configuration, perform the following procedure.

Procedure

Save the running configuration to the startup configuration:

write memory

Note The copy running-config startup-config command is equivalent to the write memory command.

Save Configuration Changes in Multiple Context Mode

You can save each context (and system) configuration separately, or you can save all context configurations
at the same time.

Save Each Context and System Separately

Use the following procedure to save the system or context configuration.

Procedure

From within the context or the system, save the running configuration to the startup configuration:
write memory

For multiple context mode, context startup configurations can reside on external servers. In this case, the ASA
saves the configuration back to the server you identified in the context URL, except for an HTTP or HTTPS
URL, which do not let you save the configuration to the server.

Note The copy running-config startup-config command is equivalent to the write memory command.

Save All Context Configurations at the Same Time

Use the following procedure to save all context configurations at the same time, as well as the system
configuration.

Procedure

From the system execution space, save the running configuration to the startup configuration for all contexts
and the system configuration:
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write memory all [/noconfirm]

If you do not enter the /noconfirm keyword, you see the following prompt:

Are you sure [Y/N]:

After you enter Y, the ASA saves the system configuration and each context. Context startup configurations
can reside on external servers. In this case, the ASA saves the configuration back to the server you identified
in the context URL, except for an HTTP or HTTPS URL, which do not let you save the configuration to the
server.

After the ASA saves each context, the following message appears:
‘Saving context ‘b’ ... ( 1/3 contexts saved ) '/

Sometimes, a context is not saved because of an error. See the following information for errors:

* For contexts that are not saved because of low memory, the following message appears:

The context 'context a' could not be saved due to Unavailability of resources

For contexts that are not saved because the remote destination is unreachable, the following message
appears:

The context 'context a' could not be saved due to non-reachability of destination

For contexts that are not saved because the context is locked, the following message appears:

Unable to save the configuration for the following contexts as these contexts are locked.
context ‘a’ , context ‘x’ , context ‘z’

A context is only locked if another user is already saving the configuration or in the process of deleting
the context.

For contexts that are not saved because the startup configuration is read-only (for example, on an HTTP
server), the following message report is printed at the end of all other messages:

Unable to save the configuration for the following contexts as these contexts have
read-only config-urls:
context ‘a’ , context ‘b’ , context ‘c’

* For contexts that are not saved because of bad sectors in the flash memory, the following message appears:

The context 'context a' could not be saved due to Unknown errors
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Copy the Startup Configuration to the Running Configuration
Use one of the following commands to copy a new startup configuration to the running configuration:
* copy startup-config running-config

Merges the startup configuration with the running configuration. A merge adds any new commands from
the new configuration to the running configuration. If the configurations are the same, no changes occur.
If commands conflict or if commands affect the running of the context, then the effect of the merge
depends on the command. You might get errors, or you might have unexpected results.

* reload
Reloads the ASA, which loads the startup configuration and discards the running configuration.
» clear configure all and then copy startup-config running-config

Loads the startup configuration and discards the running configuration without requiring a reload.

View the Configuration
The following commands let you view the running and startup configurations:
+ show running-config
Views the running configuration.
» show running-config command
Views the running configuration of a specific command.
» show startup-config

Views the startup configuration.

Clear and Remove Configuration Settings

To erase settings, enter one of the following commands:
« clear configure configurationcommand [level 2configurationcommand]

Clears all the configuration for a specified command. If you only want to clear the configuration for a
specific version of the command, you can enter a value for level 2configurationcommand.

For example, to clear the configuration for all aaa commands, enter the following command:

ciscoasa(config) # clear configure aaa

To clear the configuration for only aaa authentication commands, enter the following command:

ciscoasa(config) # clear configure aaa authentication

» no configurationcommand [level 2configurationcommand] qualifier
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Disables the specific parameters or options of a command. In this case, you use the N0 command to
remove the specific configuration identified by qualifier.

For example, to remove a specific access-list command, enter enough of the command to identify it
uniquely; you may have to enter the entire command:

ciscoasa(config) # no access-list abc extended permit icmp any any object-group obj_icmp 1

» Write erase

Erases the startup configuration.

N

Note

For the ASAv, this command restores the deployment configuration after a reload.
To erase the configuration completely, use the clear configure all command.

« clear configureall

Erases the running configuration.

A

Note

A\

In multiple context mode, if you enter clear configure all from the system
configuration, you also remove all contexts and stop them from running. The
context configuration files are not erased, and remain in their original location.

Note

For the Firepower 2100: This model does not use the boot system command;
packages are managed by FXOS.

For all other models: This command clears the boot system command, if present,
along with the rest of the configuration. The boot system command lets you boot
from a specific image, including an image on the external flash memory card.
The next time you reload the ASA, it boots from the first image in internal flash
memory; if you do not have an image in internal flash memory, the ASA does
not boot.

Create Text Configuration Files Offline

This guide describes how to use the CLI to configure the ASA; when you save commands, the changes are
written to a text file. Instead of using the CLI, however, you can edit a text file directly on your computer and
paste a configuration at the configuration mode command-line prompt in its entirety, or line by line.
Alternatively, you can download a text file to the ASA internal flash memory. See Software and Configurations,
on page 1099 for information on downloading the configuration file to the ASA.

In most cases, commands described in this guide are preceded by a CLI prompt. The prompt in the following
example is “ciscoasa(config)#”:
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ciscoasa(config)# context a

In the text configuration file you are not prompted to enter commands, so the prompt is omitted as follows:

context a

For additional information about formatting the file, see Using the Command-Line Interface, on page 1297.

Apply Configuration Changes to Connections

When you make security policy changes to the configuration, all new connections use the new security policy.
Existing connections continue to use the policy that was configured at the time of the connection establishment.
show command output for old connections reflect the old configuration, and in some cases will not include
data about the old connections.

For example, if you remove a QoS service-policy from an interface, then re-add a modified version, then the
show service-policy command only displays QoS counters associated with new connections that match the
new service policy; existing connections on the old policy no longer show in the command output.

To ensure that all connections use the new policy, you need to disconnect the current connections so that they
can reconnect using the new policy.

To disconnect connections, enter one of the following commands:
» clear local-host [ip_address] [all]

This command reinitializes per-client run-time states such as connection limits and embryonic limits.
As a result, this command removes any connection that uses those limits. See the show local-host all
command to view all current connections per host.

With no arguments, this command clears all affected through-the-box connections. To also clear to-the-box
connections (including your current management session), use the all keyword. To clear connections to
and from a particular IP address, use the ip_address argument.

« clear conn [all] [protocol {tcp | udp}] [addresssrc_ip [-src_ip] [netmask mask]] [port src_port
[-src_port]] [address dest_ip [-dest_ip] [netmask mask]] [port dest_port [-dest_port]]

This command terminates connections in any state. See the show conn command to view all current
connections.

With no arguments, this command clears all through-the-box connections. To also clear to-the-box
connections (including your current management session), use the all keyword. To clear specific
connections based on the source IP address, destination IP address, port, and/or protocol, you can specify
the desired options.

Reload the ASA

To reload the ASA, complete the following procedure.
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Procedure
Reload the ASA:

reload

Note In multiple context mode, you can only reload from the system execution space.

Jll CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



CHAPTER 3

Licenses: Product Authorization Key Licensing

A license specifies the options that are enabled on a given Cisco ASA. This document describes product
authorization key (PAK) licenses for all physical ASAs. For the ASAv, see Licenses: Smart Software Licensing
(ASAv, ASA on Firepower), on page 109.

» About PAK Licenses, on page 49

* Guidelines for PAK Licenses, on page 60

* Configure PAK Licenses, on page 62

* Configure a Shared License (AnyConnect 3 and Earlier), on page 66
* Supported Feature Licenses Per Model, on page 74

* Monitoring PAK Licenses, on page 90

* History for PAK Licenses, on page 100

About PAK Licenses

A license specifies the options that are enabled on a given ASA. It is represented by an activation key that is
a 160-bit (5 32-bit words or 20 bytes) value. This value encodes the serial number (an 11 character string)
and the enabled features.

Preinstalled License

By default, your ASA ships with a license already installed. This license might be the Base License, to which
you want to add more licenses, or it might already have all of your licenses installed, depending on what you
ordered and what your vendor installed for you.

Related Topics
Monitoring PAK Licenses, on page 90

Permanent License

You can have one permanent activation key installed. The permanent activation key includes all licensed
features in a single key. If you also install time-based licenses, the ASA combines the permanent and time-based
licenses into a running license.

Related Topics
How Permanent and Time-Based Licenses Combine, on page 50
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Time-Based Licenses

In addition to permanent licenses, you can purchase time-based licenses or receive an evaluation license that
has a time-limit. For example, you might buy a time-based AnyConnect Premium license to handle short-term
surges in the number of concurrent SSL VPN users, or you might order a Botnet Traffic Filter time-based
license that is valid for 1 year.

\}

Note The ASA 5506-X and ASA 5506W-X do not support time-based licenses.

Time-Based License Activation Guidelines

* You can install multiple time-based licenses, including multiple licenses for the same feature. However,
only one time-based license per feature can be active at a time. The inactive license remains installed,
and ready for use. For example, if you install a 1000-session AnyConnect Premium license, and a
2500-session AnyConnect Premium license, then only one of these licenses can be active.

* If you activate an evaluation license that has multiple features in the key, then you cannot also activate
another time-based license for one of the included features. For example, if an evaluation license includes
the Botnet Traffic Filter and a 1000-session AnyConnect Premium license, you cannot also activate a
standalone time-based 2500-session AnyConnect Premium license.

How the Time-Based License Timer Works
* The timer for the time-based license starts counting down when you activate it on the ASA.

* If you stop using the time-based license before it times out, then the timer halts. The timer only starts
again when you reactivate the time-based license.

« If the time-based license is active, and you shut down the ASA, then the timer stops counting down. The
time-based license only counts down when the ASA is running. The system clock setting does not affect
the license; only ASA uptime counts towards the license duration.

How Permanent and Time-Based Licenses Combine

When you activate a time-based license, then features from both permanent and time-based licenses combine
to form the running license. How the permanent and time-based licenses combine depends on the type of
license. The following table lists the combination rules for each feature license.

\)

Note Even when the permanent license is used, if the time-based license is active, it continues to count down.
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Table 1: Time-Based License Combination Rules

Stacking Time-Based Licenses .

Time-Based Feature

Combined License Rule

AnyConnect Premium Sessions

The higher value is used, either time-based or
permanent. For example, if the permanent license is
1000 sessions, and the time-based license is 2500
sessions, then 2500 sessions are enabled. Typically,
you will not install a time-based license that has less
capability than the permanent license, but if you do
so, then the permanent license is used.

Unified Communications Proxy Sessions

The time-based license sessions are added to the
permanent sessions, up to the platform limit. For
example, if the permanent license is 2500 sessions,
and the time-based license is 1000 sessions, then 3500
sessions are enabled for as long as the time-based
license is active.

Security Contexts

The time-based license contexts are added to the
permanent contexts, up to the platform limit. For
example, if the permanent license is 10 contexts, and
the time-based license is 20 contexts, then 30 contexts
are enabled for as long as the time-based license is
active.

Botnet Traffic Filter There is no permanent Botnet Traffic Filter license
available; the time-based license is used.
All Others The higher value is used, either time-based or

permanent. For licenses that have a status of enabled
or disabled, then the license with the enabled status
is used. For licenses with numerical tiers, the higher
value is used. Typically, you will not install a
time-based license that has less capability than the
permanent license, but if you do so, then the
permanent license is used.

Related Topics

Monitoring PAK Licenses, on page 90

Stacking Time-Based Licenses

In many cases, you might need to renew your time-based license and have a seamless transition from the old
license to the new one. For features that are only available with a time-based license, it is especially important
that the license not expire before you can apply the new license. The ASA allows you to stack time-based
licenses so that you do not have to worry about the license expiring or about losing time on your licenses

because you installed the new one early.

When you install an identical time-based license as one already installed, then the licenses are combined, and

the duration equals the combined duration.

For example:
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1. You install a 52-week Botnet Traffic Filter license, and use the license for 25 weeks (27 weeks remain).

2. You then purchase another 52-week Botnet Traffic Filter license. When you install the second license,
the licenses combine to have a duration of 79 weeks (52 weeks plus 27 weeks).

Similarly:
1. Youinstall an 8-week 1000-session AnyConnect Premium license, and use it for 2 weeks (6 weeks remain).

2. You then install another 8-week 1000-session license, and the licenses combine to be 1000-sessions for
14 weeks (8 weeks plus 6 weeks).

If the licenses are not identical (for example, a 1000-session AnyConnect Premium license vs. a 2500-session
license), then the licenses are not combined. Because only one time-based license per feature can be active,
only one of the licenses can be active.

Although non-identical licenses do not combine, when the current license expires, the ASA automatically
activates an installed license of the same feature if available.

Related Topics
Activate or Deactivate Keys, on page 65
Time-Based License Expiration, on page 52

Time-Based License Expiration

When the current license for a feature expires, the ASA automatically activates an installed license of the
same feature if available. If there are no other time-based licenses available for the feature, then the permanent
license is used.

If you have more than one additional time-based license installed for a feature, then the ASA uses the first
license it finds; which license is used is not user-configurable and depends on internal operations. If you prefer
to use a different time-based license than the one the ASA activated, then you must manually activate the
license you prefer.

For example, you have a time-based 2500-session AnyConnect Premium license (active), a time-based
1000-session AnyConnect Premium license (inactive), and a permanent 500-session AnyConnect Premium
license. While the 2500-session license expires, the ASA activates the 1000-session license. After the
1000-session license expires, the ASA uses the 500-session permanent license.

Related Topics
Activate or Deactivate Keys, on page 65

License Notes

The following sections include additional information about licenses.

AnyConnect Plus and Apex Licenses

The AnyConnect Plus or Apex license is a multi-use license that you can apply to multiple ASAs, all of which
share a user pool as specified by the license. See https://www.cisco.com/go/license, and assign the PAK
separately to each ASA. When you apply the resulting activation key to an ASA, it toggles on the VPN features
to the maximum allowed, but the actual number of unique users across all ASAs sharing the license should
not exceed the license limit. For more information, see:
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* Cisco AnyConnect Ordering Guide

* AnyConnect Licensing Frequently Asked Questions (FAQ)

N

Note The AnyConnect Apex license is required for multiple context mode. Moreover, in multiple context mode,
this license must be applied to each unit in a failover pair; the license is not aggregated.

Other VPN License
Other VPN sessions include the following VPN types:

* [Psec remote access VPN using IKEv1
* [Psec site-to-site VPN using IKEv1
* [Psec site-to-site VPN using IKEv2

This license is included in the Base license.

Total VPN Sessions Combined, All Types

* Although the maximum VPN sessions add up to more than the maximum VPN AnyConnect and Other
VPN sessions, the combined sessions should not exceed the VPN session limit. If you exceed the maximum
VPN sessions, you can overload the ASA, so be sure to size your network appropriately.

* If you start a clientless SSL VPN session and then start an AnyConnect client session from the portal, 1
session is used in total. However, if you start the AnyConnect client first (from a standalone client, for
example) and then log into the clientless SSL VPN portal, then 2 sessions are used.

VPN Load Balancing
VPN load balancing requires a Strong Encryption (3DES/AES) License.

Legacy VPN Licenses

Refer to the Supplemental end User License Agreement for AnyConnect for all relevant information on
licensing.

N

Note The AnyConnect Apex license is required for multiple context mode; you cannot use the default or legacy
license.

Encryption License

The DES license cannot be disabled. If you have the 3DES license installed, DES is still available. To prevent
the use of DES when you want to only use strong encryption, be sure to configure any relevant commands to
use only strong encryption.
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The Carrier license enables the following inspection features:

» Diameter
* GTP/GPRS
» SCTP

Total TLS Proxy Sessions

Each TLS proxy session for Encrypted Voice Inspection is counted against the TLS license limit.

Other applications that use TLS proxy sessions do not count toward the TLS limit, for example, Mobility
Advantage Proxy (which does not require a license).

Some applications might use multiple sessions for a connection. For example, if you configure a phone with
a primary and backup Cisco Unified Communications Manager, there are 2 TLS proxy connections.

You independently set the TLS proxy limit using the tls-proxy maximum-sessions command or in ASDM,
using the Configuration > Firewall > Unified Communications> TL S Proxy pane. To view the limits of
your model, enter the tls-proxy maximum-sessions ? command. When you apply a TLS proxy license that
is higher than the default TLS proxy limit, the ASA automatically sets the TLS proxy limit to match the
license. The TLS proxy limit takes precedence over the license limit; if you set the TLS proxy limit to be less
than the license, then you cannot use all of the sessions in your license.

Note

For license part numbers ending in “K8” (for example, licenses under 250 users), TLS proxy sessions are
limited to 1000. For license part numbers ending in “K9” (for example, licenses 250 users or larger), the
TLS proxy limit depends on the configuration, up to the model limit. K8 and K9 refer to whether the license
is restricted for export: K8 is unrestricted, and K9 is restricted.

If you clear the configuration (using the clear configure all command, for example), then the TLS proxy
limit is set to the default for your model; if this default is lower than the license limit, then you see an error
message to use the tIs-proxy maximum-sessions command to raise the limit again (in ASDM, use the TLS
Proxy pane). If you use failover and enter the write standby command or in ASDM, use File> Save Running
Configuration to Standby Unit on the primary unit to force a configuration synchronization, the clear
configureall command is generated on the secondary unit automatically, so you may see the warning message
on the secondary unit. Because the configuration synchronization restores the TLS proxy limit set on the
primary unit, you can ignore the warning.

You might also use SRTP encryption sessions for your connections:

* For K8 licenses, SRTP sessions are limited to 250.

* For K9 licenses, there is no limit.

Note

Only calls that require encryption/decryption for media are counted toward the SRTP limit; if passthrough is
set for the call, even if both legs are SRTP, they do not count toward the limit.
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VLANSs, Maximum

For an interface to count against the VLAN limit, you must assign a VLAN to it. For example:

interface gigabitethernet 0/0.100
vlan 100

Botnet Traffic Filter License
Requires a Strong Encryption (3DES/AES) License to download the dynamic database.

IPS Module License

The IPS module license lets you run the IPS software module on the ASA. You also need the IPS signature
subscription on the IPS side.

See the following guidelines:

* To buy the IPS signature subscription you need to have the ASA with IPS pre-installed (the part number
must include “IPS”, for example ASA5515-IPS-K9); you cannot buy the IPS signature subscription for
a non-IPS part number ASA.

* For failover, you need the IPS signature subscription on both units; this subscription is not shared in
failover, because it is not an ASA license.

* For failover, the IPS signature subscription requires a unique IPS module license per unit. Like other
ASA licenses, the IPS module license is technically shared in the failover cluster license. However,
because of the IPS signature subscription requirements, you must buy a separate IPS module license for
each unit in failover.

Shared AnyConnect Premium Licenses (AnyConnect 3 and Earlier)

)

Note The shared license feature on the ASA is not supported with AnyConnect 4 and later licensing. AnyConnect
licenses are shared and no longer require a shared server or participant license.

A shared license lets you purchase a large number of AnyConnect Premium sessions and share the sessions
as needed among a group of ASAs by configuring one of the ASAs as a shared licensing server, and the rest
as shared licensing participants.

Failover or ASA Cluster Licenses

With some exceptions, failover and cluster units do not require the same license on each unit. For earlier
versions, see the licensing document for your version.

Failover License Requirements and Exceptions

Failover units do not require the same license on each unit. If you have licenses on both units, they combine
into a single running failover cluster license. There are some exceptions to this rule. See the following table
for precise licensing requirements for failover.
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Model

License Requirement

ASA 5506-X and ASA 5506W-X

* Active/Standby—Security Plus License.

* Active/Active—No Support.

Note Each unit must have the same encryption license.

ASA 5512-X through ASA 5555-X

* ASA 5512-X—Security Plus License.

e Other models—Base License.

Note  Each unit must have the same encryption license.

* In multiple context mode, each unit must have the
the same AnyConnect Apex license.

* Each unit must have the same IPS module license.
You also need the IPS signature subscription on
the IPS side for both units. See the following
guidelines:

* To buy the IPS signature subscription you
need to have the ASA with IPS pre-installed
(the part number must include “IPS”, for
example ASA5525-IPS-K9); you cannot buy
the IPS signature subscription for a non-IPS
part number ASA.

* You need the IPS signature subscription on
both units; this subscription is not shared in
failover, because it is not an ASA license.

* The IPS signature subscription requires a
unique IPS module license per unit. Like
other ASA licenses, the IPS module license
is technically shared in the failover cluster
license. However, because of the IPS
signature subscription requirements, you
must buy a separate IPS module license for
each unit in.

ASAv See Failover Licenses for the ASAv, on page 116.
Firepower 2100 See Failover Licenses for the Firepower 2100, on page 116.
Firepower 4100/9300 See Failover Licenses for the ASA on the Firepower 4100/9300

Chassis, on page 118.
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Model

License Requirement

All other models

Base License or Standard License.

Note * Each unit must have the same encryption license.

* In multiple context mode, each unit must have the
the same AnyConnect Apex license.

)

Note A valid permanent key is required; in rare instances, your PAK authentication key can be removed. If your
key consists of all 0’s, then you need to reinstall a valid authentication key before failover can be enabled.

ASA Cluster License Requirements and Exceptions

Cluster units do not require the same license on each unit. Typically, you buy a license only for the control
unit; data units inherit the control unit license. If you have licenses on multiple units, they combine into a

single running ASA cluster license.

There are exceptions to this rule. See the following table for precise licensing requirements for clustering.

Model License Requirement
ASA 5585-X Cluster License, supports up to 16 units.
Note Each unit must have the same encryption license; each
unit must have the same 10 GE I/O/Security Plus
license (ASA 5585-X with SSP-10 and -20).
ASA 5516-X Base license, supports 2 units.
Note Each unit must have the same encryption license.
ASA 5512-X Security Plus license, supports 2 units.

Note Each unit must have the same encryption license.

ASA 5515-X, ASA 5525-X, ASA 5545-X, ASA 5555-X

Base License, supports 2 units.

Note Each unit must have the same encryption license.

Firepower 4100/9300 Chassis

See ASA Cluster Licenses for the ASA on the Firepower
4100/9300 Chassis, on page 119.

All other models

No support.

How Failover or ASA Cluster Licenses Combine

For failover pairs or ASA clusters, the licenses on each unit are combined into a single running cluster license.
If you buy separate licenses for each unit, then the combined license uses the following rules:
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* For licenses that have numerical tiers, such as the number of sessions, the values from each unit’s licenses
are combined up to the platform limit. If all licenses in use are time-based, then the licenses count down
simultaneously.

For example, for failover:

* You have two ASAs with 10 TLS Proxy sessions installed on each; the licenses will be combined
for a total of 20 TLS Proxy sessions.

* You have an ASA 5545-X with 1000 TLS Proxy sessions, and another with 2000 sessions; because
the platform limit is 2000, the combined license allows 2000 TLS Proxy sessions.

* You have two ASA 5545-X ASAs, one with 20 contexts and the other with 10 contexts; the combined
license allows 30 contexts. For Active/Active failover, the contexts are divided between the two

units. One unit can use 18 contexts and the other unit can use 12 contexts, for example, for a total
of 30.

For example, for ASA clustering:

* You have 2 ASA 5516-X ASAs with the default 2 contexts. Because the platform limit is 5, the
combined license allows a maximum of 4 contexts. Therefore, you can configure up to 4 contexts
on the primary unit; each secondary unit will also have 4 contexts through configuration replication.

* You have four ASA 5516-X ASAs, three units with 5 contexts each, and one unit with the default
2 contexts. Because the platform limit is 5, the licenses will be combined for a total of 5 contexts.
Therefore, you can configure up to 5 contexts on the primary unit; each secondary unit will also
have 5 contexts through configuration replication.

* For licenses that have a status of enabled or disabled, then the license with the enabled status is used.

* For time-based licenses that are enabled or disabled (and do not have numerical tiers), the duration is
the combined duration of all licenses. The primary/control unit counts down its license first, and when
it expires, the secondary/data unit(s) start counting down its license, and so on. This rule also applies to
Active/Active failover and ASA clustering, even though all units are actively operating.

For example, if you have 48 weeks left on the Botnet Traffic Filter license on two units, then the combined
duration is 96 weeks.

Related Topics
Monitoring PAK Licenses, on page 90

Loss of Communication Between Failover or ASA Cluster Units

If the units lose communication for more than 30 days, then each unit reverts to the license installed locally.
During the 30-day grace period, the combined running license continues to be used by all units.

If you restore communication during the 30-day grace period, then for time-based licenses, the time elapsed
is subtracted from the primary/control license; if the primary/control license becomes expired, only then does
the secondary/data license start to count down.

If you do not restore communication during the 30-day period, then for time-based licenses, time is subtracted
from all unit licenses, if installed. They are treated as separate licenses and do not benefit from the combined
license. The time elapsed includes the 30-day grace period.

For example:
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1. You have a 52-week Botnet Traffic Filter license installed on two units. The combined running license
allows a total duration of 104 weeks.

2. The units operate as a failover unit/ASA cluster for 10 weeks, leaving 94 weeks on the combined license
(42 weeks on the primary/control, and 52 weeks on the secondary/data).

3. If the units lose communication (for example the primary/control unit fails), the secondary/data unit
continues to use the combined license, and continues to count down from 94 weeks.

4. The time-based license behavior depends on when communication is restored:

» Within 30 days—The time elapsed is subtracted from the primary/control unit license. In this case,
communication is restored after 4 weeks. Therefore, 4 weeks are subtracted from the primary/control
license leaving 90 weeks combined (38 weeks on the primary, and 52 weeks on the secondary).

* After 30 days—The time elapsed is subtracted from both units. In this case, communication is restored
after 6 weeks. Therefore, 6 weeks are subtracted from both the primary/control and secondary/data
licenses, leaving 84 weeks combined (36 weeks on the primary/control, and 46 weeks on the
secondary/data).

Upgrading Failover Pairs

Because failover pairs do not require the same license on both units, you can apply new licenses to each unit
without any downtime. If you apply a permanent license that requires a reload, then you can fail over to the
other unit while you reload. If both units require reloading, then you can reload them separately so that you
have no downtime.

Related Topics
Activate or Deactivate Keys, on page 65

No Payload Encryption Models

You can purchase some models with No Payload Encryption. For export to some countries, payload encryption
cannot be enabled on the Cisco ASA series. The ASA software senses a No Payload Encryption model, and
disables the following features:

* Unified Communications
* VPN
You can still install the Strong Encryption (3DES/AES) license for use with management connections. For

example, you can use ASDM HTTPS/SSL, SSHv2, Telnet and SNMPv3. You can also download the dynamic
database for the Botnet Traffic Filter (which uses SSL).

When you view the license, VPN and Unified Communications licenses will not be listed.

Related Topics
Monitoring PAK Licenses, on page 90
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Licenses FAQ

Can | activate multipletime-based licenses, for example, AnyConnect Premium and Botnet Traffic
Filter?

Yes. You can use one time-based license per feature at a time.

Can| “stack” time-based licenses so that when thetimelimit runsout, it will automatically usethe next
license?

Yes. For identical licenses, the time limit is combined when you install multiple time-based licenses. For
non-identical licenses (for example, a 1000-session AnyConnect Premium license and a 2500-session
license), the ASA automatically activates the next time-based license it finds for the feature.

Can | ingtall a new permanent license while maintaining an active time-based license?
Yes. Activating a permanent license does not affect time-based licenses.

For failover, can | use a shared licensing server asthe primary unit, and the shared licensing backup
server asthe secondary unit?

No. The secondary unit has the same running license as the primary unit; in the case of the shared licensing
server, they require a server license. The backup server requires a participant license. The backup server
can be in a separate failover pair of two backup servers.

Do | need to buy the same licenses for the secondary unit in a failover pair?

No. Starting with Version 8.3(1), you do not have to have matching licenses on both units. Typically,
you buy a license only for the primary unit; the secondary unit inherits the primary license when it
becomes active. In the case where you also have a separate license on the secondary unit (for example,
if you purchased matching licenses for pre-8.3 software), the licenses are combined into a running failover
cluster license, up to the model limits.

Can | useatime-based or per manent AnyConnect Premium licensein addition to a shared AnyConnect
Premium license?

Yes. The shared license is used only after the sessions from the locally installed license (time-based or
permanent) are used up.

A\

Note  On the shared licensing server, the permanent AnyConnect Premium license is not used; you can however

use a time-based license at the same time as the shared licensing server license. In this case, the time-based
license sessions are available for local AnyConnect Premium sessions only; they cannot be added to the
shared licensing pool for use by participants.

Guidelines for PAK Licenses

Context Mode Guidelines

In multiple context mode, apply the activation key in the system execution space.

Failover Guidelines

See Failover or ASA Cluster Licenses, on page 55.
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Model Guidelines

* Smart Licensing is supported on the ASAv only.
» Shared licenses are not supported on the ASAv, ASA 5506-X, ASA 5508-X, and ASA 5516-X.
* The ASA 5506-X and ASA 5506W-X do not support time-based licenses.

Upgrade and Downgrade Guidelines

Your activation key remains compatible if you upgrade to the latest version from any previous version.
However, you might have issues if you want to maintain downgrade capability:

» Downgrading to Version 8.1 or earlie—After you upgrade, if you activate additional feature licenses
that were introduced before 8.2, then the activation key continues to be compatible with earlier versions
if you downgrade. However if you activate feature licenses that were introduced in 8.2 or later, then the
activation key is not backwards compatible. If you have an incompatible license key, then see the following
guidelines:

* [f you previously entered an activation key in an earlier version, then the ASA uses that key (without
any of the new licenses you activated in Version 8.2 or later).

* If you have a new system and do not have an earlier activation key, then you need to request a new
activation key compatible with the earlier version.

» Downgrading to Version 8.2 or earlier—Version 8.3 introduced more robust time-based key usage as
well as failover license changes:

* If you have more than one time-based activation key active, when you downgrade, only the most
recently activated time-based key can be active. Any other keys are made inactive. If the last
time-based license is for a feature introduced in 8.3, then that license still remains the active license
even though it cannot be used in earlier versions. Reenter the permanent key or a valid time-based
key.

* If you have mismatched licenses on a failover pair, then downgrading will disable failover. Even
if the keys are matching, the license used will no longer be a combined license.

* If you have one time-based license installed, but it is for a feature introduced in 8.3, then after you
downgrade, that time-based license remains active. You need to reenter the permanent key to disable
the time-based license.

Additional Guidelines

* The activation key is not stored in your configuration file; it is stored as a hidden file in flash memory.

* The activation key is tied to the serial number of the device. Feature licenses cannot be transferred
between devices (except in the case of a hardware failure). If you have to replace your device due to a
hardware failure, and it is covered by Cisco TAC, contact the Cisco Licensing Team to have your existing
license transferred to the new serial number. The Cisco Licensing Team will ask for the Product
Authorization Key reference number and existing serial number.

* The serial number used for licensing is the one seen in the show version output. This serial number is
different from the chassis serial number printed on the outside of your hardware. The chassis serial
number is used for technical support, but not for licensing.
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* Once purchased, you cannot return a license for a refund or for an upgraded license.

* On a single unit, you cannot add two separate licenses for the same feature together; for example, if you
purchase a 25-session SSL VPN license, and later purchase a 50-session license, you cannot use 75
sessions; you can use a maximum of 50 sessions. (You may be able to purchase a larger license at an
upgrade price, for example from 25 sessions to 75 sessions; this kind of upgrade should be distinguished
from adding two separate licenses together).

+ Although you can activate all license types, some features are incompatible with each other. In the case
of the AnyConnect Essentials license, the license is incompatible with the following licenses: AnyConnect
Premium license, shared AnyConnect Premium license, and Advanced Endpoint Assessment license.
By default, if you install the AnyConnect Essentials license (if it is available for your model), it is used
instead of the above licenses. You can disable the AnyConnect Essentials license in the configuration to
restore use of the other licenses using the webvpn, and then the no anyconnect-essentials command.

Configure PAK Licenses

This section describes how to obtain an activation key and how to active it. You can also deactivate a key.

Order License PAKs and Obtain an Activation Key

Step 1

To install a license on the ASA, you need Product Authorization Keys, which you can then register with
Cisco.com to obtain an activation key. You can then enter the activation key on the ASA. You need a separate
Product Authorization Key for each feature license. The PAKs are combined to give you a single activation
key. You may have received all of your license PAKs in the box with your device. The ASA has the Base or
Security Plus license pre-installed, along with the Strong Encryption (3DES/AES) license if you qualify for
its use. If you need to manually request the Strong Encryption license (which is free), see
http://www.cisco.com/go/license.

Before you begin
When you purchase 1 or more licenses for the device, you manage them in the Cisco Smart Software Manager:
https://software.cisco.com/#module/SmartLicensing

If you do not yet have an account, set up a new account. The Smart Software Manager lets you create a master
account for your organization.

Procedure

To purchase additional licenses, see http://www.cisco.com/go/ccw. See the following AnyConnect ordering
guide and FAQ:

* Cisco AnyConnect Ordering Guide
» AnyConnect Licensing Frequently Asked Questions (FAQ)
After you order a license, you will then receive an email with a Product Authorization Key (PAK). For the

AnyConnect licenses, you receive a multi-use PAK that you can apply to multiple ASAs that use the same
pool of user sessions. The PAK email can take several days in some cases.
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Step 2

Step 3

Step 4

Step 5

Step 6

Obtain a Strong Encryption License .

The ASA FirePOWER module uses a separate licensing mechanism from the ASA. See the quick start guide
for your model for more information.

Obtain the serial number for your ASA by entering the following command.
show version | grep Serial

The serial number used for licensing is different from the chassis serial number printed on the outside of your
hardware. The chassis serial number is used for technical support, but not for licensing.

To obtain the activation key, go to the following licensing website:

http://www.cisco.com/go/license

Enter the following information, when prompted:

* Product Authorization Key (if you have multiple keys, enter one of the keys first. You have to enter each
key as a separate process.)

* The serial number of your ASA

* Your e-mail address

An activation key is automatically generated and sent to the e-mail address that you provide. This key includes
all features you have registered so far for permanent licenses. For time-based licenses, each license has a
separate activation key.

If you have additional Product Authorization Keys, repeat the process for each Product Authorization Key.
After you enter all of the Product Authorization Keys, the final activation key provided includes all of the
permanent features you registered.

Install the activation key according to Activate or Deactivate Keys, on page 65.

Obtain a Strong Encryption License

Step 1

Step 2

To use ASDM (and many other features), you need to install the Strong Encryption (3DES/AES) license. If
your ASA did not come with the Strong Encryption license pre-installed, you can request one for free. You
must qualify for a Strong Encryption license based on your country.

Procedure

Obtain the serial number for your ASA by entering the following command:
show version | grep Serial

This serial number is different from the chassis serial number printed on the outside of your hardware. The
chassis serial number is used for technical support, but not for licensing.

See https://www.cisco.com/go/license, and click Get Other Licenses.
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Figure 1: Get Other Licenses
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Step 4 In the Search by Keyword field, enter asa, and select Cisco ASA 3DES/AES License.
Figure 3: Cisco ASA 3DES/AES License
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Step 5 Select your Smart Account, Virtual Account, enter the ASA Serial Number, and click Next.
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Figure 4: Smart Account, Virtual Account, and Serial Number
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| 2. Specify Target and Options
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Check the | Agree check box, and click Submit.

Figure 5: Submit
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Step 7 You will then receive an email with the activation key, but you can also download the key right away from

the Manage > Licenses area.
Step 8 Apply the activation key according to Activate or Deactivate Keys, on page 65.

Activate or Deactivate Keys

This section describes how to enter a new activation key, and how to activate and deactivate time-based keys.

Before you begin

« [f you are already in multiple context mode, enter the activation key in the system execution space.

» Some permanent licenses require you to reload the ASA after you activate them. The following table
lists the licenses that require reloading.
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Step 1

Step 2

Table 2: Permanent License Reloading Requirements

Model License Action Requiring Reload
All models Downgrading the Encryption license.
Procedure

Apply an activation key to the ASA:
activation-key key [activate | deactivate]

Example:

ciscoasa# activation-key 0xdl11b3d48 Oxa80adclOa 0x48e0fdlc 0xb0443480 0x843fc490

The key is a five-element hexadecimal string with one space between each element. The leading Ox specifier
is optional; all values are assumed to be hexadecimal.

You can install one permanent key, and multiple time-based keys. If you enter a new permanent key, it
overwrites the already installed one.

The activate and deactivate keywords are available for time-based keys only. If you do not enter any value,
activate is the default. The last time-based key that you activate for a given feature is the active one. To
deactivate any active time-based key, enter the deactivate keyword. If you enter a key for the first time, and
specify deactivate, then the key is installed on the ASA in an inactive state.

(Might be required.) Reload the ASA:
reload

Some permanent licenses require you to reload the ASA after entering the new activation key. If you need to
reload, you will see the following message:

WARNING: The running activation key was not updated with the requested key.
The flash activation key was updated with the requested key, and will become
active after the next reload.

Related Topics
Time-Based Licenses, on page 50

Configure a Shared License (AnyConnect 3 and Earlier)

)

Note

The shared license feature on the ASA is not supported with AnyConnect 4 and later licensing. AnyConnect
licenses are shared and no longer require a shared server or participant license.

This section describes how to configure the shared licensing server and participants.
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About Shared Licenses

A shared license lets you purchase a large number of AnyConnect Premium sessions and share the sessions
as needed among a group of ASAs by configuring one of the ASAs as a shared licensing server, and the rest
as shared licensing participants.

About the Shared Licensing Server and Participants

The following steps describe how shared licenses operate:

1. Decide which ASA should be the shared licensing server, and purchase the shared licensing server license
using that device serial number.

2. Decide which ASAs should be shared licensing participants, including the shared licensing backup server,
and obtain a shared licensing participant license for each device, using each device serial number.

3. (Optional) Designate a second ASA as a shared licensing backup server. You can only specify one backup
server.

\}

Note The shared licensing backup server only needs a participant license.

4. Configure a shared secret on the shared licensing server; any participants with the shared secret can use
the shared license.

5. When you configure the ASA as a participant, it registers with the shared licensing server by sending
information about itself, including the local license and model information.

Note The participant needs to be able to communicate with the server over the IP network; it does not have to be
on the same subnet.

6. The shared licensing server responds with information about how often the participant should poll the
server.

7. When a participant uses up the sessions of the local license, it sends a request to the shared licensing
server for additional sessions in 50-session increments.

8. The shared licensing server responds with a shared license. The total sessions used by a participant cannot
exceed the maximum sessions for the platform model.

\}

Note The shared licensing server can also participate in the shared license pool. It does not need a participant license
as well as the server license to participate.

a. If there are not enough sessions left in the shared license pool for the participant, then the server
responds with as many sessions as available.

b. The participant continues to send refresh messages requesting more sessions until the server can
adequately fulfill the request.
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9. When the load is reduced on a participant, it sends a message to the server to release the shared sessions.

\}

Note The ASA uses SSL between the server and participant to encrypt all communications.

Communication Issues Between Participant and Server
See the following guidelines for communication issues between the participant and server:

» If a participant fails to send a refresh after 3 times the refresh interval, then the server releases the sessions
back into the shared license pool.

« If the participant cannot reach the license server to send the refresh, then the participant can continue to
use the shared license it received from the server for up to 24 hours.

» If the participant is still not able to communicate with a license server after 24 hours, then the participant
releases the shared license, even if it still needs the sessions. The participant leaves existing connections
established, but cannot accept new connections beyond the license limit.

* If a participant reconnects with the server before 24 hours expires, but after the server expired the
participant sessions, then the participant needs to send a new request for the sessions; the server responds
with as many sessions as can be reassigned to that participant.

About the Shared Licensing Backup Server

The shared licensing backup server must register successfully with the main shared licensing server before it
can take on the backup role. When it registers, the main shared licensing server syncs server settings as well
as the shared license information with the backup, including a list of registered participants and the current
license usage. The main server and backup server sync the data at 10 second intervals. After the initial sync,
the backup server can successfully perform backup duties, even after a reload.

When the main server goes down, the backup server takes over server operation. The backup server can operate
for up to 30 continuous days, after which the backup server stops issuing sessions to participants, and existing
sessions time out. Be sure to reinstate the main server within that 30-day period. Critical-level syslog messages
are sent at 15 days, and again at 30 days.

When the main server comes back up, it syncs with the backup server, and then takes over server operation.

When the backup server is not active, it acts as a regular participant of the main shared licensing server.

Note When you first launch the main shared licensing server, the backup server can only operate independently for
5 days. The operational limit increases day-by-day, until 30 days is reached. Also, if the main server later
goes down for any length of time, the backup server operational limit decrements day-by-day. When the main
server comes back up, the backup server starts to increment again day-by-day. For example, if the main server
is down for 20 days, with the backup server active during that time, then the backup server will only have a
10-day limit left over. The backup server “recharges” up to the maximum 30 days after 20 more days as an
inactive backup. This recharging function is implemented to discourage misuse of the shared license.
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Failover and Shared Licenses .

Failover and Shared Licenses

This section describes how shared licenses interact with failover.

Failover and Shared License Servers

This section describes how the main server and backup server interact with failover. Because the shared
licensing server is also performing normal duties as the ASA, including performing functions such as being
a VPN gateway and firewall, then you might need to configure failover for the main and backup shared
licensing servers for increased reliability.

Note

The backup server mechanism is separate from, but compatible with, failover.

Shared licenses are supported only in single context mode, so Active/Active failover is not supported.

For Active/Standby failover, the primary unit acts as the main shared licensing server, and the standby unit
acts as the main shared licensing server after failover. The standby unit does not act as the backup shared
licensing server. Instead, you can have a second pair of units acting as the backup server, if desired.

For example, you have a network with 2 failover pairs. Pair #1 includes the main licensing server. Pair #2
includes the backup server. When the primary unit from Pair #1 goes down, the standby unit immediately
becomes the new main licensing server. The backup server from Pair #2 never gets used. Only if both units
in Pair #1 go down does the backup server in Pair #2 come into use as the shared licensing server. If Pair #1
remains down, and the primary unit in Pair #2 goes down, then the standby unit in Pair #2 comes into use as
the shared licensing server (see the following figure).
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Figure 6: Failover and Shared License Servers
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The standby backup server shares the same operating limits as the primary backup server; if the standby unit
becomes active, it continues counting down where the primary unit left off.

Related Topics

About the Shared Licensing Backup Server, on page 68

Failover and Shared License Participants

For participant pairs, both units register with the shared licensing server using separate participant IDs. The

active unit syncs its participant ID with the standby unit. The standby unit uses this ID to generate a transfer
request when it switches to the active role. This transfer request is used to move the shared sessions from the
previously active unit to the new active unit.

Maximum Number of Participants

The ASA does not limit the number of participants for the shared license; however, a very large shared network
could potentially affect the performance on the licensing server. In this case, you can increase the delay

between participant refreshes, or you can create two shared networks.
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Configure the Shared Licensing Server .

Configure the Shared Licensing Server

Step 1

Step 2

Step 3

Step 4

This section describes how to configure the ASA to be a shared licensing server.

Before you begin

The server must have a shared licensing server key.

Procedure

Set the shared secret:
license-server secret secret

Example:

ciscoasa(config)# license-server secret farscape

The secret is a string between 4 and 128 ASCII characters. Any participant with this secret can use the licensing
server.

(Optional) Set the refresh interval:
license-server refresh-interval seconds

Example:

ciscoasa(config)# license-server refresh-interval 100

The interval is between 10 and 300 seconds; this value is provided to participants to set how often they should
communicate with the server. The default is 30 seconds.

(Optional) Set the port on which the server listens for SSL connections from participants:
license-server port port

Example:
ciscoasa(config)# license-server port 40000

The port is between 1 and 65535. The default is TCP port 50554.

(Optional) Identify the backup server IP address and serial number:
license-server backup address backup-id serial_number [ha-backup-id ha_serial_number]

Example:

ciscoasa(config) # license-server backup 10.1.1.2 backup-id JMX0916L0Z4 ha-backup-id
JMX1378N0OW3

If the backup server is part of a failover pair, identify the standby unit serial number as well. You can only
identify 1 backup server and its optional standby unit.
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Step 5 Enable this unit to be the shared licensing server:
license-server enableinterface name

Example:

ciscoasa(config)# license-server enable inside

Specify the interface on which participants contact the server. You can repeat this command for as many
interfaces as desired.

Examples

The following example sets the shared secret, changes the refresh interval and port, configures a
backup server, and enables this unit as the shared licensing server on the inside interface and dmz
interface:

ciscoasa(config) # license-server secret farscape

ciscoasa(config)# license-server refresh-interval 100

ciscoasa(config)# license-server port 40000

ciscoasa(config)# license-server backup 10.1.1.2 backup-id JMX09161.0Z4 ha-backup-id
JMX1378NOW3

ciscoasa(config)# license-server enable inside

ciscoasa(config)# license-server enable dmz

Configure the Shared Licensing Backup Server (Optional)

This section enables a shared license participant to act as the backup server if the main server goes down.

Before you begin

The backup server must have a shared licensing participant key.

Procedure

Step 1 Identify the shared licensing server IP address and shared secret:
license-server address address secret secret [port port]

Example:
ciscoasa(config)# license-server address 10.1.1.1 secret farscape

If you changed the default port in the server configuration, set the port for the backup server to match.

Step 2 Enable this unit to be the shared licensing backup server:
license-server backup enable interface_name

Example:
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ciscoasa(config)# license-server backup enable inside

Specify the interface on which participants contact the server. You can repeat this command for as many
interfaces as desired.

Examples

The following example identifies the license server and shared secret, and enables this unit as the
backup shared license server on the inside interface and dmz interface:

ciscoasa(config)# license-server address 10.1.1.1 secret farscape
ciscoasa(config) # license-server backup enable inside
ciscoasa(config)# license-server backup enable dmz

Configure the Shared Licensing Participant

This section configures a shared licensing participant to communicate with the shared licensing server.

Before you begin

The participant must have a shared licensing participant key.

Procedure

Step 1 Identify the shared licensing server IP address and shared secret:
license-server address address secret secret [port port]

Example:
ciscoasa(config)# license-server address 10.1.1.1 secret farscape

If you changed the default port in the server configuration, set the port for the participant to match.

Step 2 (Optional) If you configured a backup server, enter the backup server address:
license-server backup address address

Example:

ciscoasa(config)# license-server backup address 10.1.1.2
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Examples

The following example sets the license server IP address and shared secret, as well as the backup
license server IP address:

ciscoasa(config)# license-server address 10.1.1.1 secret farscape
ciscoasa(config) # license-server backup address 10.1.1.2

Supported Feature Licenses Per Model

This section describes the licenses available for each model as well as important notes about licenses.

Licenses Per Model

This section lists the feature licenses available for each model:

Items that are in italics are separate, optional licenses that can replace the Base (or Security Plus, and so on)
license version. You can mix and match optional licenses.

N

Note Some features are incompatible with each other. See the individual feature chapters for compatibility
information.

If you have a No Payload Encryption model, then some of the features below are not supported. See No
Payload Encryption Models, on page 59 for a list of unsupported features.

For detailed information about licenses, see License Notes, on page 52.

ASA 5506-X and ASA 5506W-X License Features
The following table shows the licensed features for the ASA 5506-X and ASA 5506W-X.

Licenses | Base License Security Plus License
Firewall Licenses

Botnet | No support No Support

Traffic

Filter

Firewall | 20,000 50,000

Conns,

Concurrent

Carrier |No Support No Support
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Licenses | Base License Security Plus License

Total 160 160
TLS
Proxy
Sessions

VPN Licenses

AnyCorat | Disabled Optional AnyConnect Plus or Apex Disabled Optional AnyConnect Plus or Apex
peers license: 50 maximum license: 50 maximum

Other 10 50
VPN
Peers

Total 50 50
VPN
Peers,
combined
all types

VPN No support No support
Load
Balancing

General Licenses

Encryption | Base (DES) Opt. lic.: Strong (3DESAES) Base (DES) Opt. lic.: Strong (3DESAES)

Failover | No support Active/Standby

Security | No support No support
Contexts

Clustering | No Support No Support

VLANS, |5 30
Maximum

ASA 5506H-X License Features
The following table shows the licensed features for the ASA 5506H-X.

Licenses Base License

Firewall Licenses

Botnet Traffic No Support
Filter

Firewall Conns, |50,000
Concurrent
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Licenses

Base License

Carrier

No Support

Total UC Proxy
Sessions

160

VPN Licenses

AnyConnect Plus
or Apex license
(purchased
separately),
maximum
premium peers

50

Total VPN Peers,
combined all

types

50

Other VPN Peers

50

VPN Load
Balancing

Enabled

General Licenses

Encryption Base (DES) Opt. lic.: Strong (3BDESAES)
Failover Active/Standby or Active/Active

Security Contexts | No Support

Clustering No Support

VLAN:S, 30

Maximum

ASA 5508-X License Features

The following table shows the licensed features for the ASA 5508-X.

Licenses

Base License

Firewall Licenses

Botnet Traffic No Support
Filter

Firewall Conns, |100,000
Concurrent

Carrier No Support
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Licenses Base License

Total TLS Proxy | 320
Sessions

VPN Licenses

AnyConnect Disabled Optional AnyConnect Plus or Apex license: 100 maximum
peers

Total VPN Peers, | 100
combined all

types

Other VPN Peers | 100

VPN Load Enabled
Balancing

General Licenses

Encryption Base (DES) Opt. lic.: Strong (3DESAES)
Failover Active/Standby or Active/Active

Security Contexts | 2 Optional licenses: 5
Clustering No Support

VLANS, 50

Maximum

ASA 5512-X License Features
The following table shows the licensed features for the ASA 5512-X.

Licenses | Base License Security Plus License

Firewall Licenses

Botnet | Disabled Optional Time-based license: Available| Disabled Optional Time-based license: Available
Traffic

Filter

Firewall | 100,000 250,000

Conns,

Concurrent

Carrier | No support No Support

Total 2 Optional licenses: 2 Optional licenses:

TLS

Proxy 24 50 100 250 500 24 50 100 250 500
Sessions
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Licenses

Base License

Security Plus License

VPN Licenses

AnyComt

peers

Disabled

Optional AnyConnect Plus or Apex
license: 250 maximum

Disabled

Optional AnyConnect Plus or Apex
license: 250 maximum

Other
VPN
Peers

250

250

Total
VPN
Peers,
combined

all types

250

250

VPN
Load
Balancing

No support

Enabled

General

Licenses

Encryption

Base (DES)

Opt. lic.: Strong (3DESAES)

Base (DES)

Opt. lic.: Strong (3DESAES)

Failover

No support

Active/Standby or Active/Active

Security
Contexts

No support

2

Optional licenses:

Clustering

No Support

2

IPS
Module

Disabled

Optional license: Available

Disabled

Optional license: Available

VLAN:S,
Maximum

50

100

ASA 5515-X License Features
The following table shows the licensed features for the ASA 5515-X.

Licenses

Base License

Firewall

Licenses

Botnet
Traffic
Filter

Disabled

Optional Time-based license: Available

Firewall
Conns,
Concunrent

250,000

l CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



| Getting Started with the ASA

ASA 5516-X License Features .

Licenses | Base License

Carrier |No Support

Total 2 Optional licenses:
TLS
Proxy
Sessions

24

50

100

250

500

VPN Licenses

AmyCorat | Disabled

peers

Optional AnyConnect Plus or Apex license: 250 maximum

Other 250
VPN
Peers

Total 250
VPN
Peers,
combined

all types

VPN Enabled
Load
Balancing

General Licenses

Encryption | Base (DES)

Optional license: Srong (3ADESAES)

Failover | Active/Standby or Active/Active

Security |2 Optional licenses:
Contexts

Clustering | 2

IPS Disabled
Module

Optional license: Available

VLAN:S, | 100
Maximum

ASA 5516-X License Features

The following table shows the licensed features for the ASA 5516-X.

Licenses Base License

Firewall Licenses
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Licenses Base License
Botnet Traffic No Support
Filter

Firewall Conns, |250,000
Concurrent

Carrier No Support
Total TLS Proxy | 1000
Sessions

VPN Licenses

AnyConnect Disabled Optional AnyConnect Plus or Apex license: 300 maximum
peers

Other VPN Peers | 300

Total VPN Peers, | 300
combined all

types

VPN Load Enabled
Balancing

General Licenses

Encryption Base (DES) Opt. lic.: Strong (3BDESAES)
Failover Active/Standby or Active/Active

Security Contexts | 2 Optional licenses: 5
Clustering 2

VLAN:S, 150

Maximum

ASA 5525-X License Features
The following table shows the licensed features for the ASA 5525-X.

Licenses

Base License

Firewall

Licenses

Botnet
Traffic
Filter

Disabled

Optional Time-based license: Available
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Licenses | Base License

Firewall | 500,000
Conns,
Concuurent

Carrier |Disabled Optional license: Available

Total 2 Optional licenses: 24 50 100 250 500 750 1000
TLS
Proxy
Sessions

VPN Licenses

AmyCorat | Disabled Optional AnyConnect Plus or Apex license: 750 maximum
peers

Other 750
VPN
Peers

Total 750
VPN
Peers,
combined
all types

VPN Enabled
Load
Balancing

General Licenses

Encryption | Base (DES) Optional license: Srong (3DESAES)

Failover | Active/Standby or Active/Active

Security |2 Optional licenses: 5 10 20
Contexts

Clustering | 2

IPS Disabled Optional license: Available
Module

VLAN:S, [ 200
Maximum

ASA 5545-X License Features
The following table shows the licensed features for the ASA 5545-X.
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Licenses | Base License

Firewall Licenses

Botnet | Disabled Optional Time-based license: Available
Traffic
Filter

Firewall | 750,000
Conns,
Concuurent

Carrier |Disabled Optional license: Available

Total 2 Optional licenses: 24 50 100 250 500 750 1000 2000
TLS
Proxy
Sessions

VPN Licenses

AmyComat | Disabled Optional AnyConnect Plus or Apex license: 2500 maximum
peers

Other 2500
VPN
Peers

Total 2500
VPN
Peers,
combined

all types

VPN Enabled
Load
Balancing

General Licenses

Encryption | Base (DES) Optional license: Srong (3ADESAES)

Failover | Active/Standby or Active/Active

Security |2 Optional licenses: 5 10 20 50
Contexts

Clustering | 2

IPS Disabled Optional license: Available
Module

VLAN:S, [ 300
Maximum
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ASA 5555-X License Features
The following table shows the licensed features for the ASA 5555-X.

ASA 5555-X License Features .

Licenses

Base Lice

nse

Firewall

Licenses

Botnet
Traffic
Filter

Disabled

Optional Time-based license: Available

Firewall
Conns,
Concunent

1,000,000

Carrier

Disabled

Optional license: Available

Total
TLS
Proxy
Sessions

2

Optional

licenses:

24

50 100 250 500 750 1000 2000

3000

VPN Lic

enses

AnGamat

peers

Disabled

Optional AnyConnect Plus or Apex license: 5000 maximum

Other
VPN
Peers

5000

Total
VPN
Peers,
combined
all types

5000

VPN
Load
Balancing

Enabled

General

Licenses

Encryption

Base (DES)

Optional license: Strong (3DESAES)

Failover

Active/Standby or Active/Active

Security
Contexts

2

Optional

licenses: 5 10 20 50 100

Clustering

2

IPS
Module

Disabled

Optional license: Available
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Licenses

Base Lice

nse

VLAN:S,
Maximum

500

ASA 5585-X with SSP-10 License Features
The following table shows the licensed features for the ASA 5585-X with SSP-10.

You can use two SSPs of the same level in the same chassis. Mixed-level SSPs are not supported (for example,
an SSP-10 with an SSP-20 is not supported). Each SSP acts as an independent device, with separate
configurations and management. You can use the two SSPs as a failover pair if desired.

Licenses

Base and Security Plus Licenses

Firewall

Licenses

Botnet
Traftic
Filter

Disabled

Optional Time-based license: Available

Firewall
Conns,
Concunrent

1,000,000

Carrier

Disabled

Optional license: Available

Total
TLS
Proxy
Sessions

2

Optional

licenses:

24

50 100 250 500 750 1000

2000

3000

VPN Licenses

AnyGamat

peers

Disabled

Optional AnyConnect Plus or Apex license: 5000 maximum

Other
VPN
Peers

5000

Total
VPN
Peers,
combined
all types

5000

VPN
Load
Balancing

Enabled

General Licenses
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Licenses | Base and Security Plus Licenses

10 GE |BaseLicense: Disabled; fiber ifcs run at 1 GE Security Plus License: Enabled; fiber ifcs run at 10 GE
/O

Encryption | Base (DES) Optional license: Strong (3DESAES)

Failover | Active/Standby or Active/Active

Security |2 Optional licenses: 5 10 20 50 100

Contexts

Clustering | Disabled Optional license: Available for 16 units

VLANS, | 1024

Maxinum

ASA 5585-X with SSP-20 License Features

\)

The following table shows the licensed features for the ASA 5585-X with SSP-20.

You can use two SSPs of the same level in the same chassis. Mixed-level SSPs are not supported (for example,
an SSP-20 with an SSP-40 is not supported). Each SSP acts as an independent device, with separate
configurations and management. You can use the two SSPs as a failover pair if desired.

Note  With the 10,000-session UC license, the total combined sessions can be 10,000, but the maximum number of
Phone Proxy sessions is 5000.
Licenses | Base and Security Plus Licenses
Firewall Licenses
Botnet | Disabled Optional Time-based license: Available
Traffic
Filter
Firewall |2,000,000
Conns,
Concurrent
Carrier |Disabled Optional license: Available
Total 2 Optional licenses:
TLS
Proxy 24 50 100 250 500 750 1000 2000 3000 5000 10,000
Sessions
VPN Licenses
AmyCorat | Disabled Optional AnyConnect Plus or Apex license: 10,000 maximum
peers
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Licenses | Base and Security Plus Licenses

Other 10,000
VPN
Peers

Total 10,000
VPN
Peers,
combined
all types
VPN Enabled

Load
Balancing

General Licenses

10 GE |BaseLicense: Disabled; fiber ifcs run at 1 GE Security Plus License: Enabled; fiber ifcs run at 10 GE
/0

Encryption | Base (DES) Optional license: Srong (3DESAES)

Failover | Active/Standby or Active/Active

Security |2 Optional licenses: 5 10 20 50 100 250

Contexts

Clustering | Disabled Optional license: Available for 16 units

VLANS, | 1024

Maximum

ASA 5585-X with SSP-40 and -60 License Features
The following table shows the licensed features for the ASA 5585-X with SSP-40 and -60.

You can use two SSPs of the same level in the same chassis. Mixed-level SSPs are not supported (for example,
an SSP-40 with an SSP-60 is not supported). Each SSP acts as an independent device, with separate
configurations and management. You can use the two SSPs as a failover pair if desired.

\}

Note  With the 10,000-session UC license, the total combined sessions can be 10,000, but the maximum number of
Phone Proxy sessions is 5000.

Licenses | Base License

Firewall Licenses

Botnet | Disabled Optional Time-based license: Available
Traffic
Filter
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Licenses | Base License

Firewall | 5585-X with SSP-40: 4,000,000 5585-X with SSP-60: 10,000,000
Conns,

Concurrent

Carrier |Disabled Optional license: Available

Total 2 Optional licenses:

TLS

Proxy 24 50 100 250 500 750 1000 2000 3000 5000 10,000
Sessions

VPN Licenses

AmyComat | Disabled Optional AnyConnect Plus or Apex license: 10,000 maximum

peers

Other 10,000
VPN
Peers

Total 10,000
VPN
Peers,
combined

all types

VPN Enabled
Load
Balancing

General Licenses

10 GE |Enabled; fiber ifcs run at 10 GE
1/0

Encryption | Base (DES) Optional license: Strong (3DESAES)

Failover | Active/Standby or Active/Active

Security |2 Optional licenses: 5 10 20 50 100 250
Contexts

Clustering | Disabled Optional license: Available for 16 units

VLAN:S, | 1024

Maximum

ASASM License Features

The following table shows the licensed features for the ASA Services Module.
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\}

Note  With the 10,000-session UC license, the total combined sessions can be 10,000, but the maximum number of
Phone Proxy sessions is 5000.

Licenses | Base License

Firewall Licenses

Botnet | Disabled Optional Time-based license: Available
Traffic
Filter

Firewall | 10,000,000
Conns,
Concuurent

Carrier |Disabled Optional license: Available

Total 2 Optional licenses:

TLS
Proxy 24 50 100 250 500 750 1000 2000 3000 5000 10,000

Sessions

VPN Licenses

AmGComet | Disabled Optional AnyConnect Plus or Apex license: 10,000 maximum
peers

Other 10,000
VPN
Peers

Total 10,000
VPN
Peers,
combined
all types

VPN Enabled
Load
Balancing

General Licenses

Encryption | Base (DES) Optional license: Strong (3DESAES)
Failover | Active/Standby or Active/Active
Security |2 Optional licenses:
Contexts
5 10 20 50 100 250

Clustering | No support
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Licenses

Base License

VLAN:S,
Maximum

1000

ISA 3000 License Features

The following table shows the licensed features for the ISA 3000.

Licenses | Base License Security Plus License

Firewall Licenses

Botnet | No support No Support

Traffic

Filter

Firewall | 20,000 50,000

Conns,

Concurrent

Carrier | No Support No Support

Total 160 160

TLS

Proxy

Sessions

VPN Licenses

AmyCamat | Disabled Optional AnyConnect Plus or Apex Disabled Optional AnyConnect Plus or Apex
peers license: 25 maximum license: 25 maximum
Other 10 50

VPN

Peers

Total 25 50

VPN

Peers,

combined

all types

VPN No support No support

Load

Balancing

General Licenses

Encryption | Base (DES) Opt. lic.: Strong (SDESAES) Base (DES) Opt. lic.: Strong (SDESAES)
Failover | No support Active/Standby
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Licenses | Base License Security Plus License
Security | No support No Support

Contexts

Clustering | No Support No Support

VLAN:S, |5 25

Maximum

Monitoring PAK Licenses

This section describes how to view license information.

Viewing Your Current License

This section describes how to view your current license, and for time-based activation keys, how much time
the license has left.

Before you begin

If you have a No Payload Encryption model, then you view the license, VPN and Unified Communications
licenses will not be listed. See No Payload Encryption Models, on page 59 for more information.

Procedure

Show the permanent license, active time-based licenses, and the running license, which is a combination of
the permanent license and active time-based licenses:

show activation-key [detail]
The detail keyword also shows inactive time-based licenses.

For failover or cluster units, this command also shows the “cluster” license, which is the combined keys of
all units.

Examples
Example 1: Standalone Unit Output for the show activation-key command

The following is sample output from the show activation-key command for a standalone unit that
shows the running license (the combined permanent license and time-based licenses), as well as each
active time-based license:

ciscoasa# show activation-key

Serial Number: JMX1232L11M
Running Permanent Activation Key: Oxce0O6dcéb 0x8a7bbab7 Oxale2ldd4 0xd2c4b8b8 0xc4594f9c
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Running Timebased Activation Key: 0xa821d549 0x35725fed4 0xc918b97b 0xcel0b987b 0x47c7c285
Running Timebased Activation Key: Oxyadayad2 Oxyadayad2 Oxyadayad2 Oxyadayad2 Oxyadayad2

Licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 150 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Enabled perpetual
Security Contexts : 10 perpetual
GTP/GPRS : Enabled perpetual
AnyConnect Premium Peers HE perpetual
AnyConnect Essentials : Disabled perpetual
Other VPN Peers : 750 perpetual
Total VPN Peers : 750 perpetual
Shared License : Enabled perpetual
Shared AnyConnect Premium Peers : 12000 perpetual
AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions : 12 62 days
Total UC Proxy Sessions : 12 62 days
Botnet Traffic Filter : Enabled 646 days
Intercompany Media Engine : Disabled perpetual

This platform has a Base license.

The flash permanent activation key is the SAME as the running permanent key.
Active Timebased Activation Key:

0xa821d549 0x35725fed 0xc918b97b 0Oxcelb987b 0x47c7c285

Botnet Traffic Filter : Enabled 646 days

Oxyadayad2 Oxyadayad2 Oxyadayad2 Oxyadayad2 Oxyadayad2

Total UC Proxy Sessions : 10 62 days

Example 2: Standalone Unit Output for show activation-key detail

The following is sample output from the show activation-key detail command for a standalone unit
that shows the running license (the combined permanent license and time-based licenses), as well
as the permanent license and each installed time-based license (active and inactive):

ciscoasa# show activation-key detail
Serial Number: 88810093382
Running Permanent Activation Key: Oxce0O6dcéb 0x8a7bbab7 Oxale2ldd4 0xd2c4b8b8 0xc4594f9c

Running Timebased Activation Key: 0xa821d549 0x35725fe4 0xc918b97b OxceOb987b 0x47c7c285

Licensed features for this platform:

Maximum Physical Interfaces : 8 perpetual
VLANs : 20 DMZ Unrestricted
Dual ISPs : Enabled perpetual
VLAN Trunk Ports : 8 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Standby perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Enabled perpetual
AnyConnect Premium Peers H perpetual
AnyConnect Essentials : Disabled perpetual
Other VPN Peers : 25 perpetual
Total VPN Peers : 25 perpetual

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



Getting Started with the ASA |
. Viewing Your Current License

AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions HE perpetual
Total UC Proxy Sessions : 2 perpetual
Botnet Traffic Filter : Enabled 39 days
Intercompany Media Engine : Disabled perpetual

This platform has an ASA 5512-X Security Plus license.
Running Permanent Activation Key: Oxce06dc6b 0x8a7bb5ab7 0Oxale2l1dd4 0xd2c4b8b8 0xc4594f9c

Licensed features for this platform:

Maximum Physical Interfaces : 8 perpetual
VLANs : 20 DMZ Unrestricted
Dual ISPs : Enabled perpetual
VLAN Trunk Ports : 8 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Standby perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Enabled perpetual
AnyConnect Premium Peers : 2 perpetual
AnyConnect Essentials : Disabled perpetual
Other VPN Peers : 25 perpetual
Total VPN Peers : 25 perpetual
AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions : 2 perpetual
Total UC Proxy Sessions : 2 perpetual
Botnet Traffic Filter : Enabled 39 days
Intercompany Media Engine : Disabled perpetual

The flash permanent activation key is the SAME as the running permanent key.
Active Timebased Activation Key:

0xa821d549 0x35725fed 0xc918b97b 0Oxcelb987b 0x47c7c285

Botnet Traffic Filter : Enabled 39 days

Inactive Timebased Activation Key:

Oxyadayada3 Oxyadayada3 Oxyadayada3 Oxyadayada3 Oxyadayada3

AnyConnect Premium Peers : 25 7 days

Example 3: Primary Unit Output in a Failover Pair for show activation-key detail

The following is sample output from the show activation-key detail command for the primary
failover unit that shows:

* The primary unit license (the combined permanent license and time-based licenses).

* The “Failover Cluster” license, which is the combined licenses from the primary and secondary
units. This is the license that is actually running on the ASA. The values in this license that
reflect the combination of the primary and secondary licenses are in bold.

* The primary unit permanent license.

* The primary unit installed time-based licenses (active and inactive).

ciscoasa# show activation-key detail

Serial Number: P3000000171
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Running Permanent Activation Key: Oxce06dc6b 0x8a7bb5ab7 0Oxale2ldd4 0xd2c4b8b8 0xc4594f9c
Running Timebased Activation Key: 0xa821d549 0x35725fed4 0xc918b97b 0xcel0b987b 0x47c7c285

Licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 150 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Enabled perpetual
Security Contexts : 12 perpetual
GTP/GPRS : Enabled perpetual
AnyConnect Premium Peers HE perpetual
AnyConnect Essentials : Disabled perpetual
Other VPN Peers : 750 perpetual
Total VPN Peers : 750 perpetual
Shared License : Disabled perpetual
AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions : 2 perpetual
Total UC Proxy Sessions : 2 perpetual
Botnet Traffic Filter : Enabled 33 days
Intercompany Media Engine : Disabled perpetual

This platform has an ASA 5520 VPN Plus license.

Failover cluster licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 150 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Enabled perpetual
Security Contexts : 12 perpetual
GTP/GPRS : Enabled perpetual
AnyConnect Premium Peers H perpetual
AnyConnect Essentials : Disabled perpetual
Other VPN Peers : 750 perpetual
Total VPN Peers : 750 perpetual
Shared License : Disabled perpetual
AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions H perpetual
Total UC Proxy Sessions ! perpetual
Botnet Traffic Filter : Enabled 33 days
Intercompany Media Engine : Disabled perpetual

This platform has an ASA 5520 VPN Plus license.
Running Permanent Activation Key: Oxce0O6dc6b 0x8a7bb5ab7 0Oxale2l1dd4 0xd2c4b8b8 0xc4594f9c

Licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 150 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Disabled perpetual
Security Contexts : 2 perpetual
GTP/GPRS : Disabled perpetual
AnyConnect Premium Peers : 2 perpetual
AnyConnect Essentials : Disabled perpetual
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Other VPN Peers
Total VPN Peers
Shared License
AnyConnect for Mobile

AnyConnect for Cisco VPN Phone
Advanced Endpoint Assessment

UC Phone Proxy Sessions
Total UC Proxy Sessions
Botnet Traffic Filter
Intercompany Media Engine

750
750
Disabled
Disabled
Disabled
: Disabled
2
2
Disabled
Disabled

perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
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The flash permanent activation key is the SAME as the running permanent key.

Active Timebased Activation Key:

0xa821d549 0x35725fed 0xc918b97b 0Oxcelb987b 0x47c7c285
Enabled 33 days

Botnet Traffic Filter

Inactive Timebased Activation Key:

Oxyadayad3 Oxyadayad3 Oxyadayad3

Security Contexts
AnyConnect Premium Peers

0

xyadayad3 Oxyadayad3
2 7 days

100 7 days

Oxyadayad4 Oxyadayad4 Oxyadayad4 Oxyadayad4 Oxyadayad4
: 100 14 days

Total UC Proxy Sessions

Example 4: Secondary Unit Output in a Failover Pair for show activation-key detail

The following is sample output from the show activation-key detail command for the secondary

failover unit that shows:

* The secondary unit license (the combined permanent license and time-based licenses).

* The “Failover Cluster” license, which is the combined licenses from the primary and secondary
units. This is the license that is actually running on the ASA. The values in this license that

reflect the combination of the primary and secondary licenses are in bold.

* The secondary unit permanent license.

* The secondary installed time-based licenses (active and inactive). This unit does not have any
time-based licenses, so none display in this sample output.

ciscoasa# show activation-key detail

Serial Number: P3000000011

Running Activation Key: Oxyadayadl Oxyadayadl Oxyadayadl Oxyadayadl Oxyadayadl

Licensed features for this platform:

Maximum Physical Interfaces

Maximum VLANs

Inside Hosts

Failover

VPN-DES

VPN-3DES-AES

Security Contexts
GTP/GPRS

AnyConnect Premium Peers
AnyConnect Essentials
Other VPN Peers

Total VPN Peers
Shared License
AnyConnect for Mobile

Unlimited
150
Unlimited
Active/Active
Enabled
Disabled
2
Disabled
2
Disabled
750
750
Disabled
Disabled

perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
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AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions HE perpetual
Total UC Proxy Sessions : 2 perpetual
Botnet Traffic Filter : Disabled perpetual
Intercompany Media Engine : Disabled perpetual

This platform has an ASA 5520 VPN Plus license.

Failover cluster licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 150 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Enabled perpetual
Security Contexts : 10 perpetual
GTP/GPRS : Enabled perpetual
AnyConnect Premium Peers I perpetual
AnyConnect Essentials : Disabled perpetual
Other VPN Peers : 750 perpetual
Total VPN Peers : 750 perpetual
Shared License : Disabled perpetual
AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions H perpetual
Total UC Proxy Sessions H ) perpetual
Botnet Traffic Filter : Enabled 33 days
Intercompany Media Engine : Disabled perpetual

This platform has an ASA 5520 VPN Plus license.
Running Permanent Activation Key: Oxyadayadl Oxyadayadl Oxyadayadl Oxyadayadl Oxyadayadl

Licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 150 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
VPN-DES : Enabled perpetual
VPN-3DES-AES : Disabled perpetual
Security Contexts H perpetual
GTP/GPRS : Disabled perpetual
AnyConnect Premium Peers H perpetual
AnyConnect Essentials : Disabled perpetual
Other VPN Peers : 750 perpetual
Total VPN Peers : 750 perpetual
Shared License : Disabled perpetual
AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions H perpetual
Total UC Proxy Sessions H perpetual
Botnet Traffic Filter : Disabled perpetual
Intercompany Media Engine : Disabled perpetual

The flash permanent activation key is the SAME as the running permanent key.

Example5: Primary Unit Output for the ASA ServicesModulein a Failover Pair for show
activation-key
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The following is sample output from the show activation-key command for the primary failover
unit that shows:

* The primary unit license (the combined permanent license and time-based licenses).

* The “Failover Cluster” license, which is the combined licenses from the primary and secondary
units. This is the license that is actually running on the ASA. The values in this license that
reflect the combination of the primary and secondary licenses are in bold.

* The primary unit installed time-based licenses (active and inactive).

ciscoasa# show activation-key

erial Number: SAL144705BF

Running Permanent Activation Key: 0x4dled752 Oxc8cfeb37 0xf4c38198 0x93c04c28 0Ox4alc049a
Running Timebased Activation Key: 0xbc07bbd7 0xbl15591e0 0xed68c013 0xd79374ff 0x44£87880

Licensed features for this platform:

Maximum Interfaces : 1024 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
DES : Enabled perpetual
3DES-AES : Enabled perpetual
Security Contexts : 25 perpetual
GTP/GPRS : Enabled perpetual
Botnet Traffic Filter : Enabled 330 days

This platform has an WS-SVC-ASA-SM1 No Payload Encryption license.

Failover cluster licensed features for this platform:

Maximum Interfaces : 1024 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
DES : Enabled perpetual
3DES-AES : Enabled perpetual
Security Contexts : 50 perpetual

GTP/GPRS : Enabled perpetual
Botnet Traffic Filter : Enabled 330 days

This platform has an WS-SVC-ASA-SM1 No Payload Encryption license.
The flash permanent activation key is the SAME as the running permanent key.

Active Timebased Activation Key:
Oxbc07bbd7 0xb15591e0 0xed68c013 0xd79374ff 0x44£87880
Botnet Traffic Filter : Enabled 330 days

Example 6: Secondary Unit Output for the ASA ServicesModulein a Failover Pair for show
activation-key

The following is sample output from the show activation-key command for the secondary failover
unit that shows:

* The secondary unit license (the combined permanent license and time-based licenses).

* The “Failover Cluster” license, which is the combined licenses from the primary and secondary
units. This is the license that is actually running on the ASA. The values in this license that
reflect the combination of the primary and secondary licenses are in bold.
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* The secondary installed time-based licenses (active and inactive). This unit does not have any
time-based licenses, so none display in this sample output.

ciscoasa# show activation-key detail

Serial Number: SAD143502E3
Running Permanent Activation Key: 0xf404c46a 0xb8e5bd84 0x28clb900 0x92ecal9c 0x4e2a0683

Licensed features for this platform:

Maximum Interfaces : 1024 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
DES : Enabled perpetual
3DES-AES : Enabled perpetual
Security Contexts : 25 perpetual
GTP/GPRS : Disabled perpetual
Botnet Traffic Filter : Disabled perpetual

This platform has an WS-SVC-ASA-SM1 No Payload Encryption license.

Failover cluster licensed features for this platform:

Maximum Interfaces : 1024 perpetual
Inside Hosts : Unlimited perpetual
Failover : Active/Active perpetual
DES : Enabled perpetual
3DES-AES : Enabled perpetual
Security Contexts : 50 perpetual

GTP/GPRS : Enabled perpetual

Botnet Traffic Filter : Enabled 330 days

This platform has an WS-SVC-ASA-SM1 No Payload Encryption license.

The flash permanent activation key is the SAME as the running permanent key.
Example 7: Output in a Cluster for show activation-key

ciscoasa# show activation-key
Serial Number: JMX1504L2TD
Running Permanent Activation Key: 0x4a3eea7b 0x54b9f6la 0x4143a90c 0xe5849088 0x4412d4a9

Licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 100 perpetual

Inside Hosts : Unlimited perpetual

Failover : Active/Active perpetual

Encryption-DES : Enabled perpetual
Encryption-3DES-AES : Enabled perpetual

Security Contexts : 2 perpetual

GTP/GPRS : Disabled perpetual

AnyConnect Premium Peers : 2 perpetual

AnyConnect Essentials : Disabled perpetual

Other VPN Peers : 250 perpetual

Total VPN Peers : 250 perpetual

Shared License : Disabled perpetual

AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions : 2 perpetual

Total UC Proxy Sessions : 2 perpetual

Botnet Traffic Filter : Disabled perpetual
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Intercompany Media Engine : Disabled perpetual
Cluster : Enabled perpetual

This platform has an ASA 5585-X base license.

Failover cluster licensed features for this platform:

Maximum Physical Interfaces : Unlimited perpetual
Maximum VLANs : 100 perpetual
Inside Hosts : Unlimited perpetual

Failover : Active/Active perpetual

Encryption-DES : Enabled perpetual
Encryption-3DES-AES : Enabled perpetual

Security Contexts : 4 perpetual

GTP/GPRS : Disabled perpetual

AnyConnect Premium Peers : 4 perpetual

AnyConnect Essentials : Disabled perpetual

Other VPN Peers : 250 perpetual

Total VPN Peers : 250 perpetual

Shared License : Disabled perpetual

AnyConnect for Mobile : Disabled perpetual
AnyConnect for Cisco VPN Phone : Disabled perpetual
Advanced Endpoint Assessment : Disabled perpetual
UC Phone Proxy Sessions : 4 perpetual

Total UC Proxy Sessions : 4 perpetual

Botnet Traffic Filter : Disabled perpetual
Intercompany Media Engine : Disabled perpetual
Cluster : Enabled perpetual

This platform has an ASA 5585-X base license.

The flash permanent activation key is the SAME as the running permanent key.

Monitoring the Shared License

To monitor the shared license, enter one of the following commands.
« show shared license [detail | client [hostname] | backup]

Shows shared license statistics. Optional keywords are available only for the licensing server: the detail
keyword shows statistics per participant. To limit the display to one participant, use the client keyword.
The backup keyword shows information about the backup server.

To clear the shared license statistics, enter the clear shared license command.

The following is sample output from the show shared license command on the license participant:

ciscoasa> show shared license

Primary License Server : 10.3.32.20
Version : 1
Status : Inactive

Shared license utilization:

SSLVPN:
Total for network : 5000
Available : 5000
Utilized : 0
This device:
Platform limit : 250
Current usage : 0
High usage : 0

Messages Tx/Rx/Error:
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Registration 0/0/0
Get 0/0/0
Release 0/0/0
Transfer 0/ 07/ 0

The following is sample output from the show shared license detail command on the license server:

ciscoasa> show shared license detail
Backup License Server Info:

Device ID : ABCD
Address : 10.1.1.2
Registered : NO
HA peer ID : EFGH
Registered : NO
Messages Tx/Rx/Error:
Hello :
Sync :
Update

o O o
S~ N .
o O o
S~ OSN .
o O o

Shared license utilization:
SSLVPN:
Total for network : 500
Available : 500
Utilized : 0
This device:
Platform limit : 250
Current usage : 0
High usage : 0
Messages Tx/Rx/Error:
Registration
Get
Release
Transfer

o O O O
S~ S N T
o O O o
S~ S N T
o O O O

Client Info:

Hostname : 5540-A
Device ID 1 XXXXXXXXXKXX
SSLVPN:
Current usage
High :
Messages Tx/Rx/Error:
Registration
Get
Release
Transfer

o o

o O O
S~ S N T
o O O
S~ S N
o O O O

+ show activation-key
Shows the licenses installed on the ASA. The show version command also shows license information.
+ show vpn-sessiondb

Shows license information about VPN sessions.
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History for PAK Licenses

Feature Name Platform Releases Description

Increased Connections and VLANs 7.0(5) Increased the following limits:

* ASA5510 Base license connections
from 32000 to 5000; VLANSs from 0
to 10.

* ASA5510 Security Plus license
connections from 64000 to 130000;
VLANS from 10 to 25.

* ASA5520 connections from 130000
to 280000; VLANSs from 25 to 100.

* ASA5540 connections from 280000
to 400000; VLANS from 100 to 200.

SSL VPN Licenses 7.1(1) SSL VPN licenses were introduced.
Increased SSL VPN Licenses 7.2(1) A 5000-user SSL VPN license was

introduced for the ASA 5550 and above.
Increased interfaces for the Base license on | 7.2(2) For the Base license on the ASA 5510, the
the ASA 5510 maximum number of interfaces was

increased from 3 plus a management
interface to unlimited interfaces.

Increased VLANs 7.2(2) The maximum number of VLANSs for the
Security Plus license on the ASA 5505 was
increased from 5 (3 fully functional; 1
failover; one restricted to a backup
interface) to 20 fully functional interfaces.
In addition, the number of trunk ports was
increased from 1 to 8. Now there are 20
fully functional interfaces, you do not need
to use the backup interface command to
cripple a backup ISP interface; you can use
a fully functional interface for it. The
backup interface command is still useful
for an Easy VPN configuration.

VLAN limits were also increased for the
ASA 5510 (from 10 to 50 for the Base
license, and from 25 to 100 for the Security
Plus license), the ASA 5520 (from 100 to
150), the ASA 5550 (from 200 to 250).
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Feature Name

Platform Releases

Description

Gigabit Ethernet Support for the ASA 5510
Security Plus License

7.2(3)

The ASA 5510 now supports Gigabit
Ethernet (1000 Mbps) for the Ethernet 0/0
and 0/1 ports with the Security Plus license.
In the Base license, they continue to be used
as Fast Ethernet (100 Mbps) ports. Ethernet
0/2, 0/3, and 0/4 remain as Fast Ethernet
ports for both licenses.

Note The interface names remain
Ethernet 0/0 and Ethernet 0/1.

Use the speed command to change the
speed on the interface and use the show
interface command to see what speed is
currently configured for each interface.

Advanced Endpoint Assessment License

8.0(2)

The Advanced Endpoint Assessment license
was introduced. As a condition for the
completion of a Cisco AnyConnect or
clientless SSL VPN connections, the remote
computer scans for a greatly expanded
collection of antivirus and antispyware
applications, firewalls, operating systems,
and associated updates. It also scans for any
registry entries, filenames, and process
names that you specify. It sends the scan
results to the ASA. The ASA uses both the
user login credentials and the computer scan
results to assign a Dynamic Access Policy
(DAP).

With an Advanced Endpoint Assessment
License, you can enhance Host Scan by
configuring an attempt to update
noncompliant computers to meet version
requirements.

Cisco can provide timely updates to the list
of applications and versions that Host Scan
supports in a package that is separate from
Cisco Secure Desktop.

VPN Load Balancing for the ASA 5510

8.0(2)

VPN load balancing is now supported on
the ASA 5510 Security Plus license.

AnyConnect for Mobile License

8.03)

The AnyConnect for Mobile license was
introduced. It lets Windows mobile devices
connect to the ASA using the AnyConnect
client.

Time-based Licenses

8.0(4)/8.1(2)

Support for time-based licenses was
introduced.
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Feature Name

Platform Releases

Description

Increased VLANS for the ASA 5580

8.12)

The number of VLANSs supported on the
ASA 5580 are increased from 100 to 250.

Unified Communications Proxy Sessions
license

8.0(4)

The UC Proxy sessions license was
introduced. Phone Proxy, Presence
Federation Proxy, and Encrypted Voice
Inspection applications use TLS proxy
sessions for their connections. Each TLS
proxy session is counted against the UC
license limit. All of these applications are
licensed under the UC Proxy umbrella, and
can be mixed and matched.

This feature is not available in Version 8.1.

Botnet Traffic Filter License

8.2(1)

The Botnet Traffic Filter license was
introduced. The Botnet Traffic Filter
protects against malware network activity
by tracking connections to known bad
domains and IP addresses.
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Feature Name

Platform Releases

Description

AnyConnect Essentials License

8.2(1)

The AnyConnect Essentials License was
introduced. This license enables
AnyConnect VPN client access to the ASA.
This license does not support browser-based
SSL VPN access or Cisco Secure Desktop.
For these features, activate an AnyConnect
Premium license instead of the AnyConnect
Essentials license.

Note With the AnyConnect Essentials
license, VPN users can use a
Web browser to log in, and
download and start
(WebLaunch) the AnyConnect
client.

The AnyConnect client software offers the
same set of client features, whether it is
enabled by this license or an AnyConnect
Premium license.

The AnyConnect Essentials license cannot
be active at the same time as the following
licenses on a given ASA: AnyConnect
Premium license (all types) or the
Advanced Endpoint Assessment license.
You can, however, run AnyConnect
Essentials and AnyConnect Premium
licenses on different ASAs in the same
network.

By default, the ASA uses the AnyConnect
Essentials license, but you can disable it to
use other licenses by using the webvpn,
and then the no anyconnect-essentials
command.

SSL VPN license changed to AnyConnect
Premium SSL VPN Edition license

8.2(1)

The SSL VPN license name was changed
to the AnyConnect Premium SSL VPN
Edition license.

Shared Licenses for SSL VPN

8.2(1)

Shared licenses for SSL VPN were
introduced. Multiple ASAs can share a pool
of SSL VPN sessions on an as-needed
basis.

Mobility Proxy application no longer
requires Unified Communications Proxy
license

8.2(2)

The Mobility Proxy no longer requires the
UC Proxy license.
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Feature Name

Platform Releases

Description

10 GE I/O license for the ASA 5585-X with
SSP-20

8.2(3)

We introduced the 10 GE I/O license for
the ASA 5585-X with SSP-20 to enable
10-Gigabit Ethernet speeds for the fiber
ports. The SSP-60 supports 10-Gigabit
Ethernet speeds by default.

Note The ASA 5585-X is not
supported in 8.3(x).

10 GE I/O license for the ASA 5585-X with
SSP-10

8.2(4)

We introduced the 10 GE 1/O license for
the ASA 5585-X with SSP-10 to enable
10-Gigabit Ethernet speeds for the fiber
ports. The SSP-40 supports 10-Gigabit
Ethernet speeds by default.

Note The ASA 5585-X is not
supported in 8.3(x).

Non-identical failover licenses

8.3(1)

Failover licenses no longer need to be
identical on each unit. The license used for
both units is the combined license from the
primary and secondary units.

We modified the following commands:
show activation-key and show version.

Stackable time-based licenses

8.3(1)

Time-based licenses are now stackable. In
many cases, you might need to renew your
time-based license and have a seamless
transition from the old license to the new
one. For features that are only available
with a time-based license, it is especially
important that the license not expire before
you can apply the new license. The ASA
allows you to stack time-based licenses so
that you do not have to worry about the
license expiring or about losing time on
your licenses because you installed the new
one early.

Intercompany Media Engine License

8.3(1)

The IME license was introduced.

Multiple time-based licenses active at the
same time

8.3(1)

You can now install multiple time-based
licenses, and have one license per feature
active at a time.

We modified the following commands:
show activation-key and show version.
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Feature Name

Platform Releases

Description

Discrete activation and deactivation of
time-based licenses.

8.3(1)

You can now activate or deactivate
time-based licenses using a command.

We modified the following commands:
activation-key [activate | deactivate].

AnyConnect Premium SSL VPN Edition
license changed to AnyConnect Premium
SSL VPN license

8.3(1)

The AnyConnect Premium SSL VPN
Edition license name was changed to the
AnyConnect Premium SSL VPN license.

No Payload Encryption image for export

8.3(2)

If you install the No Payload Encryption
software on the ASA 5505 through 5550,
then you disable Unified Communications,
strong encryption VPN, and strong
encryption management protocols.

Note This special image is only
supported in 8.3(x); for No
Payload Encryption support in
8.4(1) and later, you need to
purchase a special hardware
version of the ASA.

Increased contexts for the ASA 5550, 5580,
and 5585-X

8.4(1)

For the ASA 5550 and ASA 5585-X with
SSP-10, the maximum contexts was
increased from 50 to 100. For the ASA
5580 and 5585-X with SSP-20 and higher,
the maximum was increased from 50 to
250.

Increased VLANSs for the ASA 5580 and
5585-X

8.4(1)

For the ASA 5580 and 5585-X, the
maximum VLANSs was increased from 250
to 1024.

Increased connections for the ASA 5580
and 5585-X

8.4(1)

We increased the firewall connection limits:

* ASA 5580-20—1,000,000 to
2,000,000.

« ASA 5580-40—2,000,000 to
4,000,000.

* ASA 5585-X with SSP-10: 750,000
to 1,000,000.

* ASA 5585-X with SSP-20: 1,000,000
to 2,000,000.

» ASA 5585-X with SSP-40: 2,000,000
to 4,000,000.

« ASA 5585-X with SSP-60: 2,000,000
to 10,000,000.
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Feature Name

Platform Releases

Description

AnyConnect Premium SSL VPN license
changed to AnyConnect Premium license

8.4(1)

The AnyConnect Premium SSL VPN
license name was changed to the
AnyConnect Premium license. The license
information display was changed from
“SSL VPN Peers” to “AnyConnect
Premium Peers.”

Increased AnyConnect VPN sessions for
the ASA 5580

8.4(1)

The AnyConnect VPN session limit was
increased from 5,000 to 10,000.

Increased Other VPN sessions for the ASA
5580

8.4(1)

The other VPN session limit was increased
from 5,000 to 10,000.

IPsec remote access VPN using IKEv2

8.4(1)

IPsec remote access VPN using IKEv2 was
added to the AnyConnect Essentials and
AnyConnect Premium licenses.

Note The following limitation exists
in our support for IKEv2 on the
ASA: We currently do not
support duplicate security
associations.

IKEv?2 site-to-site sessions were added to
the Other VPN license (formerly IPsec
VPN). The Other VPN license is included
in the Base license.

No Payload Encryption hardware for export

8.4(1)

For models available with No Payload
Encryption (for example, the ASA 5585-X),
the ASA software disables Unified
Communications and VPN features, making
the ASA available for export to certain
countries.

Dual SSPs for SSP-20 and SSP-40

8.4(2)

For SSP-40 and SSP-60, you can use two
SSPs of the same level in the same chassis.
Mixed-level SSPs are not supported (for
example, an SSP-40 with an SSP-60 is not
supported). Each SSP acts as an
independent device, with separate
configurations and management. You can
use the two SSPs as a failover pair if
desired. When using two SSPs in the
chassis, VPN is not supported; note,
however, that VPN has not been disabled.

IPS Module license for the ASA 5512-X
through ASA 5555-X

8.6(1)

The IPS SSP software module on the ASA
5512-X, ASA 5515-X, ASA 5525-X, ASA
5545-X, and ASA 5555-X requires the IPS
module license.
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Feature Name

Platform Releases

Description

Clustering license for the ASA 5580 and |9.0(1) A clustering license was added for the ASA

ASA 5585-X. 5580 and ASA 5585-X.

Support for VPN on the ASASM 9.0(1) The ASASM now supports all VPN
features.

Unified communications support on the | 9.0(1) The ASASM now supports all Unified

ASASM Communications features.

ASA 5585-X Dual SSP support for the 9.0(1) The ASA 5585-X now supports dual SSPs

SSP-10 and SSP-20 (in addition to the using all SSP models (you can use two

SSP-40 and SSP-60); VPN support for Dual SSPs of the same level in the same chassis).

SSPs VPN is now supported when using dual
SSPs.

ASA 5500-X support for clustering 9.1(4) The ASA 5512-X, ASA 5515-X, ASA
5525-X, ASA 5545-X, and ASA 5555-X
now support 2-unit clusters. Clustering for
2 units is enabled by default in the base
license; for the ASA 5512-X, you need the
Security Plus license.

Support for 16 cluster members for the 9.2(1) The ASA 5585-X now supports 16-unit

ASA 5585-X clusters.

ASAv4 and ASAv30 Standard and 9.2(1) The ASAv was introduced with a simple

Premium model licenses introduced

licensing scheme: ASAv4 and ASAv30
permanent licenses in Standard or Premium
levels. No add-on licenses are available.
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CHAPTER 4

Licenses: Smart Software Licensing (ASAv, ASA
on Firepower)

Cisco Smart Software Licensing lets you purchase and manage a pool of licenses centrally. Unlike product
authorization key (PAK) licenses, smart licenses are not tied to a specific serial number. You can easily deploy
or retire ASAs without having to manage each unit’s license key. Smart Software Licensing also lets you see
your license usage and needs at a glance.

Note  Smart Software Licensing is only supported on the ASAv and ASA Firepower chassis. Other models use PAK
licenses. See About PAK Licenses, on page 49.

For more information about Smart Licensing features and behaviors per platform, see Smart Enabled Product
Families.

» About Smart Software Licensing, on page 109

* Prerequisites for Smart Software Licensing, on page 120

* Guidelines for Smart Software Licensing, on page 123

* Defaults for Smart Software Licensing, on page 123

» ASAv: Configure Smart Software Licensing, on page 124

* Firepower 2100: Configure Smart Software Licensing, on page 133
* Firepower 4100/9300: Configure Smart Software Licensing, on page 143
* Licenses Per Model, on page 146

* Monitoring Smart Software Licensing, on page 151

* Smart Software Manager Communication, on page 154

* History for Smart Software Licensing, on page 157

About Smart Software Licensing

This section describes how Smart Software Licensing works.

Smart Software Licensing for the ASA on the Firepower 4100/9300 Chassis

For the ASA on the Firepower 4100/9300 chassis, Smart Software Licensing configuration is split between
the Firepower 4100/9300 chassis supervisor and the ASA.
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* Firepower 4100/9300 chassis—Configure all Smart Software Licensing infrastructure on the chassis,
including parameters for communicating with the License Authority. The Firepower 4100/9300 chassis
itself does not require any licenses to operate.

N

Note Inter-chassis clustering requires that you enable the same Smart Licensing method
on each chassis in the cluster.

» ASA Application—Configure all license entitlements in the ASA.

Smart Software Manager and Accounts

When you purchase 1 or more licenses for the device, you manage them in the Cisco Smart Software Manager:
https://software.cisco.com/#module/SmartLicensing

The Smart Software Manager lets you create a master account for your organization.

Note

If you do not yet have an account, click the link to set up a new account. The Smart Software Manager lets
you create a master account for your organization.

By default, your licenses are assigned to the Default Virtual Account under your master account. As the
account administrator, you can optionally create additional virtual accounts; for example, you can create
accounts for regions, departments, or subsidiaries. Multiple virtual accounts let you more easily manage large
numbers of licenses and devices.

Offline Management

If your devices do not have internet access, and cannot register with the License Authority, you can configure
offline licensing.

Permanent License Reservation

If your devices cannot access the internet for security reasons, you can optionally request permanent licenses
for each ASA. Permanent licenses do not require periodic access to the License Authority. Like PAK licenses,
you will purchase a license and install the license key for the ASA. Unlike a PAK license, you obtain and
manage the licenses with the Smart Software Manager. You can easily switch between regular smart licensing
mode and permanent license reservation mode.

ASAv Permanent License Reservation

You can obtain a model-specific license that enables all features: Standard tier; maximum throughput for your
model; Strong Encryption (3DES/AES) license if your account qualifies; and AnyConnect client capabilities
enabled to the platform maximum, contingent on your purchase of an AnyConnect license that enables the

right to use AnyConnect (see AnyConnect Plus, AnyConnect Apex, And VPN Only Licenses, on page 113).

* ASAvS
+ ASAv10
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* ASAv30
* ASAvV50

You must choose the model level that you want to use during ASAv deployment. That model level determines
the license you request. If you later want to change the model level of a unit, you will have to return the current
license and request a new license at the correct model level. To change the model of an already deployed
ASAv, from the hypervisor you can change the vCPUs and DRAM settings to match the new model
requirements; see the ASAv quick start guide for these values.

If you stop using a license, you must return the license by generating a return code on the ASAv, and then
entering that code into the Smart Software Manager. Make sure you follow the return process correctly so
you do not pay for unused licenses.

Permanent license reservation is not supported for the Azure hypervisor.
Firepower 2100 Per manent License Reservation

You can obtain a license that enables all features: Standard tier; maximum Security Contexts; Strong Encryption
(3DES/AES) license if your account qualifies; and AnyConnect client capabilities enabled to the platform
maximum, contingent on your purchase of an AnyConnect license that enables the right to use AnyConnect
(see AnyConnect Plus, AnyConnect Apex, And VPN Only Licenses, on page 113) You also need to request
the entitlements in the ASA configuration so that the ASA allows their use.

If you stop using a license, you must return the license by generating a return code on the ASA, and then
entering that code into the Smart Software Manager. Make sure you follow the return process correctly so
you do not pay for unused licenses.

Firepower 4100/9300 chassis Permanent License Reservation

You can obtain a license that enables all features: Standard tier; maximum Security Contexts; Carrier license;
Strong Encryption (3DES/AES) license if your account qualifies; and AnyConnect client capabilities enabled
to the platform maximum, contingent on your purchase of an AnyConnect license that enables the right to
use AnyConnect (see AnyConnect Plus, AnyConnect Apex, And VPN Only Licenses, on page 113). The
license is managed on the Firepower 4100/9300 chassis, but you also need to request the entitlements in the
ASA configuration so that the ASA allows their use.

If you stop using a license, you must return the license by generating a return code on the Firepower 4100/9300
chassis, and then entering that code into the Smart Software Manager. Make sure you follow the return process
correctly so you do not pay for unused licenses.

Satellite Server (Smart Software Manager On-Prem)

If your devices cannot access the internet for security reasons, you can optionally install a local Smart Software
Manager satellite (also known as On-Prem) server as a virtual machine (VM). The satellite provides a subset
of Smart Software Manager functionality, and allows you to provide essential licensing services for all your
local devices. Only the satellite needs to connect periodically to the main License Authority to sync your
license usage. You can sync on a schedule or you can sync manually.

You can perform the following functions on the satellite server:

* Activate or register a license
* View your company's licenses

* Transfer licenses between company entities

For more information, see Smart Software Manager satellite.
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. Licenses and Devices Managed per Virtual Account

Licenses and Devices Managed per Virtual Account

Licenses and devices are managed per virtual account: only that virtual account’s devices can use the licenses
assigned to the account. If you need additional licenses, you can transfer an unused license from another
virtual account. You can also transfer devices between virtual accounts.

For the ASA on the Firepower 4100/9300 chassis—Only the chassis registers as a device, while the ASA
applications in the chassis request their own licenses. For example, for a Firepower 9300 chassis with 3 security
modules, the chassis counts as one device, but the modules use 3 separate licenses.

Evaluation License

\}

ASAv

The ASAv does not support an evaluation mode. Before the ASAv registers with the Licensing Authority, it
operates in a severely rate-limited state.

Firepower 2100

Before the Firepower 2100 registers with the Licensing Authority, it operates for 90 days (total usage) in
evaluation mode. Only default entitlements are enabled. When this period ends, the Firepower 2100 becomes
out-of-compliance.

Note

\}

You cannot receive an evaluation license for Strong Encryption (3DES/AES); you must register with the
License Authority to receive the export-compliance token that enables the Strong Encryption (3DES/AES)
license.

Firepower 4100/9300 Chassis
The Firepower 4100/9300 chassis supports two types of evaluation license:

* Chassis-level evaluation mode—Before the Firepower 4100/9300 chassis registers with the Licensing
Authority, it operates for 90 days (total usage) in evaluation mode. The ASA cannot request specific
entitlements in this mode; only default entitlements are enabled. When this period ends, the Firepower
4100/9300 chassis becomes out-of-compliance.

* Entitlement-based evaluation mode—A fter the Firepower 4100/9300 chassis registers with the Licensing
Authority, you can obtain time-based evaluation licenses that can be assigned to the ASA. In the ASA,
you request entitlements as usual. When the time-based license expires, you need to either renew the
time-based license or obtain a permanent license.

Note

You cannot receive an evaluation license for Strong Encryption (3DES/AES); you must register with the
License Authority and obtain a permanent license to receive the export-compliance token that enables the
Strong Encryption (3DES/AES) license.
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About Licenses by Type

The following sections include additional information about licenses by type.

AnyConnect Plus, AnyConnect Apex, And VPN Only Licenses

The AnyConnect Plus, AnyConnect Apex, or VPN Only license is a multi-use license that you can apply to
multiple ASAs, all of which share a user pool as specified by the license. Devices that use Smart Licensing
do not require any AnyConnect license to be physically applied to the actual platform. The same licenses must
still be purchased, and you must still link the Contract number to your Cisco.com ID for SW Center access
and technical support. For more information, see:

* Cisco AnyConnect Ordering Guide
» AnyConnect Licensing Frequently Asked Questions (FAQ)

Other VPN License
Other VPN sessions include the following VPN types:

* [Psec remote access VPN using IKEv1
* [Psec site-to-site VPN using IKEv1
* [Psec site-to-site VPN using IKEv2

This license is included in the Base license.

Total VPN Sessions Combined, All Types

* Although the maximum VPN sessions add up to more than the maximum VPN AnyConnect and Other
VPN sessions, the combined sessions should not exceed the VPN session limit. If you exceed the maximum
VPN sessions, you can overload the ASA, so be sure to size your network appropriately.

* If you start a clientless SSL VPN session and then start an AnyConnect client session from the portal, 1
session is used in total. However, if you start the AnyConnect client first (from a standalone client, for
example) and then log into the clientless SSL VPN portal, then 2 sessions are used.

Encryption License

Strong Encryption: ASAv

Strong Encryption (3DES/AES) is available for management connections before you connect to the License
Authority or Satellite server, so you can launch ASDM and connect to the License Authority. For
through-the-box traffic, throughput is severely limited until you connect to the License Authority and obtain
the Strong Encryption license.

When you request the registration token for the ASAv from your Smart Software Licensing account, check
the Allow export-controlled functionality on the productsregistered with thistoken check box so that
the Strong Encryption (3DES/AES) license is applied (your account must be qualified for its use). If the ASAv
becomes out-of-compliance later, as long as the export compliance token was successfully applied, the ASAv
will retain the license and not revert to the rate-limited state. The license is removed if you re-register the
ASAv, and export compliance is disabled, or if you restore the ASAv to factory default settings.
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If you initially register the ASAv without strong encryption and later add strong encryption, then you must
reload the ASAv for the new license to take effect.

For permanent license reservation licenses, the Strong Encryption (3DES/AES) license is enabled if your
account qualifies for its use.

For pre-2.3.0 Satellite server versions, you must manually request the Strong Encryption license in the ASA
configuration (the export compliance token is not supported); in this case, if the ASAv becomes
out-of-compliance, throughput is severely limited.

Strong Encryption: Firepower 2100

Strong Encryption (3DES/AES) is available for management connections before you connect to the License
Authority or Satellite server so you can launch ASDM. Note that ASDM access is only available on
management-only interfaces with the default encryption. Through the box traffic is not allowed until you
connect and obtain the Strong Encryption license.

When you request the registration token for the ASA from your Smart Software Licensing account, check the
Allow export-controlled functionality on the productsregistered with thistoken check box so that the
Strong Encryption (3DES/AES) license is applied (your account must be qualified for its use). If the ASA
becomes out-of-compliance later, as long as the export compliance token was successfully applied, the ASA
will continue to allow through the box traffic. Even if you re-register the ASA, and export compliance is
disabled, the license remains enabled. The license is removed if you restore the ASA to factory default settings.

If you initially register the ASA without strong encryption and later add strong encryption, then you must
reload the ASA for the new license to take effect.

For permanent license reservation licenses, the Strong Encryption (3DES/AES) license is enabled if your
account qualifies for its use.

For pre-2.3.0 Satellite server versions, you must manually request the Strong Encryption license in the ASA
configuration (the export compliance token is not supported); in this case, if the ASA becomes
out-of-compliance, through-traffic will not be allowed.

Strong Encryption: Firepower 4100/9300 Chassis

When the ASA is deployed as a logical device, you can launch ASDM immediately. Through the box traffic
is not allowed until you connect and obtain the Strong Encryption license.

When you request the registration token for the Firepower chassis from your Smart Software Licensing
account, check the Allow export-controlled functionality on the productsregistered with thistoken check
box so that the Strong Encryption (3DES/AES) license is applied (your account must be qualified for its use).

Ifthe ASA becomes out-of-compliance later, as long as the export compliance token was successfully applied,
the ASA will continue to allow through the box traffic. The license is removed if you re-register the chassis,
and export compliance is disabled, or if you restore the chassis to factory default settings.

If you initially register the chassis without strong encryption and later add strong encryption, then you must
reload the ASA application for the new license to take effect.

For permanent license reservation licenses, the Strong Encryption (3DES/AES) license is enabled if your
account qualifies for its use.

For pre-2.3.0 Satellite server versions that do not support the export-compliance token: You must manually
request the Strong Encryption license in the ASA configuration using the CLI because ASDM requires 3DES.
If the ASA becomes out-of-compliance, neither management traffic nor through-traffic requiring this license
will be allowed.
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Carrier License .

DES: All Models

The DES license cannot be disabled. If you have the 3DES license installed, DES is still available. To prevent
the use of DES when you want to only use strong encryption, be sure to configure any relevant commands to
use only strong encryption.

The Carrier license enables the following inspection features:

» Diameter
* GTP/GPRS
» SCTP

Total TLS Proxy Sessions

Each TLS proxy session for Encrypted Voice Inspection is counted against the TLS license limit.

Other applications that use TLS proxy sessions do not count toward the TLS limit, for example, Mobility
Advantage Proxy (which does not require a license).

Some applications might use multiple sessions for a connection. For example, if you configure a phone with
a primary and backup Cisco Unified Communications Manager, there are 2 TLS proxy connections.

You independently set the TLS proxy limit using the tls-proxy maximum-sessions command or in ASDM,
using the Configuration > Firewall > Unified Communications> TL S Proxy pane. To view the limits of
your model, enter the tls-proxy maximum-sessions ? command. When you apply a TLS proxy license that
is higher than the default TLS proxy limit, the ASA automatically sets the TLS proxy limit to match the
license. The TLS proxy limit takes precedence over the license limit; if you set the TLS proxy limit to be less
than the license, then you cannot use all of the sessions in your license.

Note

For license part numbers ending in “K8” (for example, licenses under 250 users), TLS proxy sessions are
limited to 1000. For license part numbers ending in “K9” (for example, licenses 250 users or larger), the
TLS proxy limit depends on the configuration, up to the model limit. K8 and K9 refer to whether the license
is restricted for export: K8 is unrestricted, and K9 is restricted.

If you clear the configuration (using the clear configure all command, for example), then the TLS proxy
limit is set to the default for your model; if this default is lower than the license limit, then you see an error
message to use the tls-proxy maximum-sessions command to raise the limit again (in ASDM, use the TLS
Proxy pane). If you use failover and enter the write standby command or in ASDM, use File> Save Running
Configuration to Standby Unit on the primary unit to force a configuration synchronization, the clear
configureall command is generated on the secondary unit automatically, so you may see the warning message
on the secondary unit. Because the configuration synchronization restores the TLS proxy limit set on the
primary unit, you can ignore the warning.

You might also use SRTP encryption sessions for your connections:

* For K8 licenses, SRTP sessions are limited to 250.

* For K9 licenses, there is no limit.
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Note  Only calls that require encryption/decryption for media are counted toward the SRTP limit; if passthrough is
set for the call, even if both legs are SRTP, they do not count toward the limit.

VLANs, Maximum

For an interface to count against the VLAN limit, you must assign a VLAN to it. For example:

interface gigabitethernet 0/0.100
vlan 100

Botnet Traffic Filter License

Requires a Strong Encryption (3DES/AES) License to download the dynamic database.

Failover or ASA Cluster Licenses

Failover Licenses for the ASAv

The standby unit requires the same model license as the primary unit.

Failover Licenses for the Firepower 2100
Regular or Satellite Smart Licensing

Only the active unit requests licenses from the server. Licenses are aggregated into a single failover license
that is shared by the failover pair. There is no extra cost for secondary units.

After you enable failover for Active/Standby failover, you can only configure smart licensing on the active
unit. For Active/Active failover, you can only configure smart licensing on the unit with failover group 1 as
active. The configuration is replicated to the standby unit, but the standby unit does not use the configuration;
it remains in a cached state. The aggregated license is also cached on the standby unit to be used if it becomes
the active unit in the future.
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Failover Licenses for the Firepower 2100 .

Note

Each ASA must have the same encryption license when forming a failover pair. When you register an ASA
to the smart licensing server, the Strong Encryption license is automatically enabled for qualified customers
when you apply the registration token. Because of this requirement, you have two choices for licensing when
you use the Strong Encryption token with failover:

* Before you enable failover, register both units to the smart licensing server. In this case, both units will
have strong encryption. Then, after you enable failover, continue configuring license entitlements on the
active unit. If you enable encryption for the failover link, it will use AES/3DES (strong encryption).

* Before you register the active unit to the smart licensing server, enable failover. In this case, both units
will not yet have strong encryption. Then configure license entitlements and register the active unit to
the smart licensing server; both units will get strong encryption from the aggregated license. Note that
if you enabled encryption on the failover link, it will use DES (weak encryption) because the failover
link was established before the units gained strong encryption. You must reload both units to use
AES/3DES on the link. If you only reload one unit, then that unit will try to use AES/3DES while the
original unit uses DES, which will result in both units becoming active (split brain).

Each add-on license type is managed as follows:

» Standard—Although only the active unit requests this license from the server, the standby unit has the
Standard license enabled by default; it does not need to register with the server to use it.

* Context—Only the active unit requests this license. However, the Standard license includes 2 contexts
by default and is present on both units. The value from each unit’s Standard license plus the value of the
Context license on the active unit are combined up to the platform limit. For example:

¢ The Standard license includes 2 contexts; for two Firepower 2130 units, these licenses add up to 4
contexts. You configure a 30-Context license on the active unit in an Active/Standby pair. Therefore,
the aggregated failover license includes 34 contexts. However, because the platform limit for one
unit is 30, the combined license allows a maximum of 30 contexts only. In this case, you might only
configure the active Context license to be 25 contexts.

* The Standard license includes 2 contexts; for two Firepower 2130 units, these licenses add up to 4
contexts. You configure a 10-Context license on the primary unit in an Active/Active pair. Therefore,
the aggregated failover license includes 14 contexts. One unit can use 9 contexts and the other unit
can use 5 contexts, for example, for a total of 14. Because the platform limit for one unit is 30, the
combined license allows a maximum of 30 contexts; the 14 contexts are within the limit.

» Strong Encryption (3DES/AES) (for a pre-2.3.0 Cisco Smart Software Manager satellite deployment
when you cannot use the strong encryption token, or for tracking purposes)—Only the active unit requests
this license, and both units can use it due to license aggregation.

After a failover, the new active unit continues to use the aggregated license. It uses the cached license
configuration to re-request the entitlement from the server. When the old active unit rejoins the pair as a
standby unit, it releases the license entitlement. Before the standby unit releases the entitlement, the new active
unit's license might be in a non-compliant state if there are no available licenses in the account. The failover
pair can use the aggregated license for 30 days, but if it is still non-compliant after the grace period, you will
not be able to make configuration changes to features requiring special licenses (i.e. add an extra context);
operation is otherwise unaffected. The new active unit sends an entitlement authorization renewal request
every 35 seconds until the license is compliant. If you disband the failover pair, then the active unit releases

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



Getting Started with the ASA |
. Failover Licenses for the ASA on the Firepower 4100/9300 Chassis

the entitlements, and both units retain the licensing configuration in a cached state. To re-activate licensing,
you need to clear the configuration on each unit, and re-configure it.

Permanent License Reservation

For permanent license reservation, you must purchase separate licenses for each chassis and enable the licenses
before you configure failover.

Failover Licenses for the ASA on the Firepower 4100/9300 Chassis
Regular or Satellite Smart Licensing

Both Firepower 4100/9300 chassis must be registered with the License Authority or satellite server before
you configure failover. There is no extra cost for secondary units.

The Strong Encryption license is automatically enabled for qualified customers when you apply the registration
token. When using the token, each chassis must have the same encryption license. For the optional Strong
Encryption (3DES/AES) feature license enabled in the ASA configuration, see below.

After you enable failover, for the ASA license configuration for Active/Standby failover, you can only configure
smart licensing on the active unit. For Active/Active failover, you can only configure smart licensing on the
unit with failover group 1 as active. The configuration is replicated to the standby unit, but the standby unit
does not use the configuration; it remains in a cached state. Only the active unit requests the licenses from
the server. The licenses are aggregated into a single failover license that is shared by the failover pair, and
this aggregated license is also cached on the standby unit to be used if it becomes the active unit in the future.
Each license type is managed as follows:

* Standard—Although only the active unit requests this license from the server, the standby unit has the
Standard license enabled by default; it does not need to register with the server to use it.

* Context—Only the active unit requests this license. However, the Standard license includes 10 contexts
by default and is present on both units. The value from each unit’s Standard license plus the value of the
Context license on the active unit are combined up to the platform limit. For example:

* The Standard license includes 10 contexts; for 2 units, these licenses add up to 20 contexts. You
configure a 250-Context license on the active unit in an Active/Standby pair. Therefore, the
aggregated failover license includes 270 contexts. However, because the platform limit for one unit
is 250, the combined license allows a maximum of 250 contexts only. In this case, you should only
configure the active Context license to be 230 contexts.

* The Standard license includes 10 contexts; for 2 units, these licenses add up to 20 contexts. You
configure a 10-Context license on the primary unit in an Active/Active pair. Therefore, the aggregated
failover license includes 30 contexts. One unit can use 17 contexts and the other unit can use 13
contexts, for example, for a total of 30. Because the platform limit for one unit is 250, the combined
license allows a maximum of 250 contexts; the 30 contexts are within the limit.

* Carrier—Only the active requests this license, and both units can use it due to license aggregation.

* Strong Encryption (3DES) (for a pre-2.3.0 Cisco Smart Software Manager satellite deployment when
you cannot use the strong encryption token, or for tracking purposes)—Only the active unit requests this
license, and both units can use it due to license aggregation.

After a failover, the new active unit continues to use the aggregated license. It uses the cached license
configuration to re-request the entitlement from the server. When the old active unit rejoins the pair as a
standby unit, it releases the license entitlement. Before the standby unit releases the entitlement, the new active
unit's license might be in a non-compliant state if there are no available licenses in the account. The failover
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pair can use the aggregated license for 30 days, but if it is still non-compliant after the grace period, you will
not be able to make configuration changes to features requiring special licenses; operation is otherwise
unaffected. The new active unit sends an entitlement authorization renewal request every 35 seconds until the
license is compliant. If you disband the failover pair, then the active unit releases the entitlements, and both
units retain the licensing configuration in a cached state. To re-activate licensing, you need to clear the
configuration on each unit, and re-configure it.

Permanent License Reservation

For permanent license reservation, you must purchase separate licenses for each chassis and enable the licenses
before you configure failover.

ASA Cluster Licenses for the ASA on the Firepower 4100/9300 Chassis

The clustering feature itself does not require any licenses. To use Strong Encryption and other optional licenses,
each Firepower 4100/9300 chassis must be registered with the License Authority or satellite server. There is
no extra cost for data units. For permanent license reservation, you must purchase separate licenses for each
chassis.

The Strong Encryption license is automatically enabled for qualified customers when you apply the registration
token. When using the token, each chassis must have the same encryption license. For the optional Strong
Encryption (3DES/AES) feature license enabled in the ASA configuration, see below.

In the ASA license configuration, you can only configure smart licensing on the control unit. The configuration
is replicated to the data units, but for some licenses, they do not use the configuration; it remains in a cached
state, and only the control unit requests the license. The licenses are aggregated into a single cluster license
that is shared by the cluster units, and this aggregated license is also cached on the data units to be used if one
of them becomes the control unit in the future. Each license type is managed as follows:

* Standard—Only the control unit requests the Standard license from the server. Because the data units
have the Standard license enabled by default, they do not need to register with the server to use it.

* Context—Only the control unit requests the Context license from the server. The Standard license includes
10 contexts by default and is present on all cluster members. The value from each unit’s Standard license
plus the value of the Context license on the control unit are combined up to the platform limit in an
aggregated cluster license. For example:

* You have 6 Firepower 9300 modules in the cluster. The Standard license includes 10 contexts; for
6 units, these licenses add up to 60 contexts. You configure an additional 20-Context license on the
control unit. Therefore, the aggregated cluster license includes 80 contexts. Because the platform
limit for one module is 250, the combined license allows a maximum of 250 contexts; the 80 contexts
are within the limit. Therefore, you can configure up to 80 contexts on the control unit; each data
unit will also have 80 contexts through configuration replication.

You have 3 Firepower 4110 units in the cluster. The Standard license includes 10 contexts; for 3
units, these licenses add up to 30 contexts. You configure an additional 250-Context license on the
control unit. Therefore, the aggregated cluster license includes 280 contexts. Because the platform
limit for one unit is 250, the combined license allows a maximum of 250 contexts; the 280 contexts
are over the limit. Therefore, you can only configure up to 250 contexts on the control unit; each
data unit will also have 250 contexts through configuration replication. In this case, you should only
configure the control unit Context license to be 220 contexts.

* Carrier—Required for Distributed S2S VPN. This license is a per-unit entitlement, and each unit requests
its own license from the server. This license configuration is replicated to the data units.
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* Strong Encryption (3DES) (for pre-2.3.0 Cisco Smart Software Manager satellite deployment, or for
tracking purposes)—This license is a per-unit entitlement, and each unit requests its own license from
the server.

If a new control unit is elected, the new control unit continues to use the aggregated license. It also uses the
cached license configuration to re-request the control unit license. When the old control unit rejoins the cluster
as a data unit, it releases the control unit license entitlement. Before the data unit releases the license, the
control unit's license might be in a non-compliant state if there are no available licenses in the account. The
retained license is valid for 30 days, but if it is still non-compliant after the grace period, you will not be able
to make configuration changes to features requiring special licenses; operation is otherwise unaffected. The
new active unit sends an entitlement authorization renewal request every 12 hours until the license is compliant.
You should refrain from making configuration changes until the license requests are completely processed.
If a unit leaves the cluster, the cached control configuration is removed, while the per-unit entitlements are
retained. In particular, you would need to re-request the Context license on non-cluster units.

Prerequisites for Smart Software Licensing

Regular and Satellite Smart License Prerequisites

ASAv, Firepower 2100

* Ensure internet access, or HTTP proxy access, or satellite server access from the device.

* Configure a DNS server so the device can resolve the name of the License Authority.

* Set the clock for the device. On the Firepower 2100, you set the clock in FXOS.

* Create a master account on the Cisco Smart Software Manager:
https://software.cisco.com/#module/SmartLicensing

If you do not yet have an account, click the link to set up a new account. The Smart Software Manager
lets you create a master account for your organization.

Firepower 4100/9300

Configure the Smart Software Licensing infrastructure on the Firepower 4100/9300 chassis before you
configure the ASA licensing entitlements.

Permanent License Reservation Prerequisites

* Create a master account on the Cisco Smart Software Manager:
https://software.cisco.com/#module/SmartLicensing

If you do not yet have an account, click the link to set up a new account. The Smart Software Manager
lets you create a master account for your organization. Even though the ASA does need internet
connectivity to the Smart Licensing server for permanent license reservation, the Smart Software Manager
is used to manage your permanent licenses.
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* Obtain support for permanent license reservation from the licensing team. You must provide a justification
for using permanent license reservation. If your account is not approved, then you cannot purchase and
apply permanent licenses.

* Purchase special permanent licenses (see License PIDs, on page 121). If you do not have the correct
license in your account, then when you try to reserve a license on the ASA, you will see an error message
similar to: "The licenses cannot be reserved because the Virtual Account does not contain a sufficient
surplus of the following perpetual licenses: 1 - Firepower 4100 ASA PERM UNIV(perpetual)."

* The permanent license includes all available features, including the Strong Encryption (3DES/AES)
license if your account qualifies. AnyConnect client capabilities are also enabled to the platform maximum,
contingent on your purchase of an AnyConnect license that enables the right to use AnyConnect (see
AnyConnect Plus, AnyConnect Apex, And VPN Only Licenses, on page 113).

* ASAv: Permanent license reservation is not supported for the Azure hypervisor and ASAv100.

License PIDs

When you bought your device from Cisco or a reseller, your licenses should have been linked to your Smart
Software License account. However, if you need to add licenses yourself, use the Find Productsand Solutions
search field on the Cisco Commerce Workspace. Search for the following license Product IDs (PIDs).

Figure 7: License Search

Find Products and Solutions

L-FPRZK-ASASC-10=

Search by Product Family | Search for Solutions

ASAv PIDs
ASAv Regular and Satellite Smart Licensing PIDs:
* ASAv5—L-ASAV5S-K9=
* ASAvI0—L-ASAV10S-K9=
* ASAv30—L-ASAV30S-K9=
* ASAv50—L-ASAVS50S-K9=

ASAv Permanent License Reservation PIDs:

The permanent license includes all available features, including the Strong Encryption (3DES/AES) license
if your account qualifies. AnyConnect client capabilities are also enabled to the platform maximum, contingent
on your purchase of an AnyConnect license that enables the right to use AnyConnect (see AnyConnect Plus,
AnyConnect Apex, And VPN Only Licenses, on page 113).

* ASAv5—L-ASAV5SR-K9=
* ASAv10—L-ASAV10SR-K9=
* ASAv30—L-ASAV30SR-K9=
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* ASAv50—L-ASAVS50SR-K9=

Firepower 2100 PIDs
Firepower 2100 Regular and Satellite Smart Licensing PIDs:

* Standard license—L-FPR2100-ASA=. The Standard license is free, but you still need to add it to your
Smart Software Licensing account.

* 5 context license—L-FPR2K-ASASC-5=. Context licenses are additive; buy multiple licenses to meet
your needs.

* 10 context license—L-FPR2K-ASASC-10=. Context licenses are additive; buy multiple licenses to meet
your needs.

» Strong Encryption (3DES/AES) license—L-FPR2K-ENC-K9=. This license is free. Although this license
is not generally rquired (for example, ASAs that use older Satellite Server versions (pre-2.3.0) require
this license), you should still add it to your account for tracking purposes.

Firepower 2100 Permanent License Reservation PID:

The permanent license includes all available features, including the Strong Encryption (3DES/AES) license
if your account qualifies. AnyConnect client capabilities are also enabled to the platform maximum, contingent
on your purchase of an AnyConnect license that enables the right to use AnyConnect (see AnyConnect Plus,
AnyConnect Apex, And VPN Only Licenses, on page 113).

* L-FPR2K-ASA-BPU=

Firepower 4100 PIDs
Firepower 4100 Regular and Satellite Smart Licensing PIDs:

* Standard license—L-FPR4100-ASA=. The Standard license is free, but you still need to add it to your
Smart Software Licensing account.

* 10 context license—L-FPR4K-ASASC-10=. Context licenses are additive; buy multiple licenses to meet
your needs.

* 230 context license—L-FPR4K-ASASC-230=. Context licenses are additive; buy multiple licenses to
meet your needs.

* 250 context license—L-FPR4K-ASASC-250=. Context licenses are additive; buy multiple licenses to
meet your needs.

* Carrier (Diameter, GTP/GPRS, SCTP)—L-FPR4K-ASA-CAR=

* Strong Encryption (3DES/AES) license—L-FPR4K-ENC-K9=. This license is free. Although this license
is not generally rquired (for example, ASAs that use older Satellite Server versions (pre-2.3.0) require
this license), you should still add it to your account for tracking purposes.

Firepower 4100 Per manent License Reservation PID:

The permanent license includes all available features, including the Strong Encryption (3DES/AES) license
if your account qualifies. AnyConnect client capabilities are also enabled to the platform maximum, contingent
on your purchase of an AnyConnect license that enables the right to use AnyConnect (see AnyConnect Plus,
AnyConnect Apex, And VPN Only Licenses, on page 113).
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* L-FPR4K-ASA-BPU=

Firepower 9300 PIDs
Firepower 9300 Regular and Satellite Smart Licensing PIDs:

» Standard license—L-F9K-ASA=. The Standard license is free, but you still need to add it to your Smart
Software Licensing account.

* 10 context license—L-FIK-ASA-SC-10=. Context licenses are additive; buy multiple licenses to meet
your needs.

* Carrier (Diameter, GTP/GPRS, SCTP)—L-F9K-ASA-CAR=

* Strong Encryption (3DES/AES) license—L-F9K-ASA-ENCR-K9=. This license is free. Although this
license is not generally rquired (for example, ASAs that use older Satellite Server versions (pre-2.3.0)
require this license), you should still add it to your account for tracking purposes.

Firepower 9300 Per manent License Reservation PIDs:

The permanent license includes all available features, including the Strong Encryption (3DES/AES) license
if your account qualifies. AnyConnect client capabilities are also enabled to the platform maximum, contingent
on your purchase of an AnyConnect license that enables the right to use AnyConnect (see AnyConnect Plus,
AnyConnect Apex, And VPN Only Licenses, on page 113).

* L-FPR9K-ASA-BPU=

Guidelines for Smart Software Licensing

* Only Smart Software Licensing is supported. For older software on the ASAv, if you upgrade an existing
PAK-licensed ASAv, then the previously installed activation key will be ignored, but retained on the
device. If you downgrade the ASAv, the activation key will be reinstated.

* For permanent license reservation, you must return the license before you decommission the device. If
you do not officially return the license, the license remains in a used state and cannot be reused for a new

device.

* Because the Cisco Transport Gateway uses a certificate with a non-compliant country code, you cannot
use HTTPS when using the ASA in conjunction with that product. You must use HTTP with Cisco

Transport Gateway.

Defaults for Smart Software Licensing

ASAv

* The ASAv default configuration includes a Smart Call Home profile called “License” that specifies the
URL for the Licensing Authority.

call-home
profile License
destination address http
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https://tools.cisco.com/its/service/oddce/services/DDCEService

* When you deploy the ASAv, you set the feature tier and throughput level. Only the standard level is
available at this time. For permanent license reservation, you do not need to set these parameters. When
you enable permanent license reservation, these commands are removed from the configuration.

license smart
feature tier standard
throughput level {100M | 1G | 2G}

* Also during deployment, you can optionally configure an HTTP proxy.

call-home
http-proxy ip address port port

Firepower 2100

The Firepower 2100 default configuration includes a Smart Call Home profile called “License” that specifies
the URL for the Licensing Authority.

call-home
profile License
destination address http https://tools.cisco.com/its/service/oddce/services/DDCEService

ASA on the Firepower 4100/9300 Chassis

There is no default configuration. You must manually enable the standard license tier and other optional
licenses.

ASAv: Configure Smart Software Licensing

Step 1
Step 2
Step 3

This section describes how to configure Smart Software Licensing for the ASAv. Choose one of the following
methods:

Procedure

ASAv: Configure Regular Smart Software Licensing, on page 124.
ASAv: Configure Satellite Smart Software Licensing, on page 128.

ASAv: Configure Permanent License Reservation, on page 129.

ASAv: Configure Regular Smart Software Licensing

When you deploy the ASAv, you can pre-configure the device and include a registration token so it registers
with the License Authority and enables Smart Software Licensing. If you need to change your HTTP proxy
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server, license entitlement, or register the ASAv (for example, if you did not include the ID token in the Day0
configuration), perform this task.

Note  You may have pre-configured the HTTP proxy and license entitlements when you deployed your ASAv. You
may also have included the registration token with your Day0 configuration when you deployed the ASAv;
if s0, you do not need to re-register using this procedure.

Procedure

Step 1 In the Smart Software Manager (Cisco Smart Software Manager), request and copy a registration token for
the virtual account to which you want to add this device.

a) Click Inventory.

Figure 8: Inventory

Cisco Software Central > Smart Software Licensing

Smart Software Licensing

Alerts License Conversion Reports Email Motification Satellites Activity

b) On the General tab, click New Token.
Figure 9: New Token

General Licenses Product Instances Event Log

Virtual Account
Description:

Default Virtual Account: No

Product Instance Registration Tokens

The registration tokens below can be used to register new product instances to this virtual account

Token Expiration Date Description

NWU1MzY 1MZEZ/NMOSOOMJF. B3 2018-Jul-06 14:20:13 {in 354 days)  FTD-5506

¢) Onthe Create Registration Token dialog box enter the following settings, and then click Create Token:
* Description
 Expire After—Cisco recommends 30 days.

+ Allow export-controlled functionaility on the productsregistered with thistoken—Enables the
export-compliance flag.
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Figure 10: Create Registration Token

Create Registration Token

This dialog will generate the token required to register your product instances with your Smart Account.

\irtual Account:

Description:

* Expire After: 30 Days

Allow export-controlied functionality on the products registered with this token €

The token is added to your inventory.

Enter the value between T and 365 but Cisco recommends a maximum of 30 days.

Create Token Cancel

d) Click the arrow icon to the right of the token to open the Token dialog box so you can copy the token ID
to your clipboard. Keep this token ready for later in the procedure when you need to register the ASA.

Figure 11: View Token

General Licenses Product Instances Event Log

Virtual Account
Description:

Default Virtual Account: No

Product Instance Registration Tokens

The registration tokens below can be used to register new product instances to this virtual account

New Token...
Token Expiration Date Description Export-Controlled
MJMSZ]IhYTIEGQJlOSDOYJkZL@ 2017-Aug-16 19:41:53 (in 30 days) ASAFP 21101 Allowed

Figure 12: Copy Token

Token 0 X

MjM3ZjInYTIZGQ40500Yk2LTgzMGIMThmZTUyY]ky
NmVALTETMDISMTIT %60AMTMxMzh8YzdQdmgzMjA2V
mFJN2dYQjISQWRhOEdscDU4cWISNFNWRUtsa2wz %
NAMDANSTN%AINANA

Press cirl + ¢ to copy selected text to clipboard.

Step 2 (Optional) On the ASAv, specify the HTTP Proxy URL:
call-home
http-proxy ip_address port port

Created By Actions

Actions ~

If your network uses an HTTP proxy for internet access, you must configure the proxy address for Smart

Software Licensing. This proxy is also used for Smart Call Home in general.

Example:
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Step 3

Step 4

ASAv: Configure Regular Smart Software Licensing .

ciscoasa(config)# call-home
ciscoasa(cfg-call-home)# http-proxy 10.1.1.1 port 443

Configure the license entitlements.

a) Enter license smart configuration mode:
license smart

Example:

ciscoasa(config)# license smart
ciscoasa (config-smart-1lic) #

b) Set the feature tier:
featuretier standard
Only the standard tier is available.
c) Set the throughput level:
throughput level {100M | 1G | 2G | 10G}

Example:

ciscoasa (config-smart-lic)# throughput level 2G

a) Exit license smart mode to apply your changes:
exit
Your changes do not take effect until you exit the license smart configuration mode, either by explicitly

exiting the mode (exit or end) or by entering any command that takes you to a different mode.

Example:

ciscoasa (config-smart-lic)# exit
ciscoasa (confiqg) #

Register the ASAv with the License Authority.

When you register the ASAv, the License Authority issues an ID certificate for communication between the
ASAv and the License Authority. It also assigns the ASAv to the appropriate virtual account. Normally, this
procedure is a one-time instance. However, you might need to later re-register the ASAwv if the ID certificate
expires because of a communication problem, for example.

a) Enter the registration token on the ASAv:
license smart register idtoken id_token [force]

Example:

Use the force keyword to register an ASAv that is already registered, but that might be out of sync with
the License Authority. For example, use force if the ASAv was accidentally removed from the Smart
Software Manager.
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The ASAv attempts to register with the License Authority and request authorization for the configured
license entitlements.

Example:
ciscoasa# license smart register idtoken YJE3Njc5MzYtMGQzMiO0OTA4

LWJhODItNzBhMGQS5NGR1YJjUXLTEOMTQS5NDAY$0AODQzNz18NXk2bzV3SDEOZkgwQk
dYRmZINTNCNG1vRnBHUFpjcmO2WTB4TU4wS0ACc2NnMDO$3D%0A

ASAv: Configure Satellite Smart Software Licensing

Step 1
Step 2

Step 3

Step 4

This procedure applies for an ASAv using a satellite Smart Software Licensing server.

Before you begin

Download the Smart Software Manager satellite OVA file from Cisco.com and install and configure it on a
VMwareESXi server. For more information, see Smart Software Manager satellite.

Procedure

Request a registration token on the satellite server.
(Optional) On the ASA, specify the HTTP Proxy URL:

call-home
http-proxy ip_address port port

If your network uses an HTTP proxy for internet access, you must configure the proxy address for Smart
Software Licensing. This proxy is also used for Smart Call Home in general.

Example:

ciscoasa (config)# call-home
ciscoasa(cfg-call-home) # http-proxy 10.1.1.1 port 443

Change the license server URL to go to the satellite server.

call-home

profile License

destination addresshttp https://satellite ip_address/Transportgateway/ser vices/DeviceRequestHandler

Example:
ciscoasa(config)# call-home
ciscoasa(cfg-call-home)# profile License

ciscoasa(cfg-call-home-profile) destination address http
https://10.1.5.5/Transportgateway/services/DeviceRequestHandler

Register the ASA using the token you requested in Step 1:
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ASAv: Configure Permanent License Reservation .

license smart register idtoken id_token

Example:

ciscoasa# license smart register idtoken YJE3NjcSMzYtMGQzMi0O0OTA4
LWJIhODItNzBhMGQ5NGR1YjUXLTEOMTQS5NDAY$0AODQzNZz18NXk2bzV3SDEOZkgwQk
dYRmZINTNCNG1vRnBHUFpjcmO2WTB4TU4wS 0Ac2NnMDO%$3D%0A

The ASA registers with the satellite server and requests authorization for the configured license entitlements.
The satellite server also applies the Strong Encryption (3DES/AES) license if your account allows. Use the
show license summary command to check the license status and usage.

Example:

ciscoasa# show license summary
Smart Licensing is ENABLED

Registration:
Status: REGISTERED
Smart Account: Bizl
Virtual Account: IT
Export-Controlled Functionality: Allowed
Last Renewal Attempt: None
Next Renewal Attempt: Mar 19 20:26:29 2018 UTC

License Authorization:
Status: AUTHORIZED
Last Communication Attempt: SUCCEEDED
Next Communication Attempt: Oct 23 01:41:26 2017 UTC

License Usage:
License Entitlement tag Count Status

regid.2014-08.com.ci... (FP2110-ASA-Std) 1 AUTHORIZED

ASAv: Configure Permanent License Reservation

Step 1
Step 2

You can assign a permanent license to an ASAv. This section also describes how to return a license if you
retire the ASAv or change model tiers and need a new license.

Procedure

Install the ASAv Permanent License, on page 129
(Optional) (Optional) Return the ASAv Permanent License, on page 131

Install the ASAv Permanent License

For ASAvs that do not have Internet access, you can request a permanent license from the Smart Software
Manager.
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\}

Note

N

For permanent license reservation, you must return the license before you decommission the ASAv. If you
do not officially return the license, the license remains in a used state and cannot be reused for a new ASAv.
See (Optional) Return the ASAv Permanent License, on page 131.

Note

Step 1

Step 2

If you clear your configuration after you install the permanent license (for example using write erase), then
you only need to reenable permanent license reservation using the license smart reservation command
without any arguments as shown in step 1; you do not need to complete the rest of this procedure.

Before you begin

* Purchase permanent licenses so they are available in the Smart Software Manager. Not all accounts are
approved for permanent license reservation. Make sure you have approval from Cisco for this feature
before you attempt to configure it.

* You must request a permanent license after the ASAv starts up; you cannot install a permanent license
as part of the Day 0 configuration.

Procedure

At the ASAv CLI, enable permanent license reservation:
license smart reservation

Example:

ciscoasa (config)# license smart reservation
ciscoasa (config)#

The following commands are removed:

license smart
feature tier standard
throughput level {100M | 1G | 2G | 10G}

To use regular smart licensing, use the No form of this command, and re-enter the above commands. Other
Smart Call Home configuration remains intact but unused, so you do not need to re-enter those commands.

Request the license code to enter in the Smart Software Manager:
license smart reservation request universal

Example:

ciscoasa# license smart reservation request universal

Enter this request code in the Cisco Smart Software Manager portal:
ABP:ASAv, S: 9AUSET6UQHD{A8ug5/1jRDaSp3w8uGlfeQ{53C13E

ciscoasa#
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Step 3

Step 4

Step 5

(Optional) Return the ASAv Permanent License .

You must choose the model level (ASAvS/ASAv10/ASAv30/ASAv50/ASAv100) that you want to use during
ASAv deployment. That model level determines the license you request. If you later want to change the model
level of a unit, you will have to return the current license and request a new license at the correct model level.
To change the model of an already deployed ASAv, from the hypervisor you can change the vCPUs and
DRAM settings to match the new model requirements; see the ASAv quick start guide for these values. To
view your current model, use the show vm command.

If you re-enter this command, then the same code is displayed, even after a reload. If you have not yet entered
this code into the Smart Software Manager and want to cancel the request, enter:

license smart reservation cancel

If you disable permanent license reservation, then any pending requests are canceled. If you already entered
the code into the Smart Software Manager, then you must complete this procedure to apply the license to the
ASAv, after which point you can return the license if desired. See (Optional) Return the ASAv Permanent
License, on page 131.

Go to the Smart Software Manager Inventory screen, and click the Licensestab:
https://software.cisco.com/#SmartLicensing-Inventory

The Licensestab displays all existing licenses related to your account, both regular and permanent.

Click License Reservation, and type the ASAv code into the box. Click Reserve License.

The Smart Software Manager generates an authorization code. You can download the code or copy it to the
clipboard. At this point, the license is now in use according to the Smart Software Manager.

If you do not see the License Reservation button, then your account is not authorized for permanent license
reservation. In this case, you should disable permanent license reservation and re-enter the regular smart
license commands.

On the ASAv, enter the authorization code:
license smart reservation install code

Example:

ciscoasa# license smart reservation install AAu3431rGRS00Ig5HQ12vpzg{MEYCIQCBwS
ciscoasa#

Your ASAv is now fully licensed.

(Optional) Return the ASAv Permanent License

Step 1

If you no longer need a permanent license (for example, you are retiring an ASAv or changing its model level
so it needs a new license), you must officially return the license to the Smart Software Manager using this
procedure. If you do not follow all steps, then the license stays in a used state and cannot easily be freed up
for use elsewhere.

Procedure

On the ASAv, generate a return code:
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Step 2

Step 3

Step 4

license smart reservation return

Example:

ciscoasa# license smart reservation return
Enter this return code in the Cisco Smart Software Manager portal:
Au3431rGRS00Ig5HQ12vpcg{uXiTRfVrp7M/zDpirLwYCaq8oSv60yZJuFDVBS2Q1iQ=

The ASAv immediately becomes unlicensed and moves to the Evaluation state. If you need to view this code
again, re-enter this command. Note that if you request a new permanent license (license smart reservation
request univer sal) or change the ASAv model level (by powering down and changing the vCPUs/RAM),
then you cannot re-display this code. Be sure to capture the code to complete the return.

View the ASAv universal device identifier (UDI) so you can find this ASAv instance in the Smart Software
Manager:

show license udi

Example:

ciscoasa# show license udi
UDI: PID:ASAv,SN:9AHV3KJBEKE
ciscoasa#

Go to the Smart Software Manager Inventory screen, and click the Product Instances tab:
https://software.cisco.com/#SmartLicensing-Inventory
The Product I nstancestab displays all licensed products by the UDI.

Find the ASAv you want to unlicense, choose Actions> Remove, and type the ASAv return code into the
box. Click Remove Product I nstance.

The permanent license is returned to the available pool.

(Optional) Deregister the ASAv (Regular and Satellite)

Deregistering the ASAv removes the ASAv from your account. All license entitlements and certificates on
the ASAv are removed. You might want to deregister to free up a license for a new ASAv. Alternatively, you
can remove the ASAv from the Smart Software Manager.

Procedure
Deregister the ASAv:

license smart deregister
The ASAv then reloads.
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(Optional) Renew the ASAv ID Certificate or License Entitlement (Regular and Satellite) .

(Optional) Renew the ASAv ID Certificate or License Entitiement (Regular and

Satellite)

Step 1

Step 2

By default, the ID certificate is automatically renewed every 6 months, and the license entitlement is renewed
every 30 days. You might want to manually renew the registration for either of these items if you have a
limited window for Internet access, or if you make any licensing changes in the Smart Software Manager, for
example.

Procedure

Renew the ID certificate:

licensesmart renew id

Renew the license entitlement:

license smart renew auth

Firepower 2100: Configure Smart Software Licensing

Step 1

Step 2

Step 3

This section describes how to configure Smart Software Licensing for the Firepower 2100. Choose one of
the following methods:

Procedure

Firepower 2100: Configure Regular Smart Software Licensing, on page 133.

You can also (Optional) Deregister the Firepower 2100 (Regular and Satellite), on page 143 or (Optional)
Renew the Firepower 2100 ID Certificate or License Entitlement (Regular and Satellite), on page 143.

Firepower 2100: Configure Satellite Smart Software Licensing, on page 137.

You can also (Optional) Deregister the Firepower 2100 (Regular and Satellite), on page 143 or (Optional)
Renew the Firepower 2100 ID Certificate or License Entitlement (Regular and Satellite), on page 143.

Firepower 2100: Configure Permanent License Reservation, on page 139.

Firepower 2100: Configure Regular Smart Software Licensing

Step 1

This procedure applies for an ASA using the License Authority.

Procedure

In the Smart Software Manager (Cisco Smart Software Manager), request and copy a registration token for
the virtual account to which you want to add this device.
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a) Click Inventory.

Figure 13: Inventory

Cisco Software Cenfral > Smart Software Licensing

Smart Software Licensing
Alerts License Conversion Reports Email Notification Satellites Activity

b) On the General tab, click New Token.
Figure 14: New Token

General Licenses Product Instances Event Log
Virtual Account
Description:
Default Virtual Account: No

Product Instance Registration Tokens

The registration tokens below can be used to register new product instances to this virtual account

Token Expiration Date Description

NWU1MzY 1MzEtZ]NmOS00MjF..8  2018-Jul-06 14:20:13 (in 354 days) FTD-5506

¢) Onthe CreateRegistration Token dialog box enter the following settings, and then click Create Token:
* Description

 Expire After—Cisco recommends 30 days.

« Allow export-controlled functionaility on the productsregistered with thistoken—Enables the
export-compliance flag.

Figure 15: Create Registration Token

Create Registration Token

This dialog will generate the token required to register your product instances with your Smart Account

\irtual Account:

Description:

= Expire After: 30 Days

Enter the value between T and 365 but Cisco recommends a maximum of 30 days.
Allow export-controlied functionality on the products registered with this token €

Create Token Cancel

The token is added to your inventory.
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d) Click the arrow icon to the right of the token to open the Token dialog box so you can copy the token ID
to your clipboard. Keep this token ready for later in the procedure when you need to register the ASA.

Figure 16: View Token

General Licenses Product Instances Event Log

Virtual Account
Description:

Default Virtual Account: No

Product Instance Registration Tokens

The registration tokens below can be used to register new product instances to this virtual account

New Token...
Token Expiration Date Description Export-Controlled Created By Actions
M\M3Z]!hYTI[ZGQ4OSDOYJk2L@ 2017-Aug-16 19:41:53 (in 30 days) ASAFP 21101 Allowed Actions -

Figure 17: Copy Token

Token 0 X

MjM3ZjInYTIZGQ40500Yk2LTgzMGIMThmZTUyY]ky
NmVALTETMDISMTIT %60AMTMxMzh8YzdQdmgzMjA2V
mFJN2dYQjISQWRhOEdscDU4cWISNFNWRUtsa2wz %
NAMDANSTN%AINANA

Press ctrl + ¢ o copy selected text to clipboard.

Step 2 (Optional) On the ASA, specify the HTTP Proxy URL:
call-home
http-proxy ip_address port port

If your network uses an HTTP proxy for internet access, you must configure the proxy address for Smart
Software Licensing. This proxy is also used for Smart Call Home in general.

Example:

ciscoasa (config)# call-home
ciscoasa(cfg-call-home) # http-proxy 10.1.1.1 port 443

Step 3 Request license entitlements on the ASA.

a) Enter license smart configuration mode:
license smart

Example:

ciscoasa(config)# license smart
ciscoasa (config-smart-1lic) #

b) Set the feature tier:

featuretier standard

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



Getting Started with the ASA |

. Firepower 2100: Configure Regular Smart Software Licensing

Step 4

¢)

d)

Only the standard tier is available. A tier license is a prerequisite for adding other feature licenses.
Request the security context license.
feature context number

By default, the ASA supports 2 contexts, so you should request the number of contexts you want minus
the 2 default contexts. The maximum number of contexts depends on your model:

* Firepower 2110—25 contexts

* Firepower 2120—25 contexts

* Firepower 2130—30 contexts

* Firepower 2140—40 contexts
For example, to use the maximum of 25 contexts on the Firepower 2110, enter 23 for the number of
contexts; this value is added to the default of 2.

Example:

ciscoasa(config-smart-lic)# feature context 18

(Optional) The Strong Encryption (3DES/AES) license is generally not required; for example, ASAs that
use older Satellite Server versions (pre-2.3.0) require this license, but you can enable this feature if you
know you need to, or if you want to track usage of this license in your account.

feature strong-encryption

Example:

ciscoasa(config-smart-lic)# feature strong-encryption

Register the ASA using the token you copied in Step 1:

license smart register idtoken id_token

Example:

ciscoasa# license smart register idtoken YJjE3Njc5MzYtMGQzMiOOOTA4

LWJhODItNzBhMGQ5NGR1YJjUXLTEOMTQS5NDAY$0A0ODQzNz18NXk2bzV3SDEOZkgwQk
dYRmZINTNCNG1vRnBHUFpjcmO2WTB4TU4w%0Ac2NnMDO%$3D%S0A

The ASA registers with the License Authority and requests authorization for the configured license entitlements.
The License Authority also applies the Strong Encryption (3DES/AES) license if your account allows. Use
the show license summary command to check the license status and usage.

Example:

ciscoasa# show license summary
Smart Licensing is ENABLED
Registration:

Status: REGISTERED
Smart Account: Bizl

Virtual Account: IT
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Firepower 2100: Configure Satellite Smart Software Licensing .

Export-Controlled Functionality: Allowed
Last Renewal Attempt: None
Next Renewal Attempt: Mar 19 20:26:29 2018 UTC

License Authorization:
Status: AUTHORIZED
Last Communication Attempt: SUCCEEDED
Next Communication Attempt: Oct 23 01:41:26 2017 UTC

License Usage:
License Entitlement tag Count Status

regid.2014-08.com.ci... (FP2110-ASA-Std) 1 AUTHORIZED

Firepower 2100: Configure Satellite Smart Software Licensing

Step 1
Step 2

Step 3

This procedure applies for an ASA using a satellite Smart Software Licensing server.

Before you begin

Download the Smart Software Manager satellite OVA file from Cisco.com and install and configure it on a
VMwareESXi server. For more information, see Smart Software Manager satellite.

Procedure

Request a registration token on the satellite server.
(Optional) On the ASA, specify the HTTP Proxy URL:

call-home
http-proxy ip_address port port

If your network uses an HTTP proxy for internet access, you must configure the proxy address for Smart
Software Licensing. This proxy is also used for Smart Call Home in general.

Example:

ciscoasa(config)# call-home
ciscoasa(cfg-call-home)# http-proxy 10.1.1.1 port 443

Change the license server URL to go to the satellite server.

call-home

profile License

destination addresshttp https.//satellite ip_address/Transportgateway/ser vices/DeviceRequestHandler

Example:

ciscoasa(config)# call-home
ciscoasa(cfg-call-home)# profile License
ciscoasa(cfg-call-home-profile) destination address http
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. Firepower 2100: Configure Satellite Smart Software Licensing

Step 4

Step 5

https://10.1.5.5/Transportgateway/services/DeviceRequestHandler

Request license entitlements on the ASA.

a)

b)

d)

Enter license smart configuration mode:
license smart

Example:

ciscoasa(config)# license smart

ciscoasa (config-smart-1lic) #

Set the feature tier:

featuretier standard

Only the standard tier is available. A tier license is a prerequisite for adding other feature licenses.
Request the security context license.

feature context number

By default, the ASA supports 2 contexts, so you should request the number of contexts you want minus
the 2 default contexts. The maximum number of contexts depends on your model:

* Firepower 2110—25 contexts
* Firepower 2120—25 contexts
* Firepower 2130—30 contexts

* Firepower 2140—40 contexts
For example, to use the maximum of 25 contexts on the Firepower 2110, enter 23 for the number of
contexts; this value is added to the default of 2.

Example:

ciscoasa(config-smart-lic)# feature context 18

(Optional) The Strong Encryption (3DES/AES) license is generally not required; for example, ASAs that
use older Satellite Server versions (pre-2.3.0) require this license, but you can enable this feature if you
know you need to, or if you want to track usage of this license in your account.

feature strong-encryption

Example:

ciscoasa(config-smart-lic)# feature strong-encryption

Register the ASA using the token you requested in Step 1:

license smart register idtoken id_token

Example:

ciscoasa# license smart register idtoken YJE3Njc5MzYtMGQzMiOOOTA4
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Firepower 2100: Configure Permanent License Reservation .

LWJIhODItNzBhMGQ5NGR1YjUXLTEOMTQS5NDAY$0AODQzNZz18NXk2bzV3SDEOZkgwQk
dYRmZINTNCNG1vRnBHUFpjcmO2WTB4TU4wS 0Ac2NnMDO%$3D%0A

The ASA registers with the satellite server and requests authorization for the configured license entitlements.
The satellite server also applies the Strong Encryption (3DES/AES) license if your account allows. Use the
show license summary command to check the license status and usage.

Example:

ciscoasa# show license summary
Smart Licensing is ENABLED

Registration:
Status: REGISTERED
Smart Account: Bizl
Virtual Account: IT
Export-Controlled Functionality: Allowed
Last Renewal Attempt: None
Next Renewal Attempt: Mar 19 20:26:29 2018 UTC

License Authorization:
Status: AUTHORIZED
Last Communication Attempt: SUCCEEDED
Next Communication Attempt: Oct 23 01:41:26 2017 UTC

License Usage:
License Entitlement tag Count Status

regid.2014-08.com.ci... (FP2110-ASA-Std) 1 AUTHORIZED

Firepower 2100: Configure Permanent License Reservation

Step 1
Step 2

You can assign a permanent license to a Firepower 2100. This section also describes how to return a license
if you retire the ASA.

Procedure

Install the Firepower 2100 Permanent License, on page 139.
(Optional) (Optional) Return the Firepower 2100 Permanent License, on page 142.

Install the Firepower 2100 Permanent License

For ASAs that do not have internet access, you can request a permanent license from the Smart Software
Manager. The permanent license enables all features: Standard tier with maximum Security Contexts.
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. Install the Firepower 2100 Permanent License

\}

Note

Step 1

Step 2

Step 3

Step 4

For permanent license reservation, you must return the license before you decommission the ASA. If you do
not officially return the license, the license remains in a used state and cannot be reused for a new ASA. See
(Optional) Return the Firepower 2100 Permanent License, on page 142.

Before you begin

Purchase permanent licenses so they are available in the Smart Software Manager. Not all accounts are
approved for permanent license reservation. Make sure you have approval from Cisco for this feature before
you attempt to configure it.

Procedure

At the ASA CLI, enable permanent license reservation:
license smart reservation

Example:

ciscoasa (config)# license smart reservation
ciscoasa (config)#

Request the license code to enter in the Smart Software Manager:
license smart reservation request univer sal

Example:

ciscoasa# license smart reservation request universal

Enter this request code in the Cisco Smart Software Manager portal:
BB-ZFPR-2140:JAD200802RR-AzKmHcc71-2A

ciscoasa#

If you re-enter this command, then the same code is displayed, even after a reload. If you have not yet entered
this code into the Smart Software Manager and want to cancel the request, enter:

license smart reservation cancel

If you disable permanent license reservation, then any pending requests are canceled. If you already entered
the code into the Smart Software Manager, then you must complete this procedure to apply the license to the
ASA, after which point you can return the license if desired. See (Optional) Return the Firepower 2100
Permanent License, on page 142.

Go to the Smart Software Manager Inventory screen, and click the Licenses tab:
https://software.cisco.com/#SmartLicensing-Inventory

The Licensestab displays all existing licenses related to your account, both regular and permanent.

Click License Reservation, and type the ASA code into the box. Click Reserve License.

The Smart Software Manager generates an authorization code. You can download the code or copy it to the
clipboard. At this point, the license is now in use according to the Smart Software Manager.
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Step 5

Step 6

Install the Firepower 2100 Permanent License .

If you do not see the License Reservation button, then your account is not authorized for permanent license
reservation. In this case, you should disable permanent license reservation and re-enter the regular smart
license commands.

On the ASA, enter the authorization code:
license smart reservation install code

Example:

ciscoasa# license smart reservation install AAu3431rGRS00Ig5HQ12vpzg{MEYCIQCBwWS
ciscoasa#

Request license entitlements on the ASA.
You need to request the entitlements in the ASA configuration so that the ASA allows their use.
a) Enter license smart configuration mode:

license smart

Example:

ciscoasa(config)# license smart

ciscoasa (config-smart-1lic) #
b) Set the feature tier:

featuretier standard

Only the standard tier is available. A tier license is a prerequisite for adding other feature licenses.
¢) Request the security context license.

feature context number

By default, the ASA supports 2 contexts, so you should request the number of contexts you want minus
the 2 default contexts. The maximum number of contexts depends on your model:

* Firepower 2110—25 contexts
* Firepower 2120—25 contexts
* Firepower 2130—30 contexts

* Firepower 2140—40 contexts

For example, to use the maximum of 25 contexts on the Firepower 2110, enter 23 for the number of
contexts; this value is added to the default of 2.

Example:

ciscoasa(config-smart-lic)# feature context 18

d) (Optional) The Strong Encryption (3DES/AES) license is generally not required; for example, ASAs that
use older Satellite Server versions (pre-2.3.0) require this license, but you can enable this feature if you
know you need to, or if you want to track usage of this license in your account.

feature strong-encryption
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. (Optional) Return the Firepower 2100 Permanent License

Example:

ciscoasa(config-smart-lic)# feature strong-encryption

(Optional) Return the Firepower 2100 Permanent License

Step 1

Step 2

Step 3

Step 4

If you no longer need a permanent license (for example, you are retiring an ASA), you must officially return
the license to the Smart Software Manager using this procedure. If you do not follow all steps, then the license
stays in a used state and cannot easily be freed up for use elsewhere.

Procedure

On the ASA, generate a return code:
license smart reservation return

Example:

ciscoasa# license smart reservation return
Enter this return code in the Cisco Smart Software Manager portal:
Au3431rGRS00Ig5HQ12vpcg{uXiTRfVrp7M/zDpirLwYCaq8oSv60yZJuFDVBS2Q11iQ=

The ASA immediately becomes unlicensed and moves to the Evaluation state. If you need to view this code
again, re-enter this command. Note that if you request a new permanent license (license smart reservation
request univer sal), then you cannot re-display this code. Be sure to capture the code to complete the return.

View the ASA universal device identifier (UDI) so you can find this ASA instance in the Smart Software
Manager:

show license udi

Example:

ciscoasa# show license udi
UDI: PID:FPR-2140,SN:JAD200802RR
ciscoasa#

Go to the Smart Software Manager Inventory screen, and click the Product I nstances tab:
https://software.cisco.com/#SmartLicensing-Inventory

The Product I nstancestab displays all licensed products by the UDI.

Find the ASA you want to unlicense, choose Actions> Remove, and type the ASA return code into the box.
Click Remove Product I nstance.

The permanent license is returned to the available pool.
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(Optional) Deregister the Firepower 2100 (Regular and Satellite) .

(Optional) Deregister the Firepower 2100 (Regular and Satellite)

Deregistering the ASA removes the ASA from your account. All license entitlements and certificates on the
ASA are removed. You might want to deregister to free up a license for a new ASA. Alternatively, you can
remove the ASA from the Smart Software Manager.

Procedure

Deregister the ASA:

license smart deregister

(Optional) Renew the Firepower 2100 ID Certificate or License Entitlement
(Regular and Satellite)

Step 1

Step 2

By default, the ID certificate is automatically renewed every 6 months, and the license entitlement is renewed
every 30 days. You might want to manually renew the registration for either of these items if you have a
limited window for internet access, or if you make any licensing changes in the Smart Software Manager, for
example.

Procedure

Renew the ID certificate:

licensesmart renew id

Renew the license entitlement:

license smart renew auth

Firepower 4100/9300: Configure Smart Software Licensing

This procedure applies for a chassis using the License Authority, Satellite server users, or for Permanent
License Reservation; see the FXOS configuration guide to configure your method as a prerequisite.

For Permanent License Reservation, the license enables all features: Standard tier with maximum Security
Contexts and the Carrier license. However, for the ASA to "know" to use these features, you need to enable
them on the ASA.

Note

For pre-2.3.0 Smart Software Manager satellite users: The Strong Encryption (3DES/AES) license is not
enabled by default so you cannot use ASDM to configure your ASA until you request the Strong Encryption
license using the ASA CLI. Other strong encryption features are also not available until you do so, including
VPN.
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. Firepower 4100/9300: Configure Smart Software Licensing

Step 1

Step 2

Step 3

Before you begin

For an ASA cluster, you need to access the control unit for configuration. Check the Firepower Chassis
Manager to see which unit is the control unit. You can also check from the ASA CLI, as shown in this
procedure.

Procedure

Connect to the Firepower 4100/9300 chassis CLI (console or SSH), and then session to the ASA:

connect module slot console
connect asa

Example:

Firepower> connect module 1 console
Firepower-modulel> connect asa

asa>

The next time you connect to the ASA console, you go directly to the ASA; you do not need to enter connect
asa again.

For an ASA cluster, you only need to access the control unit for license configuration and other configuration.
Typically, the control unit is in slot 1, so you should connect to that module first.

At the ASA CLI, enter global configuration mode. By default, the enable password is blank unless you set it
when you deployed the logical device.

enable
configureterminal

Example:

asa> enable

Password:

asa# configure terminal
asa (config) #

If required, for an ASA cluster confirm that this unit is the control unit:
show cluster info

Example:

asa(config)# show cluster info
Cluster stbu: On
This is "unit-1-1" in state SLAVE

ID : O
Version : 9.5(2)
Serial No.: P3000000025
CCL IP : 127.2.1.1
CCL MAC : 000b.fcf8.cl192
Last join : 17:08:59 UTC Sep 26 2015
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Step 4

Step 5

Step 6

Firepower 4100/9300: Configure Smart Software Licensing .

Last leave: N/A
Other members in the cluster:

Unit "unit-1-2" in state SLAVE
ID : 1
Version : 9.5(2)
Serial No.: P3000000001
CCL IP : 127.2.1.2
CCL MAC : 000b.fcf8.cl62
Last join : 19:13:11 UTC Sep 23 2015
Last leave: N/A

Unit "unit-1-3" in state MASTER
ID : 2
Version : 9.5(2)
Serial No.: JABO815R0OJY
CCL IP : 127.2.1.3
CCL MAC : 000f.f775.541e
Last join : 19:13:20 UTC Sep 23 2015
Last leave: N/A

If a different unit is the control unit, exit the connection and connect to the correct unit. See below for
information about exiting the connection.

Enter license smart configuration mode:
license smart

Example:

ciscoasa(config)# license smart
ciscoasa(config-smart-lic)#

Set the feature tier:
featuretier standard

Only the standard tier is available. A tier license is a prerequisite for adding other feature licenses. You must
have sufficient tier licenses in your account. Otherwise, you cannot configure any other feature licenses or
any features that require licenses.

Request one or more of the following features:
* Carrier (GTP/GPRS, Diameter, and SCTP inspection)
featurecarrier
* Security Contexts
feature context <1-248>
For Permanent License Reservation, you can specify the maximum contexts (248).
« For pre 2.3.0 satellite server usersonly: Strong Encryption (3DES/AES)

feature strong-encryption
Example:

ciscoasa(config-smart-1lic)# feature carrier
ciscoasa(config-smart-1lic)# feature context 50
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To exit the ASA console, enter ~ at the prompt to exit to the Telnet application. Enter quit to exit back to the

supervisor CLI.

Licenses Per Model

This section lists the license entitlements available for the ASAv and Firepower 4100/9300 chassis ASA

ASAv

Jll CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10

security module.

The following table shows the licensed features for the ASAv series.

Licenses

Standard License

Firewall Licenses

Botnet Traffic Filter

Enabled

Firewall Conns, Concurrent

ASAvS: 50,000
ASAv10: 100,000
ASAv30: 500,000
ASAv50: 2,000,000

Carrier Enabled
Total TLS Proxy Sessions ASAvS: 500
ASAv10: 500

ASAv30: 1000
ASAv50: 10,000

VPN Licenses

AnyConnect peers Unlicensed Optional AnyConnect Plusor Apex
license, Maximums:
ASAV5: 50
ASAV10: 250
ASAV30: 750
ASAvV50: 10,000

Other VPN Peers ASAvS: 50

ASAv10: 250

ASAv30: 1000
ASAv50: 10,000
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Firepower 2100 Series .

Licenses Standard License

Total VPN Peers, combined all ASAv5: 50
types ASAV10: 250
ASAv30: 1000
ASAv50: 10,000

General Licenses

Throughput Level ASAvS: 100 Mbps
ASAv10: 1 Gbps
ASAv30: 2 Gbps
ASAv50: 10 Gbps

Encryption Base (DES) or Strong (3DES/AES), depending on the account's export
compliance setting

Failover Active/Standby

Security Contexts No support

Clustering No support

VLANSs, Maximum ASAv5: 25
ASAv10: 50
ASAv30: 200

ASAv50: 1024

RAM, vCPUs ASAv5: 1 GB, 1 vCPU

(Optional) ASAvS5: 1.5 GB, 1 vCPU (9.8(2) and later). You may want
to assign more memory if your ASAvS experiences memory exhaustion.

ASAv10: 2 GB, 1 vCPU
ASAv30: 8 GB, 4 vCPUs
ASAv50: 16 GB, 8 vCPUs

Firepower 2100 Series

The following table shows the licensed features for the Firepower 2100 series.

Licenses Standard License

Firewall Licenses

Botnet Traffic Filter No Support.

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



. Firepower 2100 Series

Getting Started with the ASA |

Licenses

Standard License

Firewall Conns, Concurrent

Firepower 2110: 1,000,000
Firepower 2120: 1,500,000
Firepower 2130: 2,000,000
Firepower 2140: 3,000,000

Carrier

No support. Although SCTP inspection maps are not supported, SCTP
stateful inspection using ACLs is supported.

Total TLS Proxy Sessions

Firepower 2110: 4,000
Firepower 2120: 8,000
Firepower 2130: 8,000
Firepower 2140: 10,000

VPN Licenses
AnyConnect peers Unlicensed Optional AnyConnect Plusor Apex
license, Maximums:
Firepower 2110: 1,500
Firepower 2120: 3,500
Firepower 2130: 7,500
Firepower 2140: 10,000
Other VPN Peers Firepower 2110: 1,500

Firepower 2120: 3,500
Firepower 2130: 7,500
Firepower 2140: 10,000

Total VPN Peers, combined all
types

Firepower 2110: 1,500
Firepower 2120: 3,500
Firepower 2130: 7,500
Firepower 2140: 10,000

General Licenses

Encryption

Base (DES) or Strong (3DES/AES), depending on the account's export

compliance setting
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Firepower 4100 Series ASA Application .

Licenses Standard License

Security Contexts 2 Optional License, Maximumsin
increments of 5 or 10:
Firepower 2110: 25
Firepower 2120: 25
Firepower 2130: 30
Firepower 2140: 40

Clustering No support.

VLANSs, Maximum 1024

Firepower 4100 Series ASA Application

The following table shows the licensed features for the Firepower 4100 series ASA application.

Licenses

Standard License

Firewall Licenses

Botnet Traffic Filter

No Support.

Firewall Conns, Concurrent

Firepower 4110: 10,000,000
Firepower 4120: 15,000,000
Firepower 4140: 25,000,000
Firepower 4150: 35,000,000

Carrier

Disabled

Optional License: Carrier

Total TLS Proxy Sessions

Firepower 4110: 10,000
All others: 15,000

VPN Licenses

AnyConnect peers Unlicensed Optional AnyConnect Plusor Apex
license:
Firepower 4110: 10,000
All others: 20,000

Other VPN Peers Firepower 4110: 10,000

All others: 20,000

Total VPN Peers, combined all

types

Firepower 4110: 10,000
All others: 20,000

General Licenses
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Licenses

Standard License

Encryption

Base (DES) or Strong (3DES/AES), depending on the account's export
compliance setting

Security Contexts

10 Optional License: Maximum of 250,
in increments of 10

Clustering

Enabled

VLANSs, Maximum

1024

Firepower 9300 ASA Application

The following table shows the licensed features for the Firepower 9300 ASA application.

Licenses

Standard License

Firewall Licenses

Botnet Traffic Filter

No Support.

Firewall Conns, Concurrent

Firepower 9300 SM-44: 60,000,000, up to 70,000,000 for a chassis with
3 modules

Firepower 9300 SM-36: 60,000,000, up to 70,000,000 for a chassis with
3 modules

Firepower 9300 SM-24: 55,000,000, up to 70,000,000 for a chassis with
3 modules

Carrier Disabled Optional License: Carrier

Total TLS Proxy Sessions 15,000

VPN Licenses

AnyConnect peers Unlicensed Optional AnyConnect Plusor Apex

license: 20,000 maximum

Other VPN Peers

20,000

Total VPN Peers, combined all

types

20,000

General Licenses

Encryption

Base (DES) or Strong (3DES/AES), depending on the account's export
compliance setting

Security Contexts

10 Optional License: Maximum of 250,
in increments of 10

Clustering

Enabled
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Monitoring Smart Software Licensing .

Licenses

Standard License

VLANSs, Maximum

1024

Monitoring Smart Software Licensing

You can monitor the license features, status, and certificate, as well as enable debug messages.

Viewing Your Current License

See the following commands for viewing your license:

« show license features

The following example shows an ASAv with only a base license (no current license entitlement):

Serial Number: 9AAHGX8514R

ASAv Platform License State: Unlicensed
No active entitlement: no feature tier configured

Licensed features for this platform:

Maximum Physical Interfaces
Maximum VLANSs

Inside Hosts

Failover

Encryption-DES
Encryption-3DES-AES
Security Contexts

GTP/GPRS

AnyConnect Premium Peers
AnyConnect Essentials

Other VPN Peers

Total VPN Peers

Shared License

AnyConnect for Mobile
AnyConnect for Cisco VPN Phone
Advanced Endpoint Assessment
UC Phone Proxy Sessions
Total UC Proxy Sessions
Botnet Traffic Filter
Intercompany Media Engine
Cluster

Viewing Smart License Status

See the following commands for viewing license status:

« show license all

10

50
Unlimited
Active/Standby
Enabled
Enabled
0
Disabled
2
Disabled
250

250
Disabled
Disabled
Disabled
Disabled
2

2
Enabled
Disabled
Disabled

perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual
perpetual

Displays the state of Smart Software Licensing, Smart Agent version, UDI information, Smart Agent
state, global compliance status, the entitlements status, licensing certificate information, and scheduled

Smart Agent tasks.

The following example shows an ASAv license:
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ciscoasa# show license all
Smart Licensing Status

Smart Licensing is ENABLED

Registration:
Status: REGISTERED
Smart Account: ASA
Virtual Account: ASAv Internal Users
Export-Controlled Functionality: Not Allowed

Initial Registration: SUCCEEDED on Sep 21 20:26:29 2015 UTC

Last Renewal Attempt: None
Next Renewal Attempt: Mar 19 20:26:28 2016 UTIC
Registration Expires: Sep 20 20:23:25 2016 UTC

License Authorization:
Status: AUTHORIZED on Sep 21 21:17:35 2015 UTC

Getting Started with the ASA |

Last Communication Attempt: SUCCEEDED on Sep 21 21:17:35 2015 UTC

Next Communication Attempt: Sep 24 00:44:10 2015 UTC
Communication Deadline: Dec 20 21:14:33 2015 UTC

License Usage

regid.2014-08.com.cisco.ASAvV-STD-1G,1.0_4fd3bdbd-29%ae-4cce-ad82-45ad3db1070c

(ASAV-STD-1G) :

Description: This entitlement tag was created via Alpha Extension application

Count: 1
Version: 1.0
Status: AUTHORIZED

Product Information

UDI: PID:ASAv,SN:9AHV3KJBEKE

Agent Version

Smart Agent for Licensing: 1.6 reservation/36

« show license status

Shows the smart license status.

The following example shows the status for an ASAv using regular smart software licensing:

ciscoasa# show license status
Smart Licensing is ENABLED

Registration:
Status: REGISTERED
Smart Account: ASA
Virtual Account: ASAv Internal Users
Export-Controlled Functionality: Not Allowed

Initial Registration: SUCCEEDED on Sep 21 20:26:29 2015 UTC

Last Renewal Attempt: None
Next Renewal Attempt: Mar 19 20:26:28 2016 UTC
Registration Expires: Sep 20 20:23:25 2016 UTC

License Authorization:
Status: AUTHORIZED on Sep 23 01:41:26 2015 UTC
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Viewing Smart License Status .

Last Communication Attempt: SUCCEEDED on Sep 23 01:41:26 2015 UTC
Next Communication Attempt: Oct 23 01:41:26 2015 UTC
Communication Deadline: Dec 22 01:38:25 2015 UTC

The following example shows the status for an ASAv using permanent license reservation:

ciscoasa# show license status

Smart Licensing is ENABLED
License Reservation is ENABLED

Registration:
Status: REGISTERED - UNIVERSAL LICENSE RESERVATION
Export-Controlled Functionality: Allowed
Initial Registration: SUCCEEDED on Jan 28 16:42:45 2016 UTC

License Authorization:
Status: AUTHORIZED - RESERVED on Jan 28 16:42:45 2016 UTC

Licensing HA configuration error:
No Reservation Ha config error

show license summary
Shows a summary of smart license status and usage.

The following example shows the summary for an ASAv using regular smart software licensing:

ciscoasa# show license summary
Smart Licensing is ENABLED

Registration:
Status: REGISTERED
Smart Account: ASA
Virtual Account: ASAv Internal Users
Export-Controlled Functionality: Not Allowed
Last Renewal Attempt: None
Next Renewal Attempt: Mar 19 20:26:29 2016 UTC

License Authorization:
Status: AUTHORIZED
Last Communication Attempt: SUCCEEDED
Next Communication Attempt: Oct 23 01:41:26 2015 UTC

License Usage:
License Entitlement tag Count Status

regid.2014-08.com.ci... (ASAv-STD-1G) 1 AUTHORIZED

The following example shows the summary for an ASAv using permanent license reservation:

ciscoasa# show license summary
Smart Licensing is ENABLED
Registration:

Status: REGISTERED - UNIVERSAL LICENSE RESERVATION
Export-Controlled Functionality: Allowed
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[l viewing the uDI

License Authorization:
Status: AUTHORIZED - RESERVED
« show license usage
Shows the smart license usage.

The following example shows the usage for an ASAv:

ciscoasa# show license usage

License Authorization:
Status: AUTHORIZED on Sep 23 01:41:26 2015 UTC

regid.2014-08.com.cisco.ASAv-STD-1G, 1.0 4fd3bdbd-29%ae-4cce-ad82-45ad3db1070c
(ASAV-STD-1G) :
Description: This entitlement tag was created via Alpha Extension application
Count: 1

Version: 1.0
Status: AUTHORIZED

Viewing the UDI

See the following command to view the universal product identifier (UDI):
show license udi
The following example shows the UDI for the ASAv:

ciscoasa# show license udi
UDI: PID:ASAv,SN:9AHV3KJBEKE
ciscoasa#

Debugging Smart Software Licensing

See the following commands for debugging clustering:
« debug license agent {error | trace| debug| all}

Turns on debugging from the Smart Agent.

« debug license level

Turns on various levels of Smart Software Licensing Manager debugs.

Smart Software Manager Communication

This section describes how your device communicates with the Smart Software Manager.
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Device Registration and Tokens

\}

For each virtual account, you can create a registration token. This token is valid for 30 days by default. Enter
this token ID plus entitlement levels when you deploy each device, or when you register an existing device.
You can create a new token if an existing token is expired.

Note

Firepower 4100/9300 chassis—Device registration is configured in the chassis, not on the ASA logical device.

At startup after deployment, or after you manually configure these parameters on an existing device, the device
registers with the Cisco License Authority. When the device registers with the token, the License Authority

issues an ID certificate for communication between the device and the License Authority. This certificate is

valid for 1 year, although it will be renewed every 6 months.

Periodic Communication with the License Authority

The device communicates with the License Authority every 30 days. If you make changes in the Smart Software
Manager, you can refresh the authorization on the device so the change takes place immediately. Or you can
wait for the device to communicate as scheduled.

You can optionally configure an HTTP proxy.

ASAv

The ASAv must have internet access either directly or through an HTTP proxy at least every 90 days. Normal
license communication occurs every 30 days, but with the grace period, your device will stay compliant for
up to 90 days without calling home. After the grace period, you should contact the Licensing Authority, or
your ASAv will be out-of-compliance.

Firepower 2100

The Firepower 2100 must have internet access either directly or through an HTTP proxy at least every 90
days. Normal license communication occurs every 30 days, but with the grace period, your device will operate
for up to 90 days without calling home. After the grace period, you must contact the Licensing Authority, or
you will not be able to make configuration changes to features requiring special licenses; operation is otherwise
unaffected.

Firepower 4100/9300

The Firepower 4100/9300 must have internet access either directly or through an HTTP proxy at least every
90 days. Normal license communication occurs every 30 days, but with the grace period, your device will
operate for up to 90 days without calling home. After the grace period, you must contact the Licensing
Authority, or you will not be able to make configuration changes to features requiring special licenses; operation
is otherwise unaffected.

Out-of-Compliance State

The device can become out of compliance in the following situations:

 Over-utilization—When the device uses unavailable licenses.

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



Getting Started with the ASA |
. Smart Call Home Infrastructure

* License expiration—When a time-based license expires.

* Lack of communication—When the device cannot reach the Licensing Authority for re-authorization.

To verify whether your account is in, or approaching, an Out-of-Compliance state, you must compare the
entitlements currently in use by your device against those in your Smart Account.

In an out-of-compliance state, the device might be limited, depending on the model:

» ASAv—The ASAv is not affected.

* Firepower 2100—You will not be able to make configuration changes to features requiring special
licenses, but operation is otherwise unaffected. For example, existing contexts over the Standard license
limit can continue to run, and you can modify their configuration, but you will not be able to add a new
context. If you do not have sufficient Standard licenses when you first register, you cannot configure
any licensed features, including strong encryption features.

* Firepower 4100/9300—You will not be able to make configuration changes to features requiring special
licenses, but operation is otherwise unaffected. For example, existing contexts over the Standard license
limit can continue to run, and you can modify their configuration, but you will not be able to add a new
context. If you do not have sufficient Standard licenses when you first register, you cannot configure
any licensed features, including strong encryption features.

Smart Call Home Infrastructure

By default, a Smart Call Home profile exists in the configuration that specifies the URL for the Licensing
Authority. You cannot remove this profile. Note that the only configurable option for the License profile is
the destination address URL for the License Authority. Unless directed by Cisco TAC, you should not change
the License Authority URL.

\)

Note  For the Firepower 4100/9300 chassis, Smart Call Home for licensing is configured in the Firepower 4100/9300
chassis supervisor, not on the ASA.

You cannot disable Smart Call Home for Smart Software Licensing. For example, even if you disable Smart
Call Home using the no service call-home command, Smart Software Licensing is not disabled.

Other Smart Call Home functions are not turned on unless you specifically configure them.

Smart License Certificate Management

The ASA automatically creates a trustpoint containing the certificate of the CA that issued the Smart Call
Home server certificate. To avoid service interruption if the issuing hierarchy of the server certificate changes,
configure the auto-update command to enable the automatic update of the trustpool bundle at periodic
intervals.

The server certificate received from a Smart License Server must contain "ServAuth" in the Extended Key
Usage field. This check will be done on non self-signed certificates only; self-signed certificates do not provide
any value in this field.
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History for Smart Software Licensing

Feature Name Platform Description

Releases
Licensing changes for failover pairs on the | 9.7(1) Only the active unit requests the license entitlements. Previously, both
Firepower 4100/9300 chassis units requested license entitlements. Supported with FXOS 2.1.1.
Permanent License Reservation for the 9.6(2) Due to an update to the Smart Agent (to 1.6.4), the request and
ASAv Short String enhancement authorization codes now use shorter strings.

We did not modify any commands.

Satellite Server support for the ASAv 9.6(2) If your devices cannot access the internet for security reasons, you can
optionally install a local Smart Software Manager satellite server as a
virtual machine (VM).

We did not modify any commands.

Permanent License Reservation for the 9.6(2) For highly secure environments where communication with the Cisco
ASA on the Firepower 4100/9300 chassis Smart Software Manager is not allowed, you can request a permanent
license for the ASA on the Firepower 9300 and Firepower 4100. All
available license entitlements are included in the permanent license,
including the Standard Tier, Strong Encryption (if qualified), Security
Contexts, and Carrier licenses. Requires FXOS 2.0.1.

All configuration is performed on the Firepower 4100/9300 chassis; no
configuration is required on the ASA.

Permanent License Reservation for the 9.5(2.200) | For highly secure environments where communication with the Cisco
ASAv 9.6(2) Smart Software Manager is not allowed, you can request a permanent

’ license for the ASAv. In 9.6(2), we also added support for this feature
for the ASAv on Amazon Web Services. This feature is not supported
for Microsoft Azure.

We introduced the following commands: license smart reservation,
license smart reservation cancel, license smart reservation install,
licensesmart reservation request universal, license smart reservation
return
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Feature Name

Platform
Releases

Description

Smart Agent Upgrade to v1.6

9.5(2.200)
9.6(2)

The smart agent was upgraded from Version 1.1 to Version 1.6. This
upgrade supports permanent license reservation and also supports setting
the Strong Encryption (3DES/AES) license entitlement according to the
permission set in your license account.

Note If you downgrade from Version 9.5(2.200), the ASAv does
not retain the licensing registration state. You need to
re-register with the license smart register idtoken id_token
for ce command; obtain the ID token from the Smart Software
Manager.

We introduced the following commands: show license status, show
license summary, show license udi, show license usage

We modified the following commands: show license all, show
tech-support license

We deprecated the following commands: show license cert, show license
entitlement, show license pool, show licenseregistration

Strong Encryption (3DES) license
automatically applied for the ASA on the
Firepower 9300

9.5(2.1)

For regular Cisco Smart Software Manager users, the Strong Encryption
license is automatically enabled for qualified customers when you apply
the registration token on the Firepower 9300.

Note If you are using the Smart Software Manager satellite
deployment, to use ASDM and other strong encryption
features, after you deploy the ASA you must enable the Strong
Encryption (3DES) license using the ASA CLI.

This feature requires FXOS 1.1.3.

We removed the following command for non-satellite configurations:
feature strong-encryption

Validation of the Smart Call Home/Smart
Licensing certificate if the issuing hierarchy
of the server certificate changes

9.5(2)

Smart licensing uses the Smart Call Home infrastructure. When the ASA
first configures Smart Call Home anonymous reporting in the background,
it automatically creates a trustpoint containing the certificate of the CA
that issued the Smart Call Home server certificate. The ASA now supports
validation of the certificate if the issuing hierarchy of the server certificate
changes; you can enable the automatic update of the trustpool bundle at
periodic intervals.

We introduced the following command: auto-import

New Carrier license

9.5(2)

The new Carrier license replaces the existing GTP/GPRS license, and
also includes support for SCTP and Diameter inspection. For the ASA
on the Firepower 9300, the feature mobile-sp command will
automatically migrate to the feature carrier command.

We introduced or modified the following commands: feature carrier,
show activation-key, show license, show tech-support, show version
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Feature Name Platform Description
Releases

Cisco Smart Software Licensing for the |9.4(1.150) | We introduced Smart Software Licensing for the ASA on the Firepower
ASA on the Firepower 9300 9300.

We introduced the following commands: feature strong-encryption,
feature mobile-sp, feature context

Cisco Smart Software Licensing for the |9.3(2) Smart Software Licensing lets you purchase and manage a pool of
ASAv licenses. Unlike PAK licenses, smart licenses are not tied to a specific
serial number. You can easily deploy or retire ASAvs without having to
manage each unit’s license key. Smart Software Licensing also lets you
see your license usage and needs at a glance.

We introduced the following commands: clear configurelicense, debug
license agent, featuretier, http-proxy, license smart, license smart
deregister, license smart register, license smart renew, show license,
show running-config license, throughput level
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CHAPTER 5

Logical Devices for the Firepower 4100/9300

The Firepower 4100/9300 is a flexible security platform on which you can install one or more logical devices.
This chapter describes basic interface configuration and how to add a standalone or High Availability logical
device using the Firepower Chassis Manager. To add a clustered logical device, see ASA Cluster for the
Firepower 4100/9300 Chassis, on page 439. To use the FXOS CLI, see the FXOS CLI configuration guide.
For more advanced FXOS procedures and troubleshooting, see the FXOS configuration guide.

* About Firepower Interfaces, on page 161

» About Logical Devices, on page 162

* Requirements and Prerequisites for Hardware and Software Combinations, on page 163
* Guidelines and Limitations for Logical Devices, on page 164

* Configure Interfaces, on page 165

* Configure Logical Devices, on page 169

* History for Logical Devices, on page 179

About Firepower Interfaces

The Firepower 4100/9300 chassis supports physical interfaces and EtherChannel (port-channel) interfaces.
EtherChannel interfaces can include up to 16 member interfaces of the same type.

Chassis Management Interface

The chassis management interface is used for management of the FXOS Chassis by SSH or Firepower Chassis
Manager. This interface is separate from the mgmt-type interface that you assign to the logical devices for
application management.

To configure parameters for this interface, you must configure them from the CLI. To view information about
this interface in the FXOS CLI, connect to local management and show the management port:

Firepower # connect local-mgmt
Firepower(local-mgmt) # show mgmt-port

Note that the chassis management interface remains up even if the physical cable or SFP module are unplugged,
or if the mgmt-port shut command is performed.
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Note The chassis management interface does not support jumbo frames.

Interface Types

Each interface can be one of the following types:

 Data—Use for regular data. Data interfaces cannot be shared between logical devices, and logical devices
cannot communicate over the backplane to other logical devices. For traffic on Data interfaces, all traffic
must exit the chassis on one interface and return on another interface to reach another logical device.

* Data-sharing—Use for regular data. Only supported with container instances, these data interfaces can
be shared by one or more logical devices/container instances (FTD only).

» Mgmt—Use to manage application instances. These interfaces can be shared by one or more logical
devices to access external hosts; logical devices cannot communicate over this interface with other logical
devices that share the interface. You can only assign one management interface per logical device. For
ASA: You can later enable management from a data interface; but you must assign a Management
interface to the logical device even if you don't intend to use it after you enable data management. For
information about the separate chassis management interface, see Chassis Management Interface, on
page 161.

* Firepower-eventing—Use as a secondary management interface for FTD devices.

* Cluster—Use as the cluster control link for a clustered logical device. By default, the cluster control link
is automatically created on Port-channel 48. The Cluster type is only supported on EtherChannel interfaces.

FXOS Interfaces vs. Application Interfaces

The Firepower 4100/9300 manages the basic Ethernet settings of physical interfaces and EtherChannel
(port-channel) interfaces. Within the application, you configure higher level settings. For example, you can
only create EtherChannels in FXOS; but you can assign an IP address to the EtherChannel within the application.

The following sections describe the interaction between FXOS and the application for interfaces.

VLAN Subinterfaces

For all logical devices, you can create VLAN subinterfaces within the application.

Independent Interface States in the Chassis and in the Application

You can administratively enable and disable interfaces in both the chassis and in the application. For an
interface to be operational, the interface must be enabled in both operating systems. Because the interface
state is controlled independently, you may have a mismatch between the chassis and application.

About Logical Devices

A logical device lets you run one application instance (either ASA or Firepower Threat Defense) and also one
optional decorator application (Radware DefensePro) to form a service chain.
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When you add a logical device, you also define the application instance type and version, assign interfaces,
and configure bootstrap settings that are pushed to the application configuration.

Note For the Firepower 9300, you must install the same application instance type (ASA or FTD) on all modules
in the chassis; different types are not supported at this time. Note that modules can run different versions of
an application instance type.

Standalone and Clustered Logical Devices

You can add the following logical device types:

» Standalone—A standalone logical device operates as a standalone unit or as a unit in a High Availability
pair.

* Cluster—A clustered logical device lets you group multiple units together, providing all the convenience
of a single device (management, integration into a network) while achieving the increased throughput
and redundancy of multiple devices. Multiple module devices, like the Firepower 9300, support
intra-chassis clustering. For the Firepower 9300, all three modules must participate in the cluster.

Requirements and Prerequisites for Hardware and Software
Combinations

The Firepower 4100/9300 supports multiple models, security modules, application types, and high availability
and scalability features. See the following requirements for allowed combinations.

Firepower 9300 Requirements

The Firepower 9300 includes 3 security module slots and multiple types of security modules. See the following
requirements:

* Security Module Types—All modules in the Firepower 9300 must be the same type.

* Native and Container instances—When you install a container instance on a security module, that module
can only support other container instances. A native instance uses all of the resources for a module, so
you can only install a single native instance on a module. You can use native instances on some modules,
and container instances on the other module. For example, you can install a native instance on module
1 and module 2, but container instances on module 3.

* Clustering—All security modules in the cluster, whether it is intra-chassis or inter-chassis, must be the
same type. You can have different quantities of installed security modules in each chassis, although all
modules present in the chassis must belong to the cluster including any empty slots. For example, you
can install 2 SM-36s in chassis 1, and 3 SM-36s in chassis 2.

» High Availability—High Availability is only supported between same-type modules on the Firepower
9300.

» ASA and FTD application types—You can only install one application type on the chassis, ASA or FTD.
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* ASA or FTD versions—You can run different versions of an application instance type on separate
modules, or as separate container instances on the same module. For example, you can install FTD 6.3
on module 1, FTD 6.4 on module 2, and FTD 6.5 on module 3.

Firepower 4100 Requirements
The Firepower 4100 comes in multiple models. See the following requirements:

* Native and Container instances—When you install a container instance on a Firepower 4100, that device
can only support other container instances. A native instance uses all of the resources for a device, so
you can only install a single native instance on the device.

* Clustering—All chassis in the cluster must be the same model.
* High Availability—High Availability is only supported between same-type models.

* ASA and FTD application types—The Firepower 4100 can only run a single application type.

Guidelines and Limitations for Logical Devices

See the following sections for guidelines and limitations.

Guidelines and Limitations for Firepower Interfaces

Default MAC Addresses
Default MAC address assignments depend on the type of interface.

* Physical interfaces—The physical interface uses the burned-in MAC address.

* EtherChannels—For an EtherChannel, all interfaces that are part of the channel group share the same
MAC address. This feature makes the EtherChannel transparent to network applications and users,
because they only see the one logical connection; they have no knowledge of the individual links. The
port-channel interface uses a unique MAC address from a pool; interface membership does not affect
the MAC address.

General Guidelines and Limitations

Firewall Mode

You can set the firewall mode to routed or transparent in the bootstrap configuration for the FTD and ASA.

High Availability
* Configure high availability within the application configuration.

* You can use any data interfaces as the failover and state links.
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Context Mode

* Enable multiple context mode in the ASA after you deploy.

Requirements and Prerequisites for High Availability
* The two units in a High Availability Failover configuration must:
* Be on a separate chassis; intra-chassis High Availability for the Firepower 9300 is not supported.
* Be the same model.
» Have the same interfaces assigned to the High Availability logical devices.

* Have the same number and types of interfaces. All interfaces must be preconfigured in FXOS
identically before you enable High Availability.

* For High Availability system requirements, see Failover System Requirements, on page 256.

Configure Interfaces

By default, physical interfaces are disabled. You can enable interfaces, add EtherChannels, and edit interface
properties.

N

Note Ifyouremove an interface in FXOS (for example, if you remove a network module, remove an EtherChannel,
or reassign an interface to an EtherChannel), then the ASA configuration retains the original commands so
that you can make any necessary adjustments; removing an interface from the configuration can have wide
effects. You can manually remove the old interface configuration in the ASA OS.

Configure a Physical Interface

You can physically enable and disable interfaces, as well as set the interface speed and duplex. To use an
interface, it must be physically enabled in FXOS and logically enabled in the application.

Before you begin

* Interfaces that are already a member of an EtherChannel cannot be modified individually. Be sure to
configure settings before you add it to the EtherChannel.

Procedure
Step 1 Enter interface mode.

scope eth-uplink

scopefabrica
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Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Enable the interface.

enter interfaceinterface id
enable

Example:

Firepower /eth-uplink/fabric # enter interface Ethernetl/8
Firepower /eth-uplink/fabric/interface # enable

Note Interfaces that are already a member of a port-channel cannot be modified individually. If you use
the enter interface or scopeinterface command on an interface that is a member of a port channel,
you will receive an error stating that the object does not exist. You should edit interfaces using the
enter interface command before you add them to a port-channel.

(Optional) Set the interface type.
set port-type {data| mgmt | cluster}

Example:

Firepower /eth-uplink/fabric/interface # set port-type mgmt

The data keyword is the default type. Do not choose the cluster keyword; by default, the cluster control link
is automatically created on Port-channel 48.

Enable or disable autonegotiation, if supported for your interface.
set auto-negotiation {on | off}

Example:
Firepower /eth-uplink/fabric/interface* # set auto-negotiation off
Set the interface speed.

set admin-speed {10mbps| 100mbps| 1gbps| 10gbps | 40gbps| 100gbps}

Example:
Firepower /eth-uplink/fabric/interface* # set admin-speed lgbps
Set the interface duplex mode.

set admin-duplex {fullduplex | halfduplex}

Example:

Firepower /eth-uplink/fabric/interface* # set admin-duplex halfduplex

If you edited the default flow control policy, it is already applied to interfaces. If you created a new policy,
apply it to the interface.

set flow-control-policy name
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Step 8

Add an EtherChannel (Port Channel) .

Example:

Firepower /eth-uplink/fabric/interface* # set flow-control-policy flowl

Save the configuration.
commit-buffer

Example:

Firepower /eth-uplink/fabric/interface* # commit-buffer
Firepower /eth-uplink/fabric/interface #

Add an EtherChannel (Port Channel)

An EtherChannel (also known as a port channel) can include up to 16 member interfaces of the same media
type and capacity, and must be set to the same speed and duplex. The media type can be either RJ-45 or SFP;
SFPs of different types (copper and fiber) can be mixed. You cannot mix interface capacities (for example
1GB and 10GB interfaces) by setting the speed to be lower on the larger-capacity interface. The Link
Aggregation Control Protocol (LACP) aggregates interfaces by exchanging the Link Aggregation Control
Protocol Data Units (LACPDUs) between two network devices.

You can configure each physical Data interface in an EtherChannel to be:

* Active—Sends and receives LACP updates. An active EtherChannel can establish connectivity with
either an active or a passive EtherChannel. You should use the active mode unless you need to minimize
the amount of LACP traffic.

* On—The EtherChannel is always on, and LACP is not used. An “on” EtherChannel can only establish
a connection with another “on” EtherChannel.

Note

It may take up to three minutes for an EtherChannel to come up to an operational state if you change its mode
from On to Active or from Active to On.

Non-data interfaces only support active mode.

LACP coordinates the automatic addition and deletion of links to the EtherChannel without user intervention.
It also handles misconfigurations and checks that both ends of member interfaces are connected to the correct
channel group. “On” mode cannot use standby interfaces in the channel group when an interface goes down,
and the connectivity and configurations are not checked.

When the Firepower 4100/9300 chassis creates an EtherChannel, the EtherChannel stays in a Suspended
state for Active LACP mode or a Down state for On LACP mode until you assign it to a logical device, even
if the physical link is up. The EtherChannel will be brought out of this Suspended state in the following
situations:

* The EtherChannel is added as a data or management interface for a standalone logical device

* The EtherChannel is added as a management interface or cluster control link for a logical device that is
part of a cluster
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Step 1

Step 2

Step 3

Step 4

Step 5

* The EtherChannel is added as a data interface for a logical device that is part of a cluster and at least one
unit has joined the cluster

Note that the EtherChannel does not come up until you assign it to a logical device. If the EtherChannel is
removed from the logical device or the logical device is deleted, the EtherChannel will revert to a Suspended
or Down state.

Procedure

Enter interface mode:
scope eth-uplink

scopefabrica

Create the port-channel:

create port-channel id

enable

Assign member interfaces:
create member-port interface id

You can add up to 16 member interfaces of the same media type and capacity. The member interfaces must
be set to the same speed and duplex, and must match the speed and duplex that you configured for this port
channel. The media type can be either RJ-45 or SFP; SFPs of different types (copper and fiber) can be mixed.
You cannot mix interface capacities (for example 1GB and 10GB interfaces) by setting the speed to be lower
on the larger-capacity interface.

Example:

Firepower /eth-uplink/fabric/port-channel* # create member-port Ethernetl/1
Firepower /eth-uplink/fabric/port-channel/member-port* # exit

Firepower /eth-uplink/fabric/port-channel* # create member-port Ethernetl/2
Firepower /eth-uplink/fabric/port-channel/member-port* # exit

Firepower /eth-uplink/fabric/port-channel* # create member-port Ethernetl/3
Firepower /eth-uplink/fabric/port-channel/member-port* # exit

Firepower /eth-uplink/fabric/port-channel* # create member-port Ethernetl/4
Firepower /eth-uplink/fabric/port-channel/member-port* # exit

(Optional) Set the interface type.
set port-type {data| mgmt | cluster}

Example:

Firepower /eth-uplink/fabric/port-channel # set port-type data

The data keyword is the default type. Do not choose the cluster keyword unless you want to use this
port-channel as the cluster control link instead of the default.

Set the required interface speed for members of the port-channel.

set speed {10mbps| 100mbps| 1gbps| 10gbps | 40gbps | 100gbps}
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If you add a member interface that is not at the specified speed, it will not successfully join the port channel.
The default is 10gbps.

Example:

Firepower /eth-uplink/fabric/port-channel* # set speed lgbps

Step 6 (Optional) Set the required duplex for members of the port-channel.
set duplex {fullduplex | halfduplex}

If you add a member interface that is configured with the specified duplex, it will not successfully join the
port channel. The default is fullduplex.

Example:
Firepower /eth-uplink/fabric/port-channel* # set duplex fullduplex
Step 7 Enable or disable autonegotiation, if supported for your interface.

set auto-negotiation {on | off}

Example:

Firepower /eth-uplink/fabric/interface* # set auto-negotiation off
Step 8 Set the LACP port-channel mode for data interfaces.

For non-Data interfaces, the mode is always active.

set port-channel-mode {active | on}

Example:

Firepower /eth-uplink/fabric/port-channel* # set port-channel-mode on

Step 9 If you edited the default flow control policy, it is already applied to interfaces. If you created a new policy,
apply it to the interface.

set flow-control-policy name

Example:

Firepower /eth-uplink/fabric/interface* # set flow-control-policy flowl

Step 10 Commit the configuration:
commit-buffer

Configure Logical Devices

Add a standalone logical device or a High Availability pair on the Firepower 4100/9300 chassis.
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For clustering, see #unique 227.

Add a Standalone ASA

Standalone logical devices work either alone or in a High Availability pair. On the Firepower 9300 with
multiple security modules, you can deploy either a cluster or standalone devices. The cluster must use all
modules, so you cannot mix and match a 2-module cluster plus a single standalone device, for example.

You can deploy a routed or transparent firewall mode ASA from the Firepower 4100/9300 chassis.

For multiple context mode, you must first deploy the logical device, and then enable multiple context mode
in the ASA application.

Before you begin

» Download the application image you want to use for the logical device from Cisco.com, and then download
that image to the Firepower 4100/9300 chassis.

N

Note  For the Firepower 9300, you must install the same application instance type (ASA
or FTD) on all modules in the chassis; different types are not supported at this
time. Note that modules can run different versions of an application instance type.

* Configure a management interface to use with the logical device. The management interface is required.
Note that this management interface is not the same as the chassis management port that is used only for
chassis management (in FXOS, you might see it displayed as MGMT, management0, or other similar
names).

* Gather the following information:
* Interface IDs for this device
* Management interface IP address and network mask

* Gateway IP address

Procedure

Step 1 Enter security services mode.
scope ssa

Example:

Firepower# scope ssa
Firepower /ssa #

Step 2 Set the application instance image version.
a) View available images. Note the Version number that you want to use.

show app
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b) Set the scope to the security module/engine slot.

¢)

d)

Example:

Firepower /ssa # show app

Add a Standalone ASA [J|]

Name Version Author
App

asa 9.9.1 cisco

asa 9.10.1 cisco

ftd 6.2.3 cisco

scopedot dot_id

Supported Deploy Types CSP Type Is Default
Native Application No
Native Application Yes
Native Application Yes

The slot_id is always 1 for the Firepower 4100, and 1, 2, or 3 for the Firepower 9300.

Example:

Firepower /ssa # scope slot 1
Firepower /ssa/slot #

Create the application instance.

enter app-instance asa device_name

The device_name can be between 1 and 64 characters. You will use this device name when you create

the logical device for this instance.

Example:

Firepower /ssa/slot # enter app-instance asa ASAl

Firepower /ssa/slot/app-instance* #

Set the ASA image version.
set startup-version version

Example:

Firepower /ssa/slot/app-instance* # set startup-version 9.10.1

Exit to slot mode.
exit

Example:

Firepower /ssa/slot/app-instance* # exit

Firepower /ssa/slot* #

Exit to ssa mode.
exit

Example:

Firepower /ssa/slot* # exit
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Step 3

Step 4

Step 5

Getting Started with the ASA |

Firepower /ssa* #

Example:

Firepower /ssa # scope slot 1

Firepower /ssa/slot # enter app-instance asa ASAl

Firepower /ssa/slot/app-instance* # set startup-version 9.10.1
Firepower /ssa/slot/app-instance* # exit

Firepower /ssa/slot* # exit

Firepower /ssa* #

Create the logical device.
enter logical-device device_name asa dot_id standalone
Use the same device_name as the application instance you added earlier.

Example:

Firepower /ssa # enter logical-device ASAl asa 1 standalone
Firepower /ssa/logical-device* #

Assign the management and data interfaces to the logical device. Repeat for each interface.
create external-port-link name interface id asa
set description description
exit
» name—The name is used by the Firepower 4100/9300 chassis supervisor; it is not the interface name
used in the ASA configuration.

« description—Use quotes (") around phrases with spaces.

The management interface is not the same as the chassis management port. You will later enable and configure
the data interfaces on the ASA, including setting the IP addresses.

Example:

Firepower /ssa/logical-device* # create external-port-link inside Ethernetl/1l asa
Firepower /ssa/logical-device/external-port-link* # set description "inside link"
Firepower /ssa/logical-device/external-port-link* # exit

Firepower /ssa/logical-device* # create external-port-link management Ethernetl/7 asa
Firepower /ssa/logical-device/external-port-link* # set description "management link"
Firepower /ssa/logical-device/external-port-link* # exit

Firepower /ssa/logical-device* # create external-port-link outside Ethernetl/2 asa
Firepower /ssa/logical-device/external-port-link* # set description "external link"
Firepower /ssa/logical-device/external-port-link* # exit

Configure the management bootstrap information.

a) Create the bootstrap object.
create mgmt-bootstrap asa

Example:
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b)

d)

Add a Standalone ASA [J|]

Firepower /ssa/logical-device* # create mgmt-bootstrap asa
Firepower /ssa/logical-device/mgmt-bootstrap* #

Specify the firewall mode, routed or transparent.

create bootstrap-key FIREWALL _MODE

set value {routed | transparent}

exit

In routed mode, the device is considered to be a router hop in the network. Each interface that you want
to route between is on a different subnet. A transparent firewall, on the other hand, is a Layer 2 firewall

that acts like a “bump in the wire,” or a “stealth firewall,” and is not seen as a router hop to connected
devices.

The firewall mode is only set at initial deployment. If you re-apply the bootstrap settings, this setting is
not used.

Example:

Firepower /ssa/logical-device/mgmt-bootstrap* # create bootstrap-key FIREWALL MODE
Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key* # set value routed
Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key* # exit

Firepower /ssa/logical-device/mgmt-bootstrap* #

Specify the admin and enable password.
create bootstrap-key-secret PASSWORD
set value

Enter a value: password

Confirm the value: password

exit

Example:

The pre-configured ASA admin user and enable password is useful for password recovery; if you have
FXOS access, you can reset the admin user password if you forget it.

Example:

Firepower /ssa/logical-device/mgmt-bootstrap* # create bootstrap-key-secret PASSWORD
Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key-secret* # set value

Enter a value: floppylampshade

Confirm the value: floppylampshade

Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key-secret* # exit

Firepower /ssa/logical-device/mgmt-bootstrap* #

Configure the IPv4 management interface settings.
createipv4 slot_id default
set ip ip_address mask network_mask

set gateway gateway address
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exit
Example:

Firepower /ssa/logical-device/mgmt-bootstrap* # create ipv4 1 default

Firepower /ssa/logical-device/mgmt-bootstrap/ipv4d* # set ip 10.10.10.34 mask 255.255.255.0
Firepower /ssa/logical-device/mgmt-bootstrap/ipv4* # set gateway 10.10.10.1

Firepower /ssa/logical-device/mgmt-bootstrap/ipv4d* # exit

Firepower /ssa/logical-device/mgmt-bootstrap* #

e) Configure the IPv6 management interface settings.
createipvé slot_id default
set ip ip_address prefix-length prefix
set gateway gateway address
exit
Example:
Firepower /ssa/logical-device/mgmt-bootstrap* # create ipv6 1 default
Firepower /ssa/logical-device/mgmt-bootstrap/ipvée* # set ip 2001:0DB8:BA98::3210
prefix-length 64
Firepower /ssa/logical-device/mgmt-bootstrap/ipvé6* # set gateway 2001:0DB8:BA98::3211

Firepower /ssa/logical-device/mgmt-bootstrap/ipve* # exit
Firepower /ssa/logical-device/mgmt-bootstrap* #

f) Exit the management bootstrap mode.
exit

Example:

Firepower /ssa/logical-device/mgmt-bootstrap* # exit
Firepower /ssa/logical-device* #

Save the configuration.
commit-buffer

The chassis deploys the logical device by downloading the specified software version and pushing the bootstrap
configuration and management interface settings to the application instance. Check the status of the deployment
using the show app-instance command. The application instance is running and ready to use when the Admin
Stateis Enabled and the Oper Stateis Online.

Example:

Firepower /ssa/logical-device* # commit-buffer

Firepower /ssa/logical-device # exit

Firepower /ssa # show app-instance

App Name Identifier Slot ID Admin State Oper State Running Version Startup Version
Deploy Type Profile Name Cluster State Cluster Role

asa asal 2 Disabled Not Installed 9.12.1
Native Not Applicable None
ftd ftdl 1 Enabled Online 6.4.0.49 6.4.0.49
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Container Default-Small Not Applicable None

Step 7 See the ASA configuration guide to start configuring your security policy.

Example

Firepower# scope ssa

Firepower /ssa # scope slot 1

Firepower /ssa/slot # enter app-instance asa MyDevicel

Firepower /ssa/slot/app-instance* # set startup-version 9.10.1

Firepower /ssa/slot/app-instance* # exit

Firepower /ssa/slot* # exit

Firepower /ssa* # create logical-device MyDevicel asa 1 standalone

Firepower /ssa/logical-device* # create external-port-link inside Ethernetl/1l asa
Firepower /ssa/logical-device/external-port-link* # set description "inside link"
Firepower /ssa/logical-device/external-port-link* # exit

Firepower /ssa/logical-device* # create external-port-link management Ethernetl/7 asa
Firepower /ssa/logical-device/external-port-link* # set description "management link"
Firepower /ssa/logical-device/external-port-link* # exit

Firepower /ssa/logical-device* # create external-port-link outside Ethernetl/2 asa
Firepower /ssa/logical-device/external-port-link* # set description "external link"
Firepower /ssa/logical-device/external-port-link* # exit

Firepower /ssa/logical-device* # create mgmt-bootstrap asa

Firepower /ssa/logical-device/mgmt-bootstrap* # enter bootstrap-key FIREWALL MODE
Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key* # set value transparent
Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key* # exit

Firepower /ssa/logical-device/mgmt-bootstrap* # create bootstrap-key-secret PASSWORD
Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key-secret* # set value

Enter a value: secretglassine

Confirm the value: secretglassine

Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key-secret* # exit

Firepower /ssa/logical-device/mgmt-bootstrap* # create ipv4 1 default

Firepower /ssa/logical-device/mgmt-bootstrap/ipv4* # set gateway 10.0.0.1

Firepower /ssa/logical-device/mgmt-bootstrap/ipv4d* # set ip 10.0.0.31 mask 255.255.255.0
Firepower /ssa/logical-device/mgmt-bootstrap/ipvid* # exit

Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key* # commit-buffer
Firepower /ssa/logical-device/mgmt-bootstrap/bootstrap-key #

Add a High Availability Pair

ASA High Availability (also known as failover) is configured within the application, not in FXOS. However,
to prepare your chassis for high availability, see the following steps.

Before you begin

See Failover System Requirements, on page 256.

Procedure
Step 1 Allocate the same interfaces to each logical device.
Step 2 Allocate 1 or 2 data interfaces for the failover and state link(s).
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. Change an Interface on an ASA Logical Device

Step 3
Step 4

These interfaces exchange high availability traffic between the 2 chassis. We recommend that you use a 10
GB data interface for a combined failover and state link. If you have available interfaces, you can use separate
failover and state links; the state link requires the most bandwidth. You cannot use the management-type
interface for the failover or state link. We recommend that you use a switch between the chassis, with no other
device on the same network segment as the failover interfaces.

Enable High Availability on the logical devices. See Failover for High Availability, on page 255.

If you need to make interface changes after you enable High Availability, perform the changes on the standby
unit first, and then perform the changes on the active unit.

Note For the ASA, if you remove an interface in FXOS (for example, if you remove a network module,
remove an EtherChannel, or reassign an interface to an EtherChannel), then the ASA configuration
retains the original commands so that you can make any necessary adjustments; removing an interface
from the configuration can have wide effects. You can manually remove the old interface
configuration in the ASA OS.

Change an Interface on an ASA Logical Device

\}

You can allocate, unallocate, or replace a management interface on an ASA logical device. ASDM discovers
the new interfaces automatically.

Adding a new interface, or deleting an unused interface has minimal impact on the ASA configuration.
However, if you remove an allocated interface in FXOS (for example, if you remove a network module,
remove an EtherChannel, or reassign an allocated interface to an EtherChannel), and the interface is used in
your security policy, removal will impact the ASA configuration. In this case, the ASA configuration retains
the original commands so that you can make any necessary adjustments. You can manually remove the old
interface configuration in the ASA OS.

Note

You can edit the membership of an allocated EtherChannel without impacting the logical device.

Before you begin

* Configure your interfaces and add any EtherChannels according to Configure a Physical Interface, on
page 165 and Add an EtherChannel (Port Channel), on page 167.

* If you want to add an already-allocated interface to an EtherChannel (for example, all interfaces are
allocated by default to a cluster), you need to unallocate the interface from the logical device first, then
add the interface to the EtherChannel. For a new EtherChannel, you can then allocate the EtherChannel
to the device.

* For clustering or failover, make sure you add or remove the interface on all units. We recommend that
you make the interface changes on the data/standby unit(s) first, and then on the control/active unit. New
interfaces are added in an administratively down state, so they do not affect interface monitoring.
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Step 1

Step 2

Step 3

Step 4

Step 5

Connect to the Console of the Application .

Procedure

Enter security services mode:

Firepower# scope ssa

Edit the logical device:

Firepower /ssa # scope logical-device device_name

Unallocate an interface from the logical device:
Firepower /ssa/logical-device # delete external-port-link name
Enter the show exter nal-port-link command to view interface names.

For a management interface, delete the current interface then commit your change using the commit-buffer
command before you add the new management interface.

Allocate a new interface to the logical device:
Firepower /ssa/logical-device* # create external-port-link name interface id asa

Commit the configuration:
commit-buffer

Commits the transaction to the system configuration.

Connect to the Console of the Application

Step 1

Use the following procedure to connect to the console of the application.

Procedure

Connect to the module CLI using a console connection or a Telnet connection.
connect module slot_number {console| telnet}

To connect to the security engine of a device that does not support multiple security modules, always use 1
as the slot_number.

The benefits of using a Telnet connection is that you can have multiple sessions to the module at the same
time, and the connection speed is faster.

Example:

Firepower# connect module 1 console
Telnet escape character is '~'.
Trying 127.5.1.1...

Connected to 127.5.1.1.

Escape character is '~'.

CISCO Serial Over LAN:
Close Network Connection to Exit
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Step 2

Step 3

Step 4

Firepower-modulel>

Connect to the application console.

connect asa name

To view the instance names, enter the command without a name.

Example:

Firepower-modulel> connect asa asal
Connecting to asa(asal) console... hit Ctrl + A + D

[...]
asa>

Exit the application console to the FXOS module CLI.
*» ASA—Enter Ctrl-a, d

Return to the supervisor level of the FXOS CLI.
Exit the console:
a) Enter ~
You exit to the Telnet application.
b) To exit the Telnet application, enter:

telnet>quit

Exit the Telnet session:
a) Enter Ctrl-], .

Example

Getting Started with the ASA |

to return to bootCLI

The following example connects to an ASA on security module 1 and then exits back to the supervisor

level of the FXOS CLI.

Firepower# connect module 1 console
Telnet escape character is '~'.
Trying 127.5.1.1...

Connected to 127.5.1.1.

Escape character is '~'.

CISCO Serial Over LAN:
Close Network Connection to Exit

Firepower-modulel>connect asa asal
asa> ~

telnet> quit

Connection closed.

Firepower#
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History for Logical Devices

History for Logical Devices .

Feature

Version

Details

Cluster control link customizable IP
Address for the Firepower 4100/9300

9.10.1

By default, the cluster control link uses the
127.2.0.0/16 network. You can now set the
network when you deploy the cluster in
FXOS. The chassis auto-generates the
cluster control link interface IP address for
each unit based on the chassis ID and slot
ID: 127.2.chassis id.dot_id. However,
some networking deployments do not allow
127.2.0.0/16 traffic to pass. Therefore, you
can now set a custom /16 subnet for the
cluster control link in FXOS except for
loopback (127.0.0.0/8) and multicast
(224.0.0.0/4) addresses.

Note Requires FXOS 2.4.1.

New/Modified FXOS commands: set
cluster-control-link network

Support for data EtherChannels in On mode

9.10.1

You can now set data and data-sharing
EtherChannels to either Active LACP mode
or to On mode. Other types of
EtherChannels only support Active mode.

Note Requires FXOS 2.4.1.

New/Modified FXOS commands: set
port-channel-mode

Inter-site clustering improvement for the
ASA on the Firepower 4100/9300 chassis

9.7(1)

You can now configure the site ID for each
Firepower 4100/9300 chassis when you
deploy the ASA cluster. Previously, you
had to configure the site ID within the ASA
application; this new feature eases initial
deployment. Note that you can no longer
set the site ID within the ASA
configuration. Also, for best compatibility
with inter-site clustering, we recommend
that you upgrade to ASA 9.7(1) and FXOS
2.1.1, which includes several improvements
to stability and performance.

We modified the following command:
site-id
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Feature Version Details
Support for the Firepower 4100 series 9.6(1) With FXOS 1.1.4, the ASA supports
inter-chassis clustering on the Firepower
4100 series.
We did not modify any commands.
Inter-chassis clustering for 6 modules, and | 9.5(2.1) With FXOS 1.1.3, you can now enable
inter-site clustering for the Firepower 9300 inter-chassis, and by extension inter-site
ASA application clustering. You can include up to 6 modules
in up to 6 chassis.
We did not modify any commands.
Intra-chassis ASA Clustering for the 9.4(1.150) You can cluster up to 3 security modules

Firepower 9300

within the Firepower 9300 chassis. All
modules in the chassis must belong to the
cluster.

We introduced the following commands:
cluster replication delay, debug
service-module, management-only
individual, show cluster chassis
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CHAPTER 6

Transparent or Routed Firewall Mode

This chapter describes how to set the firewall mode to routed or transparent, as well as how the firewall works
in each firewall mode.

You can set the firewall mode independently for each context in multiple context mode.

* About the Firewall Mode, on page 181

* Default Settings, on page 190

* Guidelines for Firewall Mode, on page 190
* Set the Firewall Mode, on page 191

» Examples for Firewall Mode, on page 192
* History for the Firewall Mode, on page 203

About the Firewall Mode

The ASA supports two firewall modes: Routed Firewall mode and Transparent Firewall mode.

About Routed Firewall Mode

In routed mode, the ASA is considered to be a router hop in the network. Each interface that you want to route
between is on a different subnet. You can share Layer 3 interfaces between contexts.

With Integrated Routing and Bridging, you can use a "bridge group" where you group together multiple
interfaces on a network, and the ASA uses bridging techniques to pass traffic between the interfaces. Each
bridge group includes a Bridge Virtual Interface (BVI) to which you assign an IP address on the network.
The ASA routes between BVIs and regular routed interfaces. If you do not need multiple context mode or
clustering or EtherChannel or redundant or VNI member interfaces, you might consider using routed mode
instead of transparent mode. In routed mode, you can have one or more isolated bridge groups like in transparent
mode, but also have normal routed interfaces as well for a mixed deployment.

About Transparent Firewall Mode

Traditionally, a firewall is a routed hop and acts as a default gateway for hosts that connect to one of its
screened subnets. A transparent firewall, on the other hand, is a Layer 2 firewall that acts like a “bump in the
wire,” or a “stealth firewall,” and is not seen as a router hop to connected devices. However, like any other
firewall, access control between interfaces is controlled, and all of the usual firewall checks are in place.
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Layer 2 connectivity is achieved by using a "bridge group" where you group together the inside and outside
interfaces for a network, and the ASA uses bridging techniques to pass traffic between the interfaces. Each
bridge group includes a Bridge Virtual Interface (BVI) to which you assign an IP address on the network.
You can have multiple bridge groups for multiple networks. In transparent mode, these bridge groups cannot
communicate with each other.

Using the Transparent Firewall in Your Network

The ASA connects the same network between its interfaces. Because the firewall is not a routed hop, you can
easily introduce a transparent firewall into an existing network.

The following figure shows a typical transparent firewall network where the outside devices are on the same
subnet as the inside devices. The inside router and hosts appear to be directly connected to the outside router.

Figure 18: Transparent Firewall Network
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Management Interface

In addition to each Bridge Virtual Interface (BVI) IP address, you can add a separate Management Slot/port
interface that is not part of any bridge group, and that allows only management traffic to the ASA. For more
information, see Management Interface, on page 520.

Passing Traffic For Routed-Mode Features

For features that are not directly supported on the transparent firewall, you can allow traffic to pass through
so that upstream and downstream routers can support the functionality. For example, by using an access rule,
you can allow DHCP traffic (instead of the unsupported DHCP relay feature) or multicast traffic such as that
created by IP/TV. You can also establish routing protocol adjacencies through a transparent firewall; you can
allow OSPF, RIP, EIGRP, or BGP traffic through based on an access rule. Likewise, protocols like HSRP or
VRRP can pass through the ASA.
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About Bridge Groups

A bridge group is a group of interfaces that the ASA bridges instead of routes. Bridge groups are supported
in both transparent and routed firewall mode. Like any other firewall interfaces, access control between
interfaces is controlled, and all of the usual firewall checks are in place.

Bridge Virtual Interface (BVI)

Each bridge group includes a Bridge Virtual Interface (BVI). The ASA uses the BVI IP address as the source
address for packets originating from the bridge group. The BVI IP address must be on the same subnet as the
bridge group member interfaces. The BVI does not support traffic on secondary networks; only traffic on the
same network as the BVI IP address is supported.

In transparent mode: Only bridge group member interfaces are named and can be used with interface-based
features.

In routed mode: The BVI acts as the gateway between the bridge group and other routed interfaces. To route
between bridge groups/routed interfaces, you must name the BVI. For some interface-based features, you can
use the BVI itself:

* Access rules—You can configure access rules for both bridge group member interfaces and for the BVI;
for inbound rules, the member interface is checked first. For outbound rules, the BVI is checked first.

* DHCPv4 server—Only the BVI supports the DHCPv4 server configuration.

« Static routes—You can configure static routes for the BVI; you cannot configure static routes for the
member interfaces.

* Syslog server and other traffic sourced from the ASA—When specifying a syslog server (or SNMP
server, or other service where the traffic is sourced from the ASA), you can specify either the BVI or a
member interface.

If you do not name the BVI in routed mode, then the ASA does not route bridge group traffic. This configuration
replicates transparent firewall mode for the bridge group. If you do not need multiple context mode or clustering
or EtherChannel or redundant or VNI member interfaces, you might consider using routed mode instead. In
routed mode, you can have one or more isolated bridge groups like in transparent mode, but also have normal
routed interfaces as well for a mixed deployment.

Bridge Groups in Transparent Firewall Mode

Bridge group traffic is isolated from other bridge groups; traffic is not routed to another bridge group within
the ASA, and traffic must exit the ASA before it is routed by an external router back to another bridge group
in the ASA. Although the bridging functions are separate for each bridge group, many other functions are
shared between all bridge groups. For example, all bridge groups share a syslog server or AAA server
configuration. For complete security policy separation, use security contexts with one bridge group in each
context.

You can include multiple interfaces per bridge group. See Guidelines for Firewall Mode, on page 190 for the
exact number of bridge groups and interfaces supported. If you use more than 2 interfaces per bridge group,
you can control communication between multiple segments on the same network, and not just between inside
and outside. For example, if you have three inside segments that you do not want to communicate with each
other, you can put each segment on a separate interface, and only allow them to communicate with the outside
interface. Or you can customize the access rules between interfaces to allow only as much access as desired.

The following figure shows two networks connected to the ASA, which has two bridge groups.
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Figure 19: Transparent Firewall Network with Two Bridge Groups

Bridge Groups in Routed Firewall Mode

Bridge group traffic can be routed to other bridge groups or routed interfaces. You can choose to isolate bridge
group traffic by not assigning a name to the BVI interface for the bridge group. If you name the BVI, then
the BVI participates in routing like any other regular interface.

One use for a bridge group in routed mode is to use extra interfaces on the ASA instead of an external switch.
For example, the default configuration for some devices include an outside interface as a regular interface,
and then all other interfaces assigned to the inside bridge group. Because the purpose of this bridge group is
to replace an external switch, you need to configure an access policy so all bridge group interfaces can freely
communicate. For example, as in the default configuration, set all the interfaces to the same security level,
and then enable same-security interface communication; no access rule is required.
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Figure 20: Routed Firewall Network with an Inside Bridge Group and an Outside Routed Interface
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Passing Traffic Not Allowed in Routed Mode

In routed mode, some types of traffic cannot pass through the ASA even if you allow it in an access rule. The
bridge group, however, can allow almost any traffic through using either an access rule (for IP traffic) or an
EtherType rule (for non-IP traffic):

* [P traffic—In routed firewall mode, broadcast and multicast traffic is blocked even if you allow it in an
access rule, including unsupported dynamic routing protocols and DHCP (unless you configure DHCP
relay). Within a bridge group, you can allow this traffic with an access rule (using an extended ACL).

* Non-IP traffic—AppleTalk, IPX, BPDUs, and MPLS, for example, can be configured to go through
using an EtherType rule.

)

Note The bridge group does not pass CDP packets packets, or any packets that do not have a valid EtherType greater
than or equal to 0x600. An exception is made for BPDUs and IS-IS, which are supported.

Allowing Layer 3 Traffic

* Unicast [Pv4 and IPv6 traffic is allowed through the bridge group automatically from a higher security
interface to a lower security interface, without an access rule.

* For Layer 3 traffic traveling from a low to a high security interface, an access rule is required on the low
security interface.

* ARPs are allowed through the bridge group in both directions without an access rule. ARP traffic can
be controlled by ARP inspection.
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* [Pv6 neighbor discovery and router solicitation packets can be passed using access rules.

* Broadcast and multicast traffic can be passed using access rules.

Allowed MAC Addresses

The following destination MAC addresses are allowed through the bridge group if allowed by your access
policy (see Allowing Layer 3 Traffic, on page 185). Any MAC address not on this list is dropped.

» TRUE broadcast destination MAC address equal to FFFF.FFFF.FFFF

* [Pv4 multicast MAC addresses from 0100.5E00.0000 to 0100.5EFE.FFFF

* [Pv6 multicast MAC addresses from 3333.0000.0000 to 3333 .FFFF.FFFF

* BPDU multicast address equal to 0100.0CCC.CCCD

* AppleTalk multicast MAC addresses from 0900.0700.0000 to 0900.07FF.FFFF

BPDU Handling

To prevent loops using the Spanning Tree Protocol, BPDUs are passed by default. To block BPDUs, you need
to configure an EtherType rule to deny them. You can also block BPDUs on the external switches. For example,
you can block BPDUs on the switch if members of the same bridge group are connected to switch ports in
different VLANS. In this case, BPDUs from one VLAN will be visible in the other VLAN, which can cause
Spanning Tree Root Bridge election process problems.

If you are using failover, you might want to block BPDUs to prevent the switch port from going into a blocking
state when the topology changes. See Bridge Group Requirements for Failover, on page 268 for more
information.

MAC Address vs. Route Lookups

For traffic within a bridge group, the outgoing interface of a packet is determined by performing a destination
MAC address lookup instead of a route lookup.

Route lookups, however, are necessary for the following situations:

» Traffic originating on the ASA—Add a default/static route on the ASA for traffic destined for a remote
network where a syslog server, for example, is located.

* Voice over IP (VoIP) and TFTP traffic with inspection enabled, and the endpoint is at least one hop
away—Add a static route on the ASA for traffic destined for the remote endpoint so that secondary
connections are successful. The ASA creates a temporary "pinhole" in the access control policy to allow
the secondary connection; and because the connection might use a different set of IP addresses than the
primary connection, the ASA needs to perform a route lookup to install the pinhole on the correct interface.

Affected applications include:
« CTIQBE
* GTP
+ H.323
* MGCP
* RTSP
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* SIP
+ Skinny (SCCP)
* SQL*Net
* SunRPC
* TFTP
* Traffic at least one hop away for which the ASA performs NAT—Configure a static route on the ASA

for traffic destined for the remote network. You also need a static route on the upstream router for traffic
destined for the mapped addresses to be sent to the ASA.

This routing requirement is also true for embedded IP addresses for VoIP and DNS with inspection and
NAT enabled, and the embedded IP addresses are at least one hop away. The ASA needs to identify the
correct egress interface so it can perform the translation.

Figure 21: NAT Example: NAT within a Bridge Group
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Unsupported Features for Bridge Groups in Transparent Mode

The following table lists the features are not supported in bridge groups in transparent mode.

Table 3: Unsupported Features in Transparent Mode

Feature

Description

Dynamic DNS

DHCPv6 stateless server

Only the DHCPv4 server is supported on bridge group
member interfaces.

DHCEP relay

The transparent firewall can act as a DHCPv4 server,
but it does not support DHCP relay. DHCP relay is
not required because you can allow DHCP traffic to
pass through using two access rules: one that allows
DCHP requests from the inside interface to the
outside, and one that allows the replies from the server
in the other direction.

Dynamic routing protocols

You can, however, add static routes for traffic
originating on the ASA for bridge group member
interfaces. You can also allow dynamic routing
protocols through the ASA using an access rule.

Multicast IP routing

You can allow multicast traffic through the ASA by
allowing it in an access rule.

QoS

VPN termination for through traffic

The transparent firewall supports site-to-site VPN
tunnels for management connections only on bridge
group member interfaces. It does not terminate VPN
connections for traffic through the ASA. You can pass
VPN traffic through the ASA using an access rule,
but it does not terminate non-management
connections. Clientless SSL VPN is also not
supported.

Unified Communications

Unsupported Features for Bridge Groups in Routed Mode

The following table lists the features are not supported in bridge groups in routed mode.
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Table 4: Unsupported Features in Routed Mode

Feature Description

EtherChannel or VNI member interfaces Only physical interfaces, redundant interfaces, and
subinterfaces are supported as bridge group member
interfaces.

Management interfaces are also not supported.

Clustering Bridge groups are not supported in clustering.
Dynamic DNS —

DHCPv6 stateless server Only the DHCPv4 server is supported on BVIs.
DHCEP relay The routed firewall can act as a DHCPv4 server, but

it does not support DHCP relay on BVIs or bridge
group member interfaces.

Dynamic routing protocols You can, however, add static routes for BVIs. You
can also allow dynamic routing protocols through the
ASA using an access rule. Non-bridge group interfaces
support dynamic routing.

Multicast IP routing You can allow multicast traffic through the ASA by
allowing it in an access rule. Non-bridge group
interfaces support multicast routing.

Multiple Context Mode Bridge groups are not supported in multiple context
mode.

QoS Non-bridge group interfaces support QoS.

VPN termination for through traffic You cannot terminate a VPN connection on the BVI.

Non-bridge group interfaces support VPN.

Bridge group member interfaces support site-to-site
VPN tunnels for management connections only. It
does not terminate VPN connections for traffic
through the ASA. You can pass VPN traffic through
the bridge group using an access rule, but it does not
terminate non-management connections. Clientless
SSL VPN is also not supported.

Unified Communications Non-bridge group interfaces support Unified
Communications.
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Default Settings

Default Mode

The default mode is routed mode.

Bridge Group Defaults
By default, all ARP packets are passed within the bridge group.

Guidelines for Firewall Mode

Context Mode Guidelines

Set the firewall mode per context.

Model Guidelines
* For the ASAVS50, bridge groups are not supported in either transparent or routed mode.

* For the Firepower 2100 series, bridge groups are not supported in routed mode.

Bridge Group Guidelines (Transparent and Routed Mode)

* You can create up to 250 bridge groups, with 64 interfaces per bridge group.
* Each directly-connected network must be on the same subnet.

» The ASA does not support traffic on secondary networks; only traffic on the same network as the BVI
IP address is supported.

* An IP address for the BVI is required for each bridge group for to-the-device and from-the-device
management traffic, as well as for data traffic to pass through the ASA. For IPv4 traffic, specify an [Pv4
address. For IPv6 traffic, specify an IPv6 address.

* You can only configure [Pv6 addresses manually.

» The BVI IP address must be on the same subnet as the connected network. You cannot set the subnet to
a host subnet (255.255.255.255).

* Management interfaces are not supported as bridge group members.
* In transparent mode, you must use at least 1 bridge group; data interfaces must belong to a bridge group.

* In transparent mode, do not specify the BVI IP address as the default gateway for connected devices;
devices need to specify the router on the other side of the ASA as the default gateway.

* In transparent mode, the default route, which is required to provide a return path for management traffic,
is only applied to management traffic from one bridge group network. This is because the default route
specifies an interface in the bridge group as well as the router IP address on the bridge group network,
and you can only define one default route. If you have management traffic from more than one bridge
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group network, you need to specify a regular static route that identifies the network from which you
expect management traffic.

* In transparent mode, PPPoE is not supported for the Management interface.
* In routed mode, to route between bridge groups and other routed interfaces, you must name the BVI.

* In routed mode, ASA-defined EtherChannel and VNI interfaces are not supported as bridge group
members. EtherChannels on the Firepower 4100/9300 can be bridge group members.

* Bidirectional Forwarding Detection (BFD) echo packets are not allowed through the ASA when using
bridge group members. If there are two neighbors on either side of the ASA running BFD, then the ASA
will drop BFD echo packets because they have the same source and destination IP address and appear
to be part of a LAND attack.

Additional Guidelines and Limitations

* When you change firewall modes, the ASA clears the running configuration because many commands
are not supported for both modes. The startup configuration remains unchanged. If you reload without
saving, then the startup configuration is loaded, and the mode reverts back to the original setting. See
Set the Firewall Mode, on page 191 for information about backing up your configuration file.

* If you download a text configuration to the ASA that changes the mode with the firewall transparent
command, be sure to put the command at the top of the configuration; the ASA changes the mode as
soon as it reads the command and then continues reading the configuration you downloaded. If the
command appears later in the configuration, the ASA clears all the preceding lines in the configuration.
See Set the ASA Image, ASDM, and Startup Configuration, on page 1117 for information about downloading
text files.

Set the Firewall Mode

This section describes how to change the firewall mode.

\}

Note We recommend that you set the firewall mode before you perform any other configuration because changing
the firewall mode clears the running configuration.

Before you begin

When you change modes, the ASA clears the running configuration (see Guidelines for Firewall Mode, on
page 190 for more information).

* If you already have a populated configuration, be sure to back up your configuration before changing
the mode; you can use this backup for reference when creating your new configuration. See Back Up
and Restore Configurations or Other Files, on page 1120.

* Use the CLI at the console port to change the mode. If you use any other type of session, including the
ASDM Command Line Interface tool or SSH, you will be disconnected when the configuration is cleared,
and you will have to reconnect to the ASA using the console port in any case.

* Set the mode within the context.
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\}

Note To set the firewall mode to transparent and also configure ASDM management access after the configuration
is cleared, see Configure ASDM Access, on page 23.

Procedure

Set the firewall mode to transparent:
firewall transparent

Example:

ciscoasa(config)# firewall transparent

To change the mode to routed, enter the no firewall transparent command.

Note You are not prompted to confirm the firewall mode change; the change occurs immediately.

Examples for Firewall Mode

This section includes examples of how traffic moves through the ASA in the routed and transparent firewall
mode.

How Data Moves Through the ASA in Routed Firewall Mode

The following sections describe how data moves through the ASA in routed firewall mode in multiple scenarios.

An Inside User Visits a Web Server

The following figure shows an inside user accessing an outside web server.
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Figure 22: Inside to Outside
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The following steps describe how data moves through the ASA:

1
2.

The user on the inside network requests a web page from www.example.com.

The ASA receives the packet and because it is a new session, it verifies that the packet is allowed according
to the terms of the security policy.

For multiple context mode, the ASA first classifies the packet to a context.

The ASA translates the real address (10.1.2.27) to the mapped address 209.165.201.10, which is on the
outside interface subnet.

The mapped address could be on any subnet, but routing is simplified when it is on the outside interface
subnet.

The ASA then records that a session is established and forwards the packet from the outside interface.

When www.example.com responds to the request, the packet goes through the ASA, and because the
session is already established, the packet bypasses the many lookups associated with a new connection.
The ASA performs NAT by untranslating the global destination address to the local user address, 10.1.2.27.

The ASA forwards the packet to the inside user.

An Outside User Visits a Web Server on the DMZ

The following figure shows an outside user accessing the DMZ web server.
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Figure 23: Outside to DMZ
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The following steps describe how data moves through the ASA:

1. A user on the outside network requests a web page from the DMZ web server using the mapped address
0f 209.165.201.3, which is on the outside interface subnet.

2. The ASA receives the packet and untranslates the mapped address to the real address 10.1.1.3.

3. Because it is a new session, the ASA verifies that the packet is allowed according to the terms of the
security policy.

For multiple context mode, the ASA first classifies the packet to a context.
4. The ASA then adds a session entry to the fast path and forwards the packet from the DMZ interface.

5. When the DMZ web server responds to the request, the packet goes through the ASA and because the
session is already established, the packet bypasses the many lookups associated with a new connection.
The ASA performs NAT by translating the real address to 209.165.201.3.

6. The ASA forwards the packet to the outside user.

An Inside User Visits a Web Server on the DMZ

The following figure shows an inside user accessing the DMZ web server.
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Figure 24: Inside to DMZ
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An Outside User Attempts to Access an Inside Host .

The following steps describe how data moves through the ASA:

1. A user on the inside network requests a web page from the DMZ web server using the destination address

of 10.1.1.3.

2. The ASA receives the packet and because it is a new session, the ASA verifies that the packet is allowed

according to the terms of the security policy.

For multiple context mode, the ASA first classifies the packet to a context.

3. The ASA then records that a session is established and forwards the packet out of the DMZ interface.

4. When the DMZ web server responds to the request, the packet goes through the fast path, which lets the
packet bypass the many lookups associated with a new connection.

5. The ASA forwards the packet to the inside user.

An Qutside User Attempts to Access an Inside Host

The following figure shows an outside user attempting to access the inside network.
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Figure 25: Outside to Inside
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The following steps describe how data moves through the ASA:
1. A useron the outside network attempts to reach an inside host (assuming the host has a routable IP address).

If the inside network uses private addresses, no outside user can reach the inside network without NAT.
The outside user might attempt to reach an inside user by using an existing NAT session.

2. The ASA receives the packet and because it is a new session, it verifies if the packet is allowed according
to the security policy.

3. The packet is denied, and the ASA drops the packet and logs the connection attempt.

If the outside user is attempting to attack the inside network, the ASA employs many technologies to
determine if a packet is valid for an already established session.

A DMZ User Attempts to Access an Inside Host

The following figure shows a user in the DMZ attempting to access the inside network.
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Figure 26: DMZ to Inside
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The following steps describe how data moves through the ASA:

1. A user on the DMZ network attempts to reach an inside host. Because the DMZ does not have to route
the traffic on the Internet, the private addressing scheme does not prevent routing.

2. The ASA receives the packet and because it is a new session, it verifies if the packet is allowed according
to the security policy.

The packet is denied, and the ASA drops the packet and logs the connection attempt.

How Data Moves Through the Transparent Firewall

The following figure shows a typical transparent firewall implementation with an inside network that contains
apublic web server. The ASA has an access rule so that the inside users can access Internet resources. Another
access rule lets the outside users access only the web server on the inside network.
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Figure 27: Typical Transparent Firewall Data Path
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The following sections describe how data moves through the ASA.

An Inside User Visits a Web Server

The following figure shows an inside user accessing an outside web server.
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Figure 28: Inside to Outside
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The following steps describe how data moves through the ASA:

1.
2.

The user on the inside network requests a web page from www.example.com.

The ASA receives the packet and adds the source MAC address to the MAC address table, if required.
Because it is a new session, it verifies that the packet is allowed according to the terms of the security

policy.
For multiple context mode, the ASA first classifies the packet to a context.

The ASA records that a session is established.

If the destination MAC address is in its table, the ASA forwards the packet out of the outside interface.
The destination MAC address is that of the upstream router, 209.165.201.2.

If the destination MAC address is not in the ASA table, it attempts to discover the MAC address by sending
an ARP request or a ping. The first packet is dropped.

The web server responds to the request; because the session is already established, the packet bypasses
the many lookups associated with a new connection.

The ASA forwards the packet to the inside user.

An Inside User Visits a Web Server Using NAT

The following figure shows an inside user accessing an outside web server.
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Figure 29: Inside to Outside with NAT
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The following steps describe how data moves through the ASA:

1
2.

The user on the inside network requests a web page from www.example.com.

The ASA receives the packet and adds the source MAC address to the MAC address table, if required.
Because it is a new session, it verifies that the packet is allowed according to the terms of the security

policy.
For multiple context mode, the ASA first classifies the packet according to a unique interface.

The ASA translates the real address (10.1.2.27) to the mapped address 209.165.201.10.

Because the mapped address is not on the same network as the outside interface, then be sure the upstream
router has a static route to the mapped network that points to the ASA.

The ASA then records that a session is established and forwards the packet from the outside interface.

If the destination MAC address is in its table, the ASA forwards the packet out of the outside interface.
The destination MAC address is that of the upstream router, 10.1.2.1.

If the destination MAC address is not in the ASA table, then it attempts to discover the MAC address by
sending an ARP request and a ping. The first packet is dropped.

The web server responds to the request; because the session is already established, the packet bypasses
the many lookups associated with a new connection.

The ASA performs NAT by untranslating the mapped address to the real address, 10.1.2.27.
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An Outside User Visits a Web Server on the Inside Network

The following figure shows an outside user accessing the inside web server.

Figure 30: Outside to Inside
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The following steps describe how data moves through the ASA:

1. A user on the outside network requests a web page from the inside web server.

2. The ASA receives the packet and adds the source MAC address to the MAC address table, if required.
Because it is a new session, it verifies that the packet is allowed according to the terms of the security
policy.

For multiple context mode, the ASA first classifies the packet to a context.
3. The ASA records that a session is established.

4. If the destination MAC address is in its table, the ASA forwards the packet out of the inside interface.
The destination MAC address is that of the downstream router, 209.165.201.1.

If the destination MAC address is not in the ASA table, then it attempts to discover the MAC address by
sending an ARP request and a ping. The first packet is dropped.

5. The web server responds to the request; because the session is already established, the packet bypasses
the many lookups associated with a new connection.
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6. The ASA forwards the packet to the outside user.

An Outside User Attempts to Access an Inside Host
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The following figure shows an outside user attempting to access a host on the inside network.

Figure 31: Outside to Inside
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The following steps describe how data moves through the ASA:

1. A user on the outside network attempts to reach an inside host.

2. The ASA receives the packet and adds the source MAC address to the MAC address table, if required.
Because it is a new session, it verifies if the packet is allowed according to the terms of the security policy.

For multiple context mode, the ASA first classifies the packet to a context.

3. The packet is denied because there is no access rule permitting the outside host, and the ASA drops the

packet.

4. If the outside user is attempting to attack the inside network, the ASA employs many technologies to

determine if a packet is valid for an already established session.
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Table 5: Feature History for Firewall Mode

History for the Firewall Mode .

Feature Name

Platform Releases

Feature Information

Transparent Firewall Mode

7.0(1)

A transparent firewall is a Layer 2 firewall
that acts like a “bump in the wire,” or a
“stealth firewall,” and is not seen as a router
hop to connected devices.

We introduced the following commands:
firewall transparent, show firewall.

Transparent firewall bridge groups

8.4(1)

If you do not want the overhead of security
contexts, or want to maximize your use of
security contexts, you can group interfaces
together in a bridge group, and then
configure multiple bridge groups, one for
each network. Bridge group traffic is
isolated from other bridge groups. You can
configure up to 8 bridge groups in single
mode or per context in multiple mode, with
4 interfaces maximum per bridge group.

Note Although you can configure
multiple bridge groups on the
ASA 5505, the restriction of 2
data interfaces in transparent
mode on the ASA 5505 means
you can only effectively use 1
bridge group.

We introduced the following commands:
interface bvi, bridge-group, show
bridge-group.

Mixed firewall mode support in multiple
context mode

8.5(1)/9.0(1)

You can set the firewall mode
independently for each security context in
multiple context mode, so some can run in
transparent mode while others run in routed
mode.

We modified the following command:
firewall transparent.
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Feature Name

Platform Releases

Feature Information

Transparent mode bridge group maximum
increased to 250

9.3(1)

The bridge group maximum was increased
from 8 to 250 bridge groups. You can
configure up to 250 bridge groups in single
mode or per context in multiple mode, with
4 interfaces maximum per bridge group.

We modified the following commands:
interface bvi, bridge-group.

Transparent mode maximum interfaces per
bridge group increased to 64

9.6(2)

The maximum interfaces per bridge group
was increased from 4 to 64.

We did not modify any commands.
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Feature Name

Platform Releases

Feature Information

Integrated Routing and Bridging

9.7(1)

Integrated Routing and Bridging provides
the ability to route between a bridge group
and a routed interface. A bridge group is a
group of interfaces that the ASA bridges
instead of routes. The ASA is not a true
bridge in that the ASA continues to act as
a firewall: access control between interfaces
is controlled, and all of the usual firewall
checks are in place. Previously, you could
only configure bridge groups in transparent
firewall mode, where you cannot route
between bridge groups. This feature lets
you configure bridge groups in routed
firewall mode, and to route between bridge
groups and between a bridge group and a
routed interface. The bridge group
participates in routing by using a Bridge
Virtual Interface (BVI) to act as a gateway
for the bridge group. Integrated Routing
and Bridging provides an alternative to
using an external Layer 2 switch if you have
extra interfaces on the ASA to assign to the
bridge group. In routed mode, the BVI can
be a named interface and can participate
separately from member interfaces in some
features, such as access rules and DHCP
server.

The following features that are supported
in transparent mode are not supported in
routed mode: multiple context mode, ASA
clustering. The following features are also
not supported on BVIs: dynamic routing
and multicast routing.

We modified the following commands:
access-group, access-list ethertype,
arp-inspection, dhcpd, mac-address-table
static, mac-address-table aging-time,
mac-learn, route, show arp-inspection,
show bridge-group, show

mac-addr ess-table, show mac-learn

Support for transparent mode deployment
for a Firepower 4100/9300 ASA logical
device

9.10(1)

You can now specify transparent or routed
mode when you deploy the ASA on a
Firepower 4100/9300.

New/Modified FXOS commands: enter
bootstrap-key FIREWALL MODE, set
value routed, set value transparent
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High Availability and Scalability

* Multiple Context Mode, on page 209

* Failover for High Availability, on page 255

* Failover for High Availability in the Public Cloud, on page 313
» ASA Cluster, on page 335

* ASA Cluster for the Firepower 4100/9300 Chassis, on page 439






CHAPTER 7

Multiple Context Mode

This chapter describes how to configure multiple security contexts on the Cisco ASA.

* About Security Contexts, on page 209

* Licensing for Multiple Context Mode, on page 219

* Prerequisites for Multiple Context Mode, on page 221
* Guidelines for Multiple Context Mode, on page 221

* Defaults for Multiple Context Mode, on page 222

* Configure Multiple Contexts, on page 222

* Change Between Contexts and the System Execution Space, on page 233
» Manage Security Contexts, on page 234

* Monitoring Security Contexts, on page 238

» Examples for Multiple Context Mode, on page 249

* History for Multiple Context Mode, on page 251

About Security Contexts

You can partition a single ASA into multiple virtual devices, known as security contexts. Each context acts
as an independent device, with its own security policy, interfaces, and administrators. Multiple contexts are
similar to having multiple standalone devices. For unsupported features in multiple context mode, see Guidelines
for Multiple Context Mode, on page 221.

This section provides an overview of security contexts.

Common Uses for Security Contexts

You might want to use multiple security contexts in the following situations:

* You are a service provider and want to sell security services to many customers. By enabling multiple
security contexts on the ASA, you can implement a cost-effective, space-saving solution that keeps all
customer traffic separate and secure, and also eases configuration.

* You are a large enterprise or a college campus and want to keep departments completely separate.
* You are an enterprise that wants to provide distinct security policies to different departments.

* You have any network that requires more than one ASA.
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Context Configuration Files

This section describes how the ASA implements multiple context mode configurations.

Context Configurations

For each context, the ASA includes a configuration that identifies the security policy, interfaces, and all the
options you can configure on a standalone device. You can store context configurations in flash memory, or
you can download them from a TFTP, FTP, or HTTP(S) server.

System Configuration

The system administrator adds and manages contexts by configuring each context configuration location,
allocated interfaces, and other context operating parameters in the system configuration, which, like a single
mode configuration, is the startup configuration. The system configuration identifies basic settings for the
ASA. The system configuration does not include any network interfaces or network settings for itself; rather,
when the system needs to access network resources (such as downloading the contexts from the server), it
uses one of the contexts that is designated as the admin context. The system configuration does include a
specialized failover interface for failover traffic only.

Admin Context Configuration

The admin context is just like any other context, except that when a user logs in to the admin context, then
that user has system administrator rights and can access the system and all other contexts. The admin context
is not restricted in any way, and can be used as a regular context. However, because logging into the admin
context grants you administrator privileges over all contexts, you might need to restrict access to the admin
context to appropriate users. The admin context must reside on flash memory, and not remotely.

If your system is already in multiple context mode, or if you convert from single mode, the admin context is
created automatically as a file on the internal flash memory called admin.cfg. This context is named “admin.”
If you do not want to use admin.cfg as the admin context, you can change the admin context.

How the ASA Classifies Packets

Each packet that enters the ASA must be classified, so that the ASA can determine to which context to send
a packet.

N

Note Ifthe destination MAC address is a multicast or broadcast MAC address, the packet is duplicated and delivered
to each context.

Valid Classifier Criteria

This section describes the criteria used by the classifier.

)

Note For management traffic destined for an interface, the interface IP address is used for classification.

The routing table is not used for packet classification.

l CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



| High Availability and Scalability
Unique Interfaces .

Unique Interfaces

If only one context is associated with the ingress interface, the ASA classifies the packet into that context. In
transparent firewall mode, unique interfaces for contexts are required, so this method is used to classify packets
at all times.

Unique MAC Addresses

If multiple contexts share an interface, then the classifier uses unique MAC addresses assigned to the interface
in each context. An upstream router cannot route directly to a context without unique MAC addresses. You
can enable auto-generation of MAC addresses. You can also set the MAC addresses manually when you
configure each interface.

NAT Configuration

If you do not enable use of unique MAC addresses, then the ASA uses the mapped addresses in your NAT
configuration to classify packets. We recommend using MAC addresses instead of NAT, so that traffic
classification can occur regardless of the completeness of the NAT configuration.

Classification Examples

The following figure shows multiple contexts sharing an outside interface. The classifier assigns the packet
to Context B because Context B includes the MAC address to which the router sends the packet.

Figure 32: Packet Classification with a Shared Interface Using MAC Addresses
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Note that all new incoming traffic must be classified, even from inside networks. The following figure shows
a host on the Context B inside network accessing the Internet. The classifier assigns the packet to Context B
because the ingress interface is Gigabit Ethernet 0/1.3, which is assigned to Context B.

Figure 33: Incoming Traffic from Inside Networks
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For transparent firewalls, you must use unique interfaces. The following figure shows a packet destined to a
host on the Context B inside network from the Internet. The classifier assigns the packet to Context B because
the ingress interface is Gigabit Ethernet 1/0.3, which is assigned to Context B.
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Figure 34: Transparent Firewall Contexts
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Cascading Security Contexts

Placing a context directly in front of another context is called cascading contexts; the outside interface of one
context is the same interface as the inside interface of another context. You might want to cascade contexts
if you want to simplify the configuration of some contexts by configuring shared parameters in the top context.

\}

Note Cascading contexts requires unique MAC addresses for each context interface. Because of the limitations of
classifying packets on shared interfaces without MAC addresses, we do not recommend using cascading
contexts without unique MAC addresses.

The following figure shows a gateway context with two contexts behind the gateway.
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Figure 35: Cascading Contexts
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Management Access to Security Contexts

The ASA provides system administrator access in multiple context mode as well as access for individual
context administrators.
System Administrator Access

You can access the ASA as a system administrator in two ways:
* Access the ASA console.

From the console, you access the system execution space, which means that any commands you enter
affect only the system configuration or the running of the system (for run-time commands).

* Access the admin context using Telnet, SSH, or ASDM.

As the system administrator, you can access all contexts.

The system execution space does not support any AAA commands, but you can configure its own enable
password, as well as usernames in the local database to provide individual logins.

Context Administrator Access

You can access a context using Telnet, SSH, or ASDM. If you log in to a non-admin context, you can only
access the configuration for that context. You can provide individual logins to the context.

Management Interface Usage

The Management interface is a separate interface just for management traffic.
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In routed firewall mode, you can share the Management interface across all contexts.

In transparent firewall mode, the Management interface is special. In addition to the maximum allowed
through-traffic interfaces, you can also use the Management interface as a separate management-only interface.
However, in multiple context mode, you cannot share any interfaces across transparent contexts. You can
instead use subinterfaces of the Management interface, and assign one to each context. However, only Firepower
models and the ASA 5585-X allow subinterfaces on the Management interface. For ASA models other than
the ASA 5585-X, you must use a data interface or a subinterface of a data interface, and add it to a bridge
group within the context.

For the Firepower 4100/9300 chassis transparent context, neither the Management interface nor subinterface
retains its special status. In this case, you must treat it as a data interface, and add it to a bridge group. (Note
that in single context mode, the Management interface does retain its special status.)

Another consideration about transparent mode: when you enable multiple context mode, all configured
interfaces are automatically assigned to the Admin context. For example, if your default configuration includes
the Management interface, then that interface will be assigned to the Admin context. One option is to leave
the main interface allocated to the Admin context and manage it using the native VLAN, and then use
subinterfaces to manage each context. Keep in mind that if you make the Admin context transparent, its IP
address will be removed; you have to assign it to a bridge group and assign the IP address to the BVI.

About Resource Management

By default, all security contexts have unlimited access to the resources of the ASA, except where maximum
limits per context are enforced; the only exception is VPN resources, which are disabled by default. If you
find that one or more contexts use too many resources, and they cause other contexts to be denied connections,
for example, then you can configure resource management to limit the use of resources per context. For VPN
resources, you must configure resource management to allow any VPN tunnels.

Resource Classes

Resource Limits

The ASA manages resources by assigning contexts to resource classes. Each context uses the resource limits
set by the class. To use the settings of a class, assign the context to the class when you define the context. All
contexts belong to the default class if they are not assigned to another class; you do not have to actively assign
a context to default. You can only assign a context to one resource class. The exception to this rule is that
limits that are undefined in the member class are inherited from the default class; so in effect, a context could
be a member of default plus another class.

You can set the limit for individual resources as a percentage (if there is a hard system limit) or as an absolute
value.

For most resources, the ASA does not set aside a portion of the resources for each context assigned to the
class; rather, the ASA sets the maximum limit for a context. If you oversubscribe resources, or allow some
resources to be unlimited, a few contexts can “use up” those resources, potentially affecting service to other
contexts. The exception is VPN resource types, which you cannot oversubscribe, so the resources assigned
to each context are guaranteed. To accommodate temporary bursts of VPN sessions beyond the amount
assigned, the ASA supports a “burst” VPN resource type, which is equal to the remaining unassigned VPN
sessions. The burst sessions can be oversubscribed, and are available to contexts on a first-come, first-served
basis.
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All contexts belong to the default class if they are not assigned to another class; you do not have to actively
assign a context to the default class.

If a context belongs to a class other than the default class, those class settings always override the default class
settings. However, if the other class has any settings that are not defined, then the member context uses the
default class for those limits. For example, if you create a class with a 2 percent limit for all concurrent
connections, but no other limits, then all other limits are inherited from the default class. Conversely, if you
create a class with a limit for all resources, the class uses no settings from the default class.

For most resources, the default class provides unlimited access to resources for all contexts, except for the
following limits:

* Telnet sessions—>5 sessions. (The maximum per context.)

* SSH sessions—>5 sessions. (The maximum per context.)

* ASDM sessions—32 sessions. (The maximum per context.)

* [Psec sessions—>5 sessions. (The maximum per context.)

* MAC addresses—65,535 entries. (The maximum for the system.)

» AnyConnect peers—0 sessions. (You must manually configure the class to allow any AnyConnect peers.)

* VPN site-to-site tunnels—0 sessions. (You must manually configure the class to allow any VPN sessions.)

The following figure shows the relationship between the default class and other classes. Contexts A and C
belong to classes with some limits set; other limits are inherited from the default class. Context B inherits no
limits from default because all limits are set in its class, the Gold class. Context D was not assigned to a class,
and is by default a member of the default class.

Figure 36: Resource Classes
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Use Oversubscribed Resources

You can oversubscribe the ASA by assigning more than 100 percent of a resource across all contexts (with
the exception of non-burst VPN resources). For example, you can set the Bronze class to limit connections
to 20 percent per context, and then assign 10 contexts to the class for a total of 200 percent. If contexts
concurrently use more than the system limit, then each context gets less than the 20 percent you intended.

Figure 37: Resource Oversubscription
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Use Unlimited Resources

The ASA lets you assign unlimited access to one or more resources in a class, instead of a percentage or
absolute number. When a resource is unlimited, contexts can use as much of the resource as the system has
available. For example, Context A, B, and C are in the Silver Class, which limits each class member to 1
percent of the connections, for a total of 3 percent; but the three contexts are currently only using 2 percent
combined. Gold Class has unlimited access to connections. The contexts in the Gold Class can use more than
the 97 percent of “unassigned” connections; they can also use the 1 percent of connections not currently in
use by Context A, B, and C, even if that means that Context A, B, and C are unable to reach their 3 percent
combined limit. Setting unlimited access is similar to oversubscribing the ASA, except that you have less
control over how much you oversubscribe the system.

Figure 38: Unlimited Resources
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About MAC Addresses

\}

You can manually assign MAC addresses to override the default. For multiple context mode, you can
automatically generate unique MAC addresses (for all interfaces assigned to a context) and single context
mode (for subinterfaces)..

Note

You might want to assign unique MAC addresses to subinterfaces defined on the ASA, because they use the
same burned-in MAC address of the parent interface. For example, your service provider might perform access
control based on the MAC address. Also, because IPv6 link-local addresses are generated based on the MAC
address, assigning unique MAC addresses to subinterfaces allows for unique IPv6 link-local addresses, which
can avoid traffic disruption in certain instances on the ASA.

MAC Addresses in Multiple Context Mode

The MAC address is used to classify packets within a context. If you share an interface, but do not have unique
MAC addresses for the interface in each context, then other classification methods are attempted that might
not provide full coverage.

To allow contexts to share interfaces, you should enable auto-generation of virtual MAC addresses to each
shared context interface. On the ASASM only, auto-generation is enabled by default in multiple context mode.

Automatic MAC Addresses

In multiple context mode, auto-generation assigns unique MAC addresses to all interfaces assigned to a
context.

If you manually assign a MAC address and also enable auto-generation, then the manually assigned MAC
address is used. If you later remove the manual MAC address, the auto-generated address is used, if enabled.

In the rare circumstance that the generated MAC address conflicts with another private MAC address in your
network, you can manually set the MAC address for the interface.

Because auto-generated addresses (when using a prefix) start with A2, you cannot start manual MAC addresses
with A2 if you also want to use auto-generation.

The ASA generates the MAC address using the following format:
A2XX.Yyz2z.7222

Where xx.yy is a user-defined prefix or an autogenerated prefix based on the last two bytes of the interface
MAC address, and zz.zzzz is an internal counter generated by the ASA. For the standby MAC address, the
address is identical except that the internal counter is increased by 1.

For an example of how the prefix is used, if you set a prefix of 77, then the ASA converts 77 into the
hexadecimal value 004D (yyxx). When used in the MAC address, the prefix is reversed (Xxyy) to match the
ASA native form:

A24D.00zz.zzzz
For a prefix of 1009 (03F1), the MAC address is:
A2F1.03zz.zzzz
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Note

VPN Support

The MAC address format without a prefix is a legacy version. See the mac-address auto command in the
command reference for more information about the legacy format.

For VPN resources, you must configure resource management to allow any VPN tunnels.
You can use site-to-site VPN in multiple context mode.

For remote access VPN, you must use AnyConnect 3.x and later for SSL VPN and IKEv2 protocol. You can
customize flash storage per context for AnyConnect images and customizations, as well as using shared flash
memory across all contexts. For unsupported features, see Guidelines for Multiple Context Mode, on page
221. For a detailed list of supported VPN features per ASA release, see History for Multiple Context Mode,
on page 251.

Note

The AnyConnect Apex license is required for multiple context mode; you cannot use the default or legacy
license.

Licensing for Multiple Context Mode

Model License Requirement
ASA 5506-X No support.
ASA 5508-X Security Plus License: 2 contexts.
Optional license: 5 contexts.
ASA 5512-X * Base License: No support.
* Security Plus License: 2 contexts.
Optional license: 5 contexts.
ASA 5515-X Base License: 2 contexts.
Optional license: 5 contexts.
ASA 5516-X Security Plus License: 2 contexts.
Optional license: 5 contexts.
ASA 5525-X Base License: 2 contexts.
Optional licenses: 5, 10, or 20 contexts.
ASA 5545-X Base License: 2 contexts.

Optional licenses: 5, 10, 20, or 50 contexts.
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Model

License Requirement

ASA 5555-X

Base License: 2 contexts.

Optional licenses: 5, 10, 20, 50, or 100 contexts.

ASA 5585-X with SSP-10

Base License: 2 contexts.

Optional licenses: 5, 10, 20, 50, or 100 contexts.

ASA 5585-X with SSP-20, -40, and -60

Base License: 2 contexts.

Optional licenses: 5, 10, 20, 50, 100, or 250 contexts.

ASASM

Base License: 2 contexts.

Optional licenses: 5, 10, 20, 50, 100, or 250 contexts.

Firepower 2100

Base License: 2 contexts.

Optional License, Maximums in increments of 5 or 10:
Firepower 2110: 25

Firepower 2120: 25

Firepower 2130: 30

Firepower 2140: 40

Firepower 4100

Base License: 10 contexts.

Optional licenses: up to 250 contexts, in increments of 10.

Firepower 9300

Base License: 10 contexts.

Optional licenses: up to 250 contexts, in increments of 10.

ISA 3000

No support.

ASAv

No support.

Note Ifthe Admin context only contains management-only interfaces, and does not include any data interfaces for
through traffic, then it does not count against the limit.

\}

Note The AnyConnect Apex license is required for multiple context mode; you cannot use the default or legacy

license.
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Prerequisites for Multiple Context Mode

After you are in multiple context mode, connect to the system or the admin context to access the system
configuration. You cannot configure the system from a non-admin context. By default, after you enable
multiple context mode, you can connect to the admin context by using the default management IP address.

Guidelines for Multiple Context Mode

Failover

Active/Active mode failover is only supported in multiple context mode.

IPv6

Cross-context IPv6 routing is not supported.

Unsupported Features
Multiple context mode does not support the following features:

* RIP

* OSPFv3. (OSPFv2 is supported.)
* Multicast routing

* Threat Detection

* Unified Communications

* QoS

» Static route tracking

Multiple context mode does not currently support the following features for remote access VPN:

* Clientless SSL VPN

* AnyConnect 2.x and earlier
* IKEv1

* WebLaunch

* VLAN Mapping

* HostScan

* VPN load balancing

* Customization

« L2TP

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



High Availability and Scalability |

. Defaults for Multiple Context Mode

Additional Guidelines

* The context mode (single or multiple) is not stored in the configuration file, even though it does endure
reboots. If you need to copy your configuration to another device, set the mode on the new device to
match.

* If you store context configurations in the root directory of flash memory, on some models you might run
out of room in that directory, even though there is available memory. In this case, create a subdirectory
for your configuration files. Background: some models, such as the ASA 5585-X, use the FAT 16 file
system for internal flash memory, and if you do not use 8.3-compliant short names, or use uppercase
characters, then fewer than 512 files and folders can be stored because the file system uses up slots to
store long file names (see http://support.microsoft.com/kb/120138/en-us).

Defaults for Multiple Context Mode

* By default, the ASA is in single context mode.

* See Default Class, on page 216.

Configure Multiple Contexts

Step 1
Step 2

Step 3

Step 4
Step 5
Step 6

Procedure

Enable or Disable Multiple Context Mode, on page 223.

(Optional) Configure a Class for Resource Management, on page 224.
Note For VPN support, you must configure VPN resources in a resource class; the default class does not
allow VPN.
Configure interfaces in the system execution space.
» ASA 5500-X—Biasic Interface Configuration, on page 519.
* Firepower 2100—See the getting started guide.
* Firepower 4100/9300—Logical Devices for the Firepower 4100/9300, on page 161
* ASASM—ASASM quick start guide.

Configure a Security Context, on page 228.
(Optional) Assign MAC Addresses to Context Interfaces Automatically, on page 233.

Complete interface configuration in the context. See Routed and Transparent Mode Interfaces, on page 571.
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Enable or Disable Multiple Context Mode

Your ASA might already be configured for multiple security contexts depending on how you ordered it from
Cisco. If you need to convert from single mode to multiple mode, follow the procedures in this section.

Enable Multiple Context Mode

When you convert from single mode to multiple mode, the ASA converts the running configuration into two
files: a new startup configuration that comprises the system configuration, and admin.cfg that comprises the
admin context (in the root directory of the internal flash memory). The original running configuration is saved
as old_running.cfg (in the root directory of the internal flash memory). The original startup configuration is
not saved. The ASA automatically adds an entry for the admin context to the system configuration with the
name “admin.”

Before you begin

Back up your startup configuration if it differs from the running configuration. When you convert from single
mode to multiple mode, the ASA converts the running configuration into two files. The original startup
configuration is not saved. See Back Up and Restore Configurations or Other Files, on page 1120.

Procedure

Change to multiple context mode.
mode multiple

Example:

You are prompted to change the mode and convert the configuration, and then the system reloads.

Note You will have to regenerate the RSA key pair in the Admin context before you can reestablish an
SSH connection. From the console, enter the crypto key generate rsa modulus command. See
Configure SSH Access, on page 1055 for more information.

Example:

ciscoasa(config) # mode multiple

WARNING: This command will change the behavior of the device
WARNING: This command will initiate a Reboot

Proceed with change mode? [confirm]

Convert the system configuration? [confirm]

|

The old running configuration file will be written to flash

Converting the configuration - this may take several minutes for a large configuration
The admin context configuration will be written to flash

The new running configuration file was written to flash

Security context mode: multiple
ciscoasa (config) #

* kK

**% ——— START GRACEFUL SHUTDOWN ---

* kK

*** Message to all terminals:
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. Restore Single Context Mode

* Kk Kk

bl change mode

Shutting down isakmp

Shutting down webvpn

Shutting down License Controller
Shutting down File system

* Kk Kk

*** ——— SHUTDOWN NOW ---

* Kk Kk

*** Message to all terminals:
* Kk Kk

bl change mode

Restore Single Context Mode

Step 1

Step 2

To copy the old running configuration to the startup configuration and to change the mode to single mode,
perform the following steps.

Before you begin

Perform this procedure in the system execution space.

Procedure

Copy the backup version of your original running configuration to the current startup configuration:
copy disk0:old_running.cfg startup-config

Example:

ciscoasa(config)# copy disk0O:old running.cfg startup-config

Set the mode to single mode:
mode single

Example:

ciscoasa(config) # mode single

You are prompted to reboot the ASA.

Configure a Class for Resource Management

To configure a class in the system configuration, perform the following steps. You can change the value of a
particular resource limit by reentering the command with a new value.
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Before you begin

* Perform this procedure in the system execution space.

* The following table lists the resource types and the limits. See also the sShow resour ce types command.

N

Note Ifthe System Limit is N/A, then you cannot set a percentage of the resource
because there is no hard system limit for the resource.
Table 6: Resource Names and Limits
Minimum and
Maximum Number
Resource Name | Rate or Concurrent | per Context System Limit Description
asdm Concurrent I minimum 200 ASDM management sessions.

32 maximum ASDM sessions use two HTTPS
connections: one for monitoring that is
always present, and one for making
configuration changes that is present
only when you make changes. For
example, the system limit of 200 ASDM
sessions represents a limit of
400 HTTPS sessions.

conns Concurrent or Rate | N/A Concurrent connections: See | TCP or UDP connections between any
Supported Feature Licenses |two hosts, including connections
Per Model, on page 74 for | between one host and multiple other
the connection limit available | hosts.
fi 1.
or your mode Note Syslog messages are
Rate: N/A generated for whichever
limit is lower, xlates or
conns. For example, if you
set the xlates limit to 7 and
the conns to 9, then the ASA
only generates syslog
message 321001 (“Resource
'xlates' limit of 7 reached for
context 'ctx1"””) and not
321002 (“Resource 'conn
rate' limit of 5 reached for
context 'ctx1"™’).
hosts Concurrent N/A N/A Hosts that can connect through the ASA.
http Concurrent 1 minimum 100 Non-ASDM HTTPS sessions
6 maximum
inspects Rate N/A N/A Application inspections per second.
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Minimum and
Maximum Number
Resource Name | Rate or Concurrent | per Context System Limit Description
mac-addresses Concurrent N/A 65,535 For transparent firewall mode, the
number of MAC addresses allowed in
the MAC address table.
routes Concurrent N/A N/A Dynamic routes.
vpn burst Concurrent N/A The AnyConnect Premium | The number of AnyConnect sessions
anyconnect Peers for your model minus | allowed beyond the amount assigned to
the sum of the sessions a context with vpn anyconnect. For
assigned to all contexts for | example, if your model supports 5000
vpn anyconnect. peers, and you assign 4000 peers across
all contexts with vpn anyconnect, then
the remaining 1000 sessions are
available for vpn burst anyconnect.
Unlike vpn anyconnect, which
guarantees the sessions to the context,
vpn burst anyconnect can be
oversubscribed; the burst pool is
available to all contexts on a first-come,
first-served basis.
vpn anyconnect Concurrent N/A See Supported Feature AnyConnect peers. You cannot
Licenses Per Model, on page | oversubscribe this resource; all context
74 for the AnyConnect assignments combined cannot exceed
Premium Peers available for | the model limit. The peers you assign
your model. for this resource are guaranteed to the
context.
vpn burst other Concurrent N/A The Other VPN session The number of site-to-site VPN sessions
amount for your model minus | allowed beyond the amount assigned to
the sum of the sessions a context with vpn other. For example,
assigned to all contexts for | if your model supports 5000 sessions,
vpn other. and you assign 4000 sessions across all
contexts with vpn other, then the
remaining 1000 sessions are available
for vpn bur st other. Unlike vpn other,
which guarantees the sessions to the
context, vpn burst other can be
oversubscribed; the burst pool is
available to all contexts on a first-come,
first-served basis.
vpn other Concurrent N/A See Supported Feature Site-to-site VPN sessions. You cannot
Licenses Per Model, on page | oversubscribe this resource; all context
74 for the Other VPN assignments combined cannot exceed
sessions available for your |the model limit. The sessions you assign
model. for this resource are guaranteed to the
context.
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Minimum and
Maximum Number

Resource Name | Rate or Concurrent | per Context System Limit Description
ikevl Concurrent N/A A percentage of the Other | Incoming IKEv1 SA negotiations, as a
in-negotiation (percentage only) VPN sessions assigned to this | percentage of the context Other VPN
context. See the vpn other | limit.
resources to assign sessions
to the context.
ssh Concurrent 1 minimum 100 SSH sessions.
5 maximum
storage MB The maximum The maximum depends on | Storage limit of context directory in
depends on your | your specified flash memory | MB. Specify the drive using the
specified flash drive storage-url command.
memory drive
syslogs Rate N/A N/A Syslog messages per second.
telnet Concurrent 1 minimum 100 Telnet sessions.
5 maximum
xlates Concurrent N/A N/A Network address translations.
Procedure

Step 1

Step 2

Specify the class name and enter the class configuration mode:

class name

Example:

ciscoasa(config)# class gold

The nameis a string up to 20 characters long. To set the limits for the default class, enter default for the name.

Set the resource limit for a resource type:

limit-resource [rate] resource_name number|[% ]

Example:

ciscoasa (config-class)# limit-resource rate inspects 10

* See the preceding table for a list of resource types. If you specify all, then all resources are configured
with the same value. If you also specify a value for a particular resource, the limit overrides the limit set

for all.

* Enter the rate argument to set the rate per second for certain resources.
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« For most resources, specify O for the number to set the resource to be unlimited or to be the system limit,
if available. For VPN resources, O sets the limit to none.

* For resources that do not have a system limit, you cannot set the percentage (%); you can only set an
absolute value.

Example

For example, to set the default class limit for conns to 10 percent instead of unlimited, and to allow
5 site-to-site VPN tunnels with 2 tunnels allowed for VPN burst, enter the following commands:

ciscoasa(config) # class default
ciscoasa(config-class)# limit-resource conns 10%
( vpn other 5
(

vpn burst other 2

ciscoasa(config-class)# limit-resource
ciscoasa(config-class)# limit-resource

All other resources remain at unlimited.

To add a class called gold, enter the following commands:

ciscoasa (config) # class
ciscoasa(config-class) #
ciscoasa(config-class) #
ciscoasa(config-class) #
ciscoasa(config-class) #
ciscoasa (config-class) #
ciscoasa(config-class) #

ciscoasa (config-class) #
ciscoasa(config-class
ciscoasa (config-class
ciscoasa (config-class
ciscoasa(config-class) #

)
) #
) #
) #

gold

limit-resource
limit-resource
limit-resource
limit-resource
limit-resource
limit-resource
limit-resource
limit-resource
limit-resource
limit-resource
limit-resource
limit-resource

mac-addresses 10000
conns 15%

rate conns 1000
rate inspects 500
hosts 9000

asdm 5

ssh 5

rate syslogs 5000
telnet 5

xlates 36000
routes 5000

vpn other 10

(
(
(
(
(
(
(
ciscoasa(config-class) #
(
(
(
(
(
(

ciscoasa(config-class)# limit-resource vpn burst other 5

When a context is configured with a resource class, a check is made. A warning is generated if the
proper licenses were not installed prior to attempting VPN remote-access connections. The
administrator must then obtain an AnyConnect Apex license. For example, a warning like the following
may appear:

ciscoasa(config)# class vpn

ciscoasa(config-class)# limit-resource vpn anyconnect 10.0%

ciscoasa(config-class)# context test

Creating context 'text'...Done. (3)

ciscoasa (config-ctx)# member vpn

WARNING: Multi-mode remote access VPN support requires an AnyConnect Apex license.
Warning: An Access Context license is required for remote-access VPN support in multi-mode.
ciscoasa (config-ctx) #

Configure a Security Context

The security context definition in the system configuration identifies the context name, configuration file
URL, interfaces that a context can use, and other settings.
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Before you begin

* Perform this procedure in the system execution space.

* Configure interfaces. For transparent mode contexts, you cannot share interfaces between contexts, so
you might want to use subinterfaces. To plan for Management interface usage, see Management Interface
Usage, on page 214.

* ASA 5500-X—Basic Interface Configuration, on page 519.
* Firepower 2100—See the getting started guide.
* Firepower 4100/9300—Logical Devices for the Firepower 4100/9300, on page 161
* ASASM—ASASM quick start guide.
* If you do not have an admin context (for example, if you clear the configuration) then you must first
specify the admin context name by entering the following command:

ciscoasa(config) # admin-context name

Although this context does not exist yet in your configuration, you can subsequently enter the context
name command to continue the admin context configuration.

Procedure

Step 1 Add or modify a context:
context name

Example:

ciscoasa(config)# context admin

The nameis a string up to 32 characters long. This name is case sensitive, so you can have two contexts named
“customerA” and “CustomerA,” for example. You can use letters, digits, or hyphens, but you cannot start or
end the name with a hyphen.

Note “System” or “Null” (in upper or lower case letters) are reserved names, and cannot be used.

Step 2 (Optional) Add a description for this context:
description text

Example:

ciscoasa (config-ctx)# description Admin Context
Step 3 Specify the interfaces you can use in the context:

To allocate an interface:

allocate-interfaceinterface_id [mapped_name] [visible| invisible]

To allocate one or more subinterfaces:
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Step 4

Step 5

allocate-interface interface id.subinterface [-interface_id.subinterface] [mapped _name[-mapped name]]
[visible| invisible]

Example:

ciscoasa (config-ctx)# allocate-interface gigabitethernet0/1.100 intl

ciscoasa (config-ctx)# allocate-interface gigabitethernet0/1.200 int2

ciscoasa (config-ctx)# allocate-interface gigabitethernet0/2.300-gigabitethernet0/2.305
int3-int8

Note Do not include a space between the interface type and the port number.

* Enter these commands multiple times to specify different ranges. If you remove an allocation with the
no form of this command, then any context commands that include this interface are removed from the
running configuration.

* You can assign the same interfaces to multiple contexts in routed mode, if desired. Transparent mode
does not allow shared interfaces.

* The mapped_name is an alphanumeric alias for the interface that can be used within the context instead
of the interface ID. If you do not specify a mapped name, the interface ID is used within the context. For
security purposes, you might not want the context administrator to know which interfaces the context is
using. A mapped name must start with a letter, end with a letter or digit, and have as interior characters
only letters, digits, or an underscore. For example, you can use the following names: int0, inta, int_0.

* If you specify a range of subinterfaces, you can specify a matching range of mapped names. Follow these
guidelines for ranges:

* The mapped name must consist of an alphabetic portion followed by a numeric portion. The alphabetic
portion of the mapped name must match for both ends of the range. For example, enter the following
range: int0-int10. If you enter gig0/1.1-gig0/1.5 happy1-sads, for example, the command fails.

* The numeric portion of the mapped name must include the same quantity of numbers as the
subinterface range. For example, both ranges include 100
interfaces:gigabitethernet0/0.100-gigabitethernet0/0.199 int1-int100. If you enter
gig0/0.100-gig0/0.199 int1-int15, for example, the command fails.

* Specify visible to see the real interface ID in the show interface command if you set a mapped name.
The default invisible keyword shows only the mapped name.

Identify the URL from which the system downloads the context configuration:
config-url url

Example:

ciscoasa(config-ctx)# config-url ftp://userl:passw0rd@10.1.1.1/configlets/test.cfg

(Optional) Allow each context to use flash memory to store VPN packages, such as AnyConnect, as well as
providing storage for AnyConnect and clientless SSL VPN portal customizations. For example, if you are
using multiple context mode to configure an AnyConnect profile with Dynamic Access Policies, you must
plan for context specific private storage. Each context can use a private storage space as well as a shared
read-only storage space. Note: Make sure the target directory is already present on the specified disk using
the mkdir command.
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Step 6

Step 7

Configure a Security Context .

storage-url {private| shared} [diskn:/]path [context_|abel]

Example:

ciscoasa(config)# mkdir diskl:/private-storage

ciscoasa(config) # mkdir diskl:/shared-storage

ciscoasa(config)# context admin

ciscoasa (config-ctx)# storage-url private diskl:/private-storage context
ciscoasa (config-ctx)# storage-url shared diskl:/shared-storage shared

You can specify one private storage space per context. You can read/write/delete from this directory within
the context (as well as from the system execution space). If you do not specify the disk number, the default
is disk0. Under the specified path, the ASA creates a sub-directory named after the context. For example, for
contextA if you specify disk1:/private-storage for the path, then the ASA creates a sub-directory for this
context at disk1:/private-storage/contextA/. You can also optionally name the path within the context with
a context_label, so that the file system is not exposed to context administrators. For example, if you specify
the context_label as context, then from within the context, this directory is called context:. To control how
much disk space is allowed per context, see Configure a Class for Resource Management, on page 224.

You can specify one read-only shared storage space per context, but you can create multiple shared directories.
To reduce duplication of common large files that can be shared among all contexts, such as AnyConnect
packages, you can use the shared storage space. The ASA does not create context sub-directories for this
storage space because it is a shared space for multiple contexts. Only the system execution space can write
and delete from the shared directory.

(Optional) Assign the context to a resource class:
member class hame

Example:

ciscoasa (config-ctx) # member gold

If you do not specify a class, the context belongs to the default class. You can only assign a context to one
resource class.

(Optional) Assign an IPS virtual sensor to this context if you have the IPS module installed:
allocate-ips sensor_name [mapped_name] [default]

Example:

ciscoasa(config-ctx)# allocate-ips sensorl highsec

See the IPS quick start guide for detailed information about virtual sensors.

» When you add a context URL, the system immediately loads the context so that it is running, if the
configuration is available.

* Enter the allocate-interface commands before you enter the config-ur| command. If you enter the
config-url command first, the ASA loads the context configuration immediately. If the context contains
any commands that refer to (not yet configured) interfaces, those commands fail.

* The filename does not require a file extension, although we recommend using “.cfg”. The server must
be accessible from the admin context. If the configuration file is not available, you see the following
warning message:
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Step 8

Step 9

WARNING: Could not fetch the URL url
INFO: Creating context with default config

* For non-HTTP(S) URL locations, after you specify the URL, you can then change to the context, configure
it at the CLI, and enter the write memory command to write the file to the URL location. (HTTP(S) is
read only).

* The admin context file must be stored on the internal flash memory.
* Available URL types include: disknumber (for flash memory), ftp, http, https, or tftp.

* To change the URL, reenter the config-url command with a new URL.

(Optional) Assign a context to a failover group in Active/Active failover:
join-failover-group {1| 2}

Example:

ciscoasa(config-ctx)# join-failover-group 2

By default, contexts are in group 1. The admin context must always be in group 1.

(Optional) Enable Cloud Web Security for this context:
scansafe [license key]

Example:

ciscoasa(config-ctx)# scansafe

If you do not specify a license, the context uses the license configured in the system configuration. The ASA
sends the authentication key to the Cloud Web Security proxy servers to indicate from which organization
the request comes. The authentication key is a 16-byte hexidecimal number.

See the firewall configuration guide for detailed information about ScanSafe.

Example

The following example sets the admin context to be “administrator,” creates a context called
“administrator” on the internal flash memory, and then adds two contexts from an FTP server:

ciscoasa(config)# admin-context admin

ciscoasa(config)# context admin

ciscoasa(config-ctx)# allocate-interface gigabitethernet0/0.1
ciscoasa(config-ctx)# allocate-interface gigabitethernet0/1.1
ciscoasa(config-ctx) # config-url diskO:/admin.cfg

context test

allocate-interface gigabitethernet0/0.100 intl
allocate-interface gigabitethernet0/0.102 int2
allocate-interface gigabitethernet0/0.110-gigabitethernet0/0.115

ciscoasa(config-ctx) #
ciscoasa (config-ctx) #
ciscoasa (config-ctx) #

) #
int3-int

(
(
(
ciscoasa(config-ctx
8
ciscoasa (config-ctx)# config-url ftp://userl:passwOrd@10.1.1.1/configlets/test.cfg
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ciscoasa(config-ctx)# member gold

ciscoasa (config-ctx
ciscoasa (config-ctx

context sample

allocate-interface gigabitethernet0/1.200 intl
allocate-interface gigabitethernet0/1.212 int2
allocate-interface gigabitethernet0/1.230-gigabitethernet0/1.235

ciscoasa(config-ctx
ciscoasa(config-ctx

( ) #

( ) #

( ) #

( ) #
int3-int8

(

(

ciscoasa(config-ctx)# config-url ftp://userl:passwOrd@l0.1.1.1/configlets/sample.cfg
ciscoasa(config-ctx)# member silver

Assign MAC Addresses to Context Interfaces Automatically

This section describes how to configure auto-generation of MAC addresses. The MAC address is used to
classify packets within a context.

Before you begin

» When you configure a nameif command for the interface in a context, the new MAC address is generated
immediately. If you enable this feature after you configure context interfaces, then MAC addresses are
generated for all interfaces immediately after you enable it. If you disable this feature, the MAC address
for each interface reverts to the default MAC address. For example, subinterfaces of GigabitEthernet 0/1
revert to using the MAC address of GigabitEthernet 0/1.

* In the rare circumstance that the generated MAC address conflicts with another private MAC address in
your network, you can manually set the MAC address for the interface within the context.

Procedure

Automatically assign private MAC addresses to each context interface:
mac-address auto [prefix prefix]

Example:

ciscoasa(config) # mac-address auto prefix 19

If you do not enter a prefix, then the ASA autogenerates the prefix based on the last two bytes of the interface
(ASA 5500-X) or backplane (ASASM) MAC address.

If you manually enter a prefix, then the prefixis a decimal value between 0 and 6553 5. This prefix is converted
to a four-digit hexadecimal number, and used as part of the MAC address.

Change Between Contexts and the System Execution Space

If you log in to the system execution space (or the admin context), you can change between contexts and
perform configuration and monitoring tasks within each context. The running configuration that you edit in
a configuration mode, or that is used in the copy or write commands, depends on your location. When you
are in the system execution space, the running configuration consists only of the system configuration; when
you are in a context, the running configuration consists only of that context. For example, you cannot view
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all running configurations (system plus all contexts) by entering the show running-config command. Only
the current configuration displays.

Procedure

Step 1 Change to a context:
changeto context name

The prompt changes to ciscoasa/namett

Step 2 Change to the system execution space:
changeto system

The prompt changes to ciscoasa#

Manage Security Contexts

This section describes how to manage security contexts.

Remove a Security Context

You cannot remove the current admin context, unless you remove all contexts using the clear context command.

)

Note If you use failover, there is a delay between when you remove the context on the active unit and when the
context is removed on the standby unit. You might see an error message indicating that the number of interfaces
on the active and standby units are not consistent; this error is temporary and can be ignored.

Before you begin

Perform this procedure in the system execution space.

Procedure

Step 1 Remove a single context:
no context name

All context commands are also removed. The context configuration file is not removed from the config URL
location.

Step 2 Remove all contexts (including the admin context):

clear context
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The context configuration files are not removed from the config URL locations.

Change the Admin Context

The system configuration does not include any network interfaces or network settings for itself; rather, when
the system needs to access network resources (such as downloading the contexts from the server), it uses one
of the contexts that is designated as the admin context.

The admin context is just like any other context, except that when a user logs in to the admin context, then
that user has system administrator rights and can access the system and all other contexts. The admin context
is not restricted in any way, and can be used as a regular context. However, because logging into the admin
context grants you administrator privileges over all contexts, you might need to restrict access to the admin
context to appropriate users.

Before you begin

* You can set any context to be the admin context, as long as the configuration file is stored in the internal
flash memory.

* Perform this procedure in the system execution space.

Procedure

Set the admin context:
admin-context context_name

Example:

ciscoasa(config)# admin-context administrator

Any remote management sessions, such as Telnet, SSH, or HTTPS, that are connected to the admin context
are terminated. You must reconnect to the new admin context.

A few system configuration commands, including ntp server, identify an interface name that belongs to the
admin context. If you change the admin context, and that interface name does not exist in the new admin
context, be sure to update any system commands that refer to the interface.

Change the Security Context URL

This section describes how to change the context URL.

Before you begin

* You cannot change the security context URL without reloading the configuration from the new URL.
The ASA merges the new configuration with the current running configuration.
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* Reentering the same URL also merges the saved configuration with the running configuration.
* A merge adds any new commands from the new configuration to the running configuration.
* If the configurations are the same, no changes occur.

* If commands conflict or if commands affect the running of the context, then the effect of the merge
depends on the command. You might get errors, or you might have unexpected results. If the running
configuration is blank (for example, if the server was unavailable and the configuration was never
downloaded), then the new configuration is used.

* If you do not want to merge the configurations, you can clear the running configuration, which disrupts
any communications through the context, and then reload the configuration from the new URL.

* Perform this procedure in the system execution space.

Procedure

Step 1 (Optional, if you do not want to perform a merge) Change to the context and clear configuration:
changeto context name
clear configureall

Example:

ciscoasa(config)# changeto context ctxl
ciscoasa/ctxl (config)# clear configure all

If you want to perform a merge, skip to Step 2.
Step 2 Change to the system execution space:
changeto system

Example:

ciscoasa/ctxl (config)# changeto system
ciscoasa (config) #

Step 3 Enter the context configuration mode for the context you want to change.
context name

Example:

ciscoasa(config)# context ctxl

Step 4 Enter the new URL. The system immediately loads the context so that it is running.
config-url new_url

Example:

l CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



| High Availability and Scalability
Reload a Security Context .

ciscoasa(config)# config-url ftp://userl:passwlOrd@10.1.1.1/configlets/ctxl.cfg

Reload a Security Context

You can reload the context in two ways:
* Clear the running configuration and then import the startup configuration.
This action clears most attributes associated with the context, such as connections and NAT tables.
* Remove the context from the system configuration.

This action clears additional attributes, such as memory allocation, which might be useful for
troubleshooting. However, to add the context back to the system requires you to respecify the URL and
interfaces.

Reload by Clearing the Configuration

Procedure

Step 1 Change to the context that you want to reload:
changeto context name

Example:

ciscoasa (config)# changeto context ctxl
ciscoasa/ctxl (comfiqg) #

Step 2 Clear the running configuration:
clear configureall

This command clears all connections.

Step 3 Reload the configuration:
copy startup-config running-config

Example:

ciscoasa/ctxl (config)# copy startup-config running-config

The ASA copies the configuration from the URL specified in the system configuration. You cannot change
the URL from within a context.
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Reload by Removing and Re-adding the Context

To reload the context by removing the context and then re-adding it, perform the steps.

Procedure

Step 1 Remove a Security Context, on page 234. Also delete config URL file from the disk
Step 2 Configure a Security Context, on page 228

Monitoring Security Contexts

This section describes how to view and monitor context information.

View Context Information

From the system execution space, you can view a list of contexts including the name, allocated interfaces,
and configuration file URL.

Procedure

Show all contexts:

show context [name | detail| count]

If you want to show information for a particular context, specify the name.

The detail option shows additional information. See the following sample outputs below for more information.

The count option shows the total number of contexts.

Example

The following is sample output from the show context command. The following sample output
shows three contexts:

ciscoasa# show context

Context Name Interfaces URL

*admin GigabitEthernet0/1.100 diskO:/admin.cfg
GigabitEthernet0/1.101

contexta GigabitEthernet0/1.200 diskO:/contexta.cfg
GigabitEthernet0/1.201

contextb GigabitEthernet0/1.300 diskO:/contextb.cfg

GigabitEthernet0/1.301
Total active Security Contexts: 3
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The following table shows each field description.

Table 7: show context Fields

View Context Information .

Field

Description

Context Name

Lists all context names. The context name with the
asterisk (*) is the admin context.

Interfaces

The interfaces assigned to the context.

URL

The URL from which the ASA loads the context
configuration.

The following is sample output from the show context detail command:

ciscoasa# show context detail

Context "admin", has been created, but initial ACL rules not complete

Config URL: diskO:/admin.cfg
Real Interfaces: Management0/0
Mapped Interfaces: Management0/0
Flags: 0x00000013, ID: 1

Context "ctx", has been created, but initial ACL rules not complete

Config URL: ctx.cfg

Real Interfaces: GigabitEthernet0/0.10,
GigabitEthernet0/2.30

Mapped Interfaces: intl, int2, int3

Flags: 0x00000011, ID: 2

Context "system", is a system resource
Config URL: startup-config
Real Interfaces:

GigabitEthernet0/1.20,

Mapped Interfaces: Control0/0, GigabitEthernet0/0,
GigabitEthernet0/0.10, GigabitEthernet0/1, GigabitEthernet0/1.10,
GigabitEthernet0/1.20, GigabitEthernet0/2, GigabitEthernet0/2.30,
GigabitEthernet0/3, Management0/0, ManagementO/0.1

Flags: 0x00000019, ID: 257

Context "null", is a system resource
Config URL: ... null
Real Interfaces:
Mapped Interfaces:
Flags: 0x00000009, ID: 258

See the command reference for more information about the detail output.

The following is sample output from the show context count command:

ciscoasa# show context count
Total active contexts: 2
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View Resource Allocation

From the system execution space, you can view the allocation for each resource across all classes and class
members.

Procedure

Show the resource allocation:
show resour ce allocation [detail ]

This command shows the resource allocation, but does not show the actual resources being used. See View
Resource Usage, on page 243 for more information about actual resource usage.

The detail argument shows additional information. See the following sample outputs for more information.

Example

The following sample output shows the total allocation of each resource as an absolute value and as
a percentage of the available system resources:

ciscoasa# show resource allocation

Resource Total % of Avail
Conns [rate] 35000 N/A
Inspects [rate] 35000 N/A
Syslogs [rate] 10500 N/A
Conns 305000 30.50%
Hosts 78842 N/A
SSH 35 35.00%
Routes 5000 N/A
Telnet 35 35.00%
Xlates 91749 N/A
AnyConnect 1000 10%
AnyConnectBurst 200 2%
Other VPN Sessions 20 2.66%
Other VPN Burst 20 2.66%
All unlimited

The following table shows each field description.

Table 8: show resource allocation Fields

Field Description
Resource The name of the resource that you can limit.
Total The total amount of the resource that is allocated

across all contexts. The amount is an absolute number
of concurrent instances or instances per second. If you
specified a percentage in the class definition, the ASA
converts the percentage to an absolute number for this
display.
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Field

Description

% of Avail

The percentage of the total system resources that is
allocated across all contexts, if the resource has a hard
system limit. If a resource does not have a system
limit, this column shows N/A.

The following is sample output from the show resource allocation detail command:

ciscoasa# show resource allocation detail

Resource Origin:

A Value was derived from the resource 'all'
C Value set in the definition of this class
D Value set in default class
Resource Class Mmbrs Origin Limit
Conns [rate] default all CA unlimited
gold 1 C 34000
silver 1 CA 17000
bronze 0 CA 8500
All Contexts: 3
Inspects [rate] default all CA unlimited
gold 1 DA unlimited
silver 1 CA 10000
bronze 0 CA 5000
All Contexts: 3
Syslogs [rate] default all CA unlimited
gold 1 C 6000
silver 1 CA 3000
bronze 0 CA 1500
All Contexts: 3
Conns default all CA unlimited
gold 1 C 200000
silver 1 CA 100000
bronze 0 CA 50000
All Contexts: 3
Hosts default all CA unlimited
gold 1 DA unlimited
silver 1 CA 26214
bronze 0 CA 13107
All Contexts: 3
SSH default all C 5
gold 1 D 5
silver 1 CA 10
bronze 0 CA 5
All Contexts: 3
Telnet default all C 5
gold 1 D 5
silver 1 CA 10
bronze 0 CA 5
All Contexts: 3
Routes default all C unlimited
gold 1 D wunlimited
silver 1 CA 10
bronze 0 CA 5
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All Contexts: 3 20 N/A
Xlates default all CA unlimited
gold 1 DA unlimited
silver 1 CA 23040 23040 N/A
bronze 0 CA 11520
All Contexts: 3 23040 N/A
mac-addresses default all C 65535
gold 1 D 65535 65535 100.00%
silver 1 CA 6553 6553 9.99%
bronze 0 CA 3276
All Contexts: 3 137623 209.99%
The following table shows each field description.
Table 9: show resource allocation detail Fields
Field Description
Resource The name of the resource that you can limit.
Class The name of each class, including the default class.

The All contexts field shows the total values across
all classes.

Mmbrs The number of contexts assigned to each class.

Origin The origin of the resource limit, as follows:

* A—You set this limit with the all option, instead
of as an individual resource.

e C—This limit is derived from the member class.

* D—This limit was not defined in the member
class, but was derived from the default class. For
a context assigned to the default class, the value
will be “C” instead of “D.”

The ASA can combine “A” with “C” or “D.”

Limit The limit of the resource per context, as an absolute
number. If you specified a percentage in the class
definition, the ASA converts the percentage to an
absolute number for this display.

Total The total amount of the resource that is allocated
across all contexts in the class. The amount is an
absolute number of concurrent instances or instances
per second. If the resource is unlimited, this display
is blank.
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Field Description

% of Avail The percentage of the total system resources that is
allocated across all contexts in the class. If the
resource is unlimited, this display is blank. If the
resource does not have a system limit, then this
column shows N/A.

View Resource Usage

From the system execution space, you can view the resource usage for each context and display the system
resource usage.

Procedure

View resource usage for each context:

show resour ce usage [context context_name | top n| all | summary | system] [resource {resource_name |
all} | detail] [counter counter_name [count_threshold]]

* By default, all context usage is displayed; each context is listed separately.

* Enter the top n keyword to show the contexts that are the top n users of the specified resource. You must
specify a single resource type, and not resour ce all, with this option.

» The summary option shows all context usage combined.

* The system option shows all context usage combined, but shows the system limits for resources instead
of the combined context limits.

* For the resource resource_name, see Configure a Class for Resource Management, on page 224 for
available resource names. See also the show resour ce type command. Specify all (the default) for all

types.

* The detail option shows the resource usage of all resources, including those you cannot manage. For
example, you can view the number of TCP intercepts.

* The counter counter_name is one of the following keywords:
« current—Shows the active concurrent instances or the current rate of the resource.

+ denied—Shows the number of instances that were denied because they exceeded the resource limit
shown in the Limit column.

» peak—Shows the peak concurrent instances, or the peak rate of the resource since the statistics
were last cleared, either using the clear resource usage command or because the device rebooted.

* all—(Default) Shows all statistics.

* The count_threshold sets the number above which resources are shown. The default is 1. If the usage of
the resource is below the number you set, then the resource is not shown. If you specify all for the counter
name, then the count_threshold applies to the current usage.
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* To show all resources, set the count_threshold to O.

Examples

The following is sample output from the show resour ce usage context command, which shows the
resource usage for the admin context:

ciscoasa# show resource usage context admin

Resource Current Peak Limit Denied Context
Telnet 1 1 5 0 admin
Conns 44 55 N/A 0 admin
Hosts 45 56 N/A 0 admin

The following is sample output from the show resour ce usage summary command, which shows
the resource usage for all contexts and all resources. This sample shows the limits for six contexts.

ciscoasa# show resource usage summary

Resource Current Peak Limit Denied Context
Syslogs [ratel] 1743 2132 N/A 0 Summary
Conns 584 763 280000 (S) 0 Summary
Xlates 8526 8966 N/A 0 Summary
Hosts 254 254 N/A 0 Summary
Conns [rate] 270 535 N/A 1704 Summary
Inspects [rate] 270 535 N/A 0 Summary
AnyConnect 2 25 1000 0 Summary
AnyConnectBurst 0 0 200 0 Summary
Other VPN Sessions 0 10 10 740 Summary
Other VPN Burst 0 10 10 730 Summary

S = System: Combined context limits exceed the system limit; the system limit is shown.

The following is sample output from the show resour ce usage summary command, which shows
the limits for 25 contexts. Because the context limit for Telnet and SSH connections is 5 per context,
then the combined limit is 125. The system limit is only 100, so the system limit is shown.

ciscoasa# show resource usage summary

Resource Current Peak Limit Denied Context
Telnet 1 1 100[s] 0 Summary
SSH 2 2 100[s] 0 Summary
Conns 56 90 130000 (S) 0 Summary
Hosts 89 102 N/A 0 Summary
S = System: Combined context limits exceed the system limit; the system limit is shown.

The following is sample output from the show resour ce usage system command, which shows the
resource usage for all contexts, but it shows the system limit instead of the combined context limits.
The counter all 0 option is used to show resources that are not currently in use. The Denied statistics
indicate how many times the resource was denied due to the system limit, if available.

ciscoasa# show resource usage system counter all 0
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Resource Current Peak Limit Denied Context
Telnet 0 0 100 0 System
SSH 0 0 100 0 System
ASDM 0 0 32 0 System
Routes 0 0 N/A 0 System
IPSec 0 0 5 0 System
Syslogs [rate] 1 18 N/A 0 System
Conns 0 1 280000 0 System
Xlates 0 0 N/A 0 System
Hosts 0 2 N/A 0 System
Conns [rate] 1 1 N/A 0 System
Inspects [rate] 0 0 N/A 0 System
AnyConnect 2 25 10000 0 System
AnyConnectBurst 0 0 200 0 System
Other VPN Sessions 0 10 750 740 System
Other VPN Burst 0 10 750 730 System

Monitor SYN Attacks in Contexts

The ASA prevents SYN attacks using TCP Intercept. TCP Intercept uses the SYN cookies algorithm to prevent
TCP SYN-flooding attacks. A SYN-flooding attack consists of a series of SYN packets usually originating
from spoofed IP addresses. The constant flood of SYN packets keeps the server SYN queue full, which
prevents it from servicing connection requests. When the embryonic connection threshold of a connection is
crossed, the ASA acts as a proxy for the server and generates a SYN-ACK response to the client SYN request.
When the ASA receives an ACK back from the client, it can then authenticate the client and allow the
connection to the server.

Procedure

Step 1 Monitor the rate of attacks for individual contexts:

show perfmon
Step 2 Monitor the amount of resources being used by TCP intercept for individual contexts:
show resour ce usage detail

Step 3 Monitor the resources being used by TCP intercept for the entire system:

show resour ce usage summary detail

Examples

The following is sample output from the show perfmon command that shows the rate of TCP
intercepts for a context called admin.

ciscoasa/admin# show perfmon

Context:admin

PERFMON STATS: Current Average
Xlates 0/s 0/s
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Connections 0/s 0/s
TCP Conns 0/s 0/s
UDP Conns 0/s 0/s
URL Access 0/s 0/s
URL Server Reqg 0/s 0/s
WebSns Reg 0/s 0/s
TCP Fixup 0/s 0/s
HTTP Fixup 0/s 0/s
FTP Fixup 0/s 0/s
AAA Authen 0/s 0/s
AAA Author 0/s 0/s
AAA Account 0/s 0/s
TCP Intercept 322779/s 322779/s

The following is sample output from the show resour ce usage detail command that shows the
amount of resources being used by TCP Intercept for individual contexts. (Sample text in bold shows
the TCP intercept information.)

ciscoasa(config) # show resource usage detail

Resource Current Peak Limit Denied Context
memory 843732 847288 unlimited 0 admin
chunk:channels 14 15 unlimited 0 admin
chunk: fixup 15 15 unlimited 0 admin
chunk:hole 1 1 wunlimited 0 admin
chunk:ip-users 10 10 unlimited 0 admin
chunk:list-elem 21 21 unlimited 0 admin
chunk:list-hdr 3 4 unlimited 0 admin
chunk:route 2 2 unlimited 0 admin
chunk:static 1 1 wunlimited 0 admin
tcp-intercepts 328787 803610 wunlimited 0 admin
np-statics 3 3 unlimited 0 admin
statics 1 1 unlimited 0 admin
ace-rules 1 1 unlimited 0 admin
console-access-rul 2 2 unlimited 0 admin
fixup-rules 14 15 unlimited 0 admin
memory 959872 960000 wunlimited 0 cl
chunk:channels 15 16 unlimited 0 cl
chunk:dbgtrace 1 1 unlimited 0 cl
chunk: fixup 15 15 unlimited 0 cl
chunk:global 1 1 unlimited 0 cl
chunk:hole 2 2 unlimited 0 cl
chunk:ip-users 10 10 unlimited 0 cl
chunk:udp-ctrl-blk 1 1 unlimited 0 cl
chunk:list-elem 24 24 unlimited 0 cl
chunk:list-hdr 5 6 unlimited 0 cl
chunk:nat 1 1 unlimited 0 cl
chunk:route 2 2 unlimited 0 cl
chunk:static 1 1 unlimited 0 cl
tcp-intercept-rate 16056 16254 unlimited 0 cl
globals 1 1 unlimited 0 cl
np-statics 3 3 unlimited 0 cl
statics 1 1 unlimited 0 cl
nats 1 1 unlimited 0 cl
ace-rules 2 2 unlimited 0 cl
console-access-rul 2 2 unlimited 0 cl
fixup-rules 14 15 unlimited 0 cl
memory 232695716 232020648 wunlimited 0 system
chunk:channels 17 20 unlimited 0 system
chunk:dbgtrace 3 3 unlimited 0 system
chunk: fixup 15 15 unlimited 0 system
chunk:ip-users 4 4 unlimited 0 system
chunk:list-elem 1014 1014 wunlimited 0 system

l CLIBook 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10



| High Availability and Scalability
View Assigned MAC Addresses .

chunk:1list-hdr 1 1 unlimited 0 system
chunk:route 1 1 unlimited 0 system
block:16384 510 885 unlimited 0 system
block:2048 32 34 unlimited 0 system

The following sample output shows the resources being used by TCP intercept for the entire system.
(Sample text in bold shows the TCP intercept information.)

ciscoasa(config)# show resource usage summary detail

Resource Current Peak Limit Denied Context
memory 238421312 238434336 unlimited 0 Summary
chunk:channels 46 48 unlimited 0 Summary
chunk:dbgtrace 4 4 unlimited 0 Summary
chunk: fixup 45 45 unlimited 0 Summary
chunk:global 1 1 unlimited 0 Summary
chunk:hole 3 3 unlimited 0 Summary
chunk:ip-users 24 24 unlimited 0 Summary
chunk:udp-ctrl-blk 1 1 unlimited 0 Summary
chunk:list-elem 1059 1059 wunlimited 0 Summary
chunk:1list-hdr 10 11 unlimited 0 Summary
chunk:nat 1 1 unlimited 0 Summary
chunk:route 5 5 wunlimited 0 Summary
chunk:static 2 2 unlimited 0 Summary
block:16384 510 885 unlimited 0 Summary
block:2048 32 35 unlimited 0 Summary
tcp-intercept-rate 341306 811579 wunlimited 0 Summary
globals 1 1 wunlimited 0 Summary
np-statics 6 6 unlimited 0 Summary
statics 2 2 N/A 0 Summary
nats 1 1 N/A 0 Summary
ace-rules 3 3 N/A 0 Summary
console-access-rul 4 4 N/A 0 Summary
fixup-rules 43 44 N/A 0 Summary

View Assigned MAC Addresses

You can view auto-generated MAC addresses within the system configuration or within the context.

View MAC Addresses in the System Configuration

This section describes how to view MAC addresses in the system configuration.

Before you begin

If you manually assign a MAC address to an interface, but also have auto-generation enabled, the auto-generated
address continues to show in the configuration even though the manual MAC address is the one that is in use.
If you later remove the manual MAC address, the auto-generated one shown will be used.

Procedure

Show the assigned MAC addresses from the system execution space:

show running-config all context [name]
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The all option is required to view the assigned MAC addresses. Although the mac-address auto command
is user-configurable in global configuration mode only, the command appears as a read-only entry in context
configuration mode along with the assigned MAC address. Only allocated interfaces that are configured with
a nameif command within the context have a MAC address assigned.

Examples

The following output from the show running-config all context admin command shows the primary
and standby MAC address assigned to the Management0/0 interface:

ciscoasa# show running-config all context admin

context admin
allocate-interface Management0/0
mac-address auto Management0/0 a24d.0000.1440 a24d.0000.1441
config-url disk0:/admin.cfg

The following output from the show running-config all context command shows all the MAC
addresses (primary and standby) for all context interfaces. Note that because the GigabitEthernet0/0
and GigabitEthernet0/1 main interfaces are not configured with a nameif command inside the contexts,
no MAC addresses have been generated for them.

ciscoasa# show running-config all context

admin-context admin

context admin
allocate-interface Management0/0
mac-address auto Management0/0 a2d2.0400.125a a2d2.0400.125b
config-url diskO:/admin.cfg

context CTX1
allocate-interface GigabitEthernet0/0
allocate-interface GigabitEthernet0/0.1-GigabitEthernet0/0.5
mac-address auto GigabitEthernet0/0.1 a2d2.0400.11lbc a2d2.0400.11bd
mac-address auto GigabitEthernet0/0.2 a2d2.0400.11c0 a2d2.0400.11cl
mac-address auto GigabitEthernet0/0.3 a2d2.0400.11c4 a2d2.0400.11c5
mac-address auto GigabitEthernet0/0.4 a2d2.0400.11c8 a2d2.0400.11c9
mac-address auto GigabitEthernet0/0.5 a2d2.0400.1lcc a2d2.0400.11cd
allocate-interface GigabitEthernet0/1
allocate-interface GigabitEthernet0/1.1-GigabitEthernet0/1.3
mac-address auto GigabitEthernet0/1.1 a2d2.0400.120c a2d2.0400.120d
mac-address auto GigabitEthernet0/1.2 a2d2.0400.1210 a2d2.0400.1211
mac-address auto GigabitEthernet0/1.3 a2d2.0400.1214 a2d2.0400.1215
config-url disk0:/CTX1l.cfg

context CTX2

allocate-interface GigabitEthernet0/0

allocate-interface GigabitEthernet0/0.1-GigabitEthernet0/0.5
mac-address auto GigabitEthernet0/0.1 a2d2.0400.1lba a2d2.0400.11bb
mac-address auto GigabitEthernet0/0.2 a2d2.0400.11lbe a2d2.0400.11bf
mac-address auto GigabitEthernet0/0.3 a2d2.0400.11c2 a2d2.0400.11c3
mac-address auto GigabitEthernet0/0.4 a2d2.0400.11c6 a2d2.0400.11c7
mac-address auto GigabitEthernet0/0.5 a2d2.0400.11lca a2d2.0400.11cb
allocate-interface GigabitEthernet0/1

allocate-interface GigabitEthernet0/1.1-GigabitEthernet0/1.3
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mac-address auto GigabitEthernet0/1.1 a2d2.0400.120a a2d2.0400.120b
mac-address auto GigabitEthernet0/1.2 a2d2.0400.120e a2d2.0400.120f
mac-address auto GigabitEthernet0/1.3 a2d2.0400.1212 a2d2.0400.1213
config-url disk0:/CTX2.cfg

View MAC Addresses Within a Context

This section describes how to view MAC addresses within a context.

Procedure

Show the MAC address in use by each interface within the context:

show interface | include (I nterface)|(MAC)

Example

For example:

ciscoasa/context# show interface | include (Interface) | (MAC)

Interface GigabitEthernetl/1.1 "gl/1.1", is down, line protocol is down
MAC address a201.0101.0600, MTU 1500

Interface GigabitEthernetl/1.2 "gl/1.2", is down, line protocol is down
MAC address a201.0102.0600, MTU 1500

Interface GigabitEthernetl/1.3 "gl/1.3", is down, line protocol is down
MAC address a201.0103.0600, MTU 1500

Note

The show inter face command shows the MAC address in use; if you manually assign a MAC address
and also have auto-generation enabled, then you can only view the unused auto-generated address
from within the system configuration.

Examples for Multiple Context Mode

The following example:

 Automatically sets the MAC addresses in contexts with a custom prefix.

* Sets the default class limit for conns to 10 percent instead of unlimited, and sets the VPN other sessions
to 10, with a burst of 5.

* Creates a gold resource class.

* Sets the admin context to be “administrator.”
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* Creates a context called “administrator” on the internal flash memory to be part of the default resource
class.

* Adds two contexts from an FTP server as part of the gold resource class.

ciscoasa(config) # mac-address auto prefix 19

ciscoasa(config)# class default

ciscoasa(config-class)# limit-resource conns 10%
ciscoasa(config-class)# limit-resource vpn other 10
ciscoasa (config-class)# limit-resource vpn burst other 5

ciscoasa(config) # class gold

ciscoasa(config-class)# limit-resource mac-addresses 10000
ciscoasa(config-class)# limit-resource conns 15%
ciscoasa(config-class)# limit-resource rate conns 1000
ciscoasa(config-class)# limit-resource rate inspects 500
ciscoasa(config-class)# limit-resource hosts 9000
ciscoasa(config-class)# limit-resource asdm 5
ciscoasa(config-class)# limit-resource ssh 5

ciscoasa (config-class)# limit-resource rate syslogs 5000
ciscoasa(config-class)# limit-resource telnet 5
ciscoasa(config-class)# limit-resource xlates 36000
ciscoasa(config-class)# limit-resource routes 700
ciscoasa(config-class)# limit-resource vpn other 100
ciscoasa(config-class)# limit-resource vpn burst other 50
ciscoasa(config)# admin-context administrator
ciscoasa(config) # context administrator

ciscoasa (config-ctx) # allocate-interface gigabitethernet0/0.1
ciscoasa(config-ctx)# allocate-interface gigabitethernet0/1.1
ciscoasa (config-ctx) # config-url diskO:/admin.cfg

context test

allocate-interface gigabitethernet0/0.100 intl
allocate-interface gigabitethernet0/0.102 int2
allocate-interface gigabitethernet0/0.110-gigabitethernet0/0.115

ciscoasa (config-ctx) #
ciscoasa (config-ctx) #
ciscoasa (config-ctx) #
ciscoasa(config-ctx) #
int3-int8

ciscoasa (config-ctx)# config-url ftp://userl:passwOrd@1l0.1.1.1/configlets/test.cfg
ciscoasa(config-ctx)# member gold

ciscoasa (config-ctx
ciscoasa(config-ctx

) context sample

)
ciscoasa (config-ctx)

)

( #
( # allocate-interface gigabitethernet0/1.200 intl
( # allocate-interface gigabitethernet0/1.212 int2
ciscoasa (config-ctx)# allocate-interface gigabitethernet0/1.230-gigabitethernet0/1.235
int3-int8
ciscoasa (config-ctx)# config-url ftp://userl:passwOrd@10.1.1.1/configlets/sample.cfg
ciscoasa (config-ctx) # member gold
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History for Multiple Context Mode

Table 10: History for Multiple Context Mode

Feature Name Pialorn | Feature Information
Relesses
Multiple security contexts 7.0(1) | Multiple context mode was introduced.

We introduced the following commands: context, mode, and class.

Automatic MAC address assignment

7.2(1)

Automatic assignment of MAC address to context interfaces was introduced.

We introduced the following command: mac-address auto.

Resource management

7.2(1)

Resource management was introduced.

We introduced the following commands: class, limit-resource, and member.

Virtual sensors for IPS

8.0(2)

The AIP SSM running IPS software Version 6.0 and above can run multiple virtual
sensors, which means you can configure multiple security policies on the AIP SSM.
You can assign each context or single mode ASA to one or more virtual sensors, or
you can assign multiple security contexts to the same virtual sensor.

We introduced the following command: allocate-ips.

Automatic MAC address assignment
enhancements

The MAC address format was changed to use a prefix, to use a fixed starting value
(A2), and to use a different scheme for the primary and secondary unit MAC addresses
in a failover pair. The MAC addresses are also now persistent across reloads. The
command parser now checks if auto-generation is enabled; if you want to also
manually assign a MAC address, you cannot start the manual MAC address with A2.

We modified the following command: mac-address auto prefix.

Maximum contexts increased for the
ASA 5550 and 5580

8.4(1)

The maximum security contexts for the ASA 5550 was increased from 50 to 100.
The maximum for the ASA 5580 was increased from 50 to 250.

Automatic MAC address assignment
enabled by default

8.5(1)

Automatic MAC address assignment is now enabled by default.

We modified the following command: mac-address auto.
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Feature Name

Feature Information

Automatic generation of a MAC
address prefix

8.6(1)

In multiple context mode, the ASA now converts the automatic MAC address
generation configuration to use a default prefix. The ASA auto-generates the prefix
based on the last two bytes of the interface (ASA 5500-X) or backplane (ASASM)
MAC address. This conversion happens automatically when you reload, or if you
reenable MAC address generation. The prefix method of generation provides many
benefits, including a better guarantee of unique MAC addresses on a segment. You
can view the auto-generated prefix by entering the show r unning-config mac-addr ess
command. If you want to change the prefix, you can reconfigure the feature with a
custom prefix. The legacy method of MAC address generation is no longer available.

Note To maintain hitless upgrade for failover pairs, the ASA does not convert
the MAC address method in an existing configuration upon a reload if
failover is enabled. However, we strongly recommend that you manually
change to the prefix method of generation when using failover, especially
for the ASASM. Without the prefix method, ASASMs installed in different
slot numbers experience a MAC address change upon failover, and can
experience traffic interruption. After upgrading, to use the prefix method
of MAC address generation, reenable MAC address generation to use the
default prefix.

We modified the following command: mac-address auto.

Automatic MAC address assignment
disabled by default on all models
except for the ASASM

9.0(1)

Automatic MAC address assignment is now disabled by default except for the
ASASM.

We modified the following command: mac-address auto.

Dynamic routing in Security Contexts

9.0(1)

EIGRP and OSPFv2 dynamic routing protocols are now supported in multiple context
mode. OSPFv3, RIP, and multicast routing are not supported.

New resource type for routing table
entries

9.0(1)

A new resource type, routes, was created to set the maximum number of routing table
entries in each context.

We modified the following commands: limit-resource, show resour ce types, show
resour ce usage, show resour ce allocation.

Site-to-Site VPN in multiple context
mode

9.0(1)

Site-to-site VPN tunnels are now supported in multiple context mode.

New resource type for site-to-site
VPN tunnels

9.0(1)

New resource types, vpn other and vpn burst other, were created to set the maximum
number of site-to-site VPN tunnels in each context.

We modified the following commands: limit-resour ce, show resour ce types, show
resour ce usage, show resour ce allocation.

New resource type for IKEvl SA
negotiations

9.1(2)

New resource type, ikev1 in-negotiation, was created to set the maximum percentage
of IKEv1 SA negotiations in each context to prevent overwhelming the CPU and
crypto engines. Under certain conditions (large certificates, CRL checking), you
might want to restrict this resource.

We modified the following commands: limit-resour ce, show resour ce types, show
resour ce usage, show resour ce allocation.
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Feature Name

Feature Information

Support for Remote Access VPN in
multiple context mode

9.5(2)

You can now use the following remote access features in multiple context mode:

* AnyConnect 3.x and later (SSL VPN only; no IKEv2 support)
* Centralized AnyConnect image configuration
* AnyConnect image upgrade

+ Context Resource Management for AnyConnect connections

Note The AnyConnect Apex license is required for multiple context mode; you

cannot use the default or legacy license.

We introduced the following commands: limit-resour ce vpn anyconnect,
limit-resource vpn burst anyconnect

Pre-fill/Username-from-cert feature
for multiple context mode

9.6(2)

AnyConnect SSL support is extended, allowing pre-fill/username-from-certificate
feature CLIs, previously available only in single mode, to be enabled in multiple
context mode as well.

We did not modify any commands.

Flash Virtualization for Remote
Access VPN

9.6(2)

Remote access VPN in multiple context mode now supports flash virtualization. Each
context can have a private storage space and a shared storage place based on the total
flash that is available:

* Private storage—Store files associated only with that user and specific to the
content that you want for that user.

* Shared storage—Upload files to this space and have it accessible to any user
context for read/write access once you enable it.

We introduced the following commands: limit-resour ce stor age, storage-ur|

AnyConnect client profiles supported
in multi-context devices

9.6(2)

AnyConnect client profiles are supported in multi-context devices. To add a new
profile using ASDM, you must have the AnyConnect Secure Mobility Client release
4.2.00748 or 4.3.03013 and later.

Stateful failover for AnyConnect
connections in multiple context mode

9.6(2)

Stateful failover is now supported for AnyConnect connections in multiple context
mode.

We did not modify any commands.

Remote Access VPN Dynamic Access
Policy (DAP) is supported in multiple
context mode

9.6(2)

You can now configure DAP per context in multiple context mode.

We did not modify any commands.

Remote Access VPN CoA (Change
of Authorization) is supported in
multiple context mode

9.6(2)

You can now configure CoA per context in multiple context mode.

We did not modify any commands.
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Feature Name Plaom | Feature Information
Releases
Remote Access VPN localization is | 9.6(2) | Localization is supported globally. There is only one set of localization files that are
supported in multiple context mode shared across different contexts.
We did not modify any commands.
Remote Access VPN for IKEV2 is 9.9(2) | You can configure Remote Access VPN in multiple context mode for IKEv2.

supported in multiple context mode
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CHAPTER 8

Failover for High Availability

This chapter describes how to configure Active/Standby or Active/Active failover to accomplish high availability
of the Cisco ASA.

* About Failover, on page 255

* Licensing for Failover, on page 279

* Guidelines for Failover, on page 281

* Defaults for Failover, on page 283

* Configure Active/Standby Failover, on page 283

* Configure Active/Active Failover, on page 287

* Configure Optional Failover Parameters, on page 293
* Manage Failover, on page 301

* Monitoring Failover, on page 307

* History for Failover, on page 309

About Failover

Configuring failover requires two identical ASAs connected to each other through a dedicated failover link
and, optionally, a state link. The health of the active units and interfaces is monitored to determine whether
they meet the specific failover conditions. If those conditions are met, failover occurs.

Failover Modes

The ASA supports two failover modes, Active/Active failover and Active/Standby failover. Each failover
mode has its own method for determining and performing failover.

* In Active/Standby failover, one device functions as the Active unit and passes traffic. The second device,
designated as the Standby unit, does not actively pass traffic. When a failover occurs, the Active unit
fails over to the Standby unit, which then becomes Active. You can use Active/Standby failover for
ASAs in single or multiple context mode.

* In an Active/Active failover configuration, both ASAs can pass network traffic. Active/Active failover
is only available to ASAs in multiple context mode. In Active/Active failover, you divide the security
contexts on the ASA into 2 failover groups. A failover group is simply a logical group of one or more
security contexts. One group is assigned to be Active on the primary ASA, and the other group is assigned
to be active on the Secondary ASA. When a failover occurs, it occurs at the failover group level.
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Both failover modes support stateful or stateless failover.

Failover System Requirements

This section describes the hardware, software, and license requirements for ASAs in a Failover configuration.

Hardware Requirements
The two units in a Failover configuration must:

* Be the same model.

* Have the same number and types of interfaces.

For the Firepower 2100 and Firepower 4100/9300 chassis, all interfaces must be preconfigured in FXOS
identically before you enable Failover. If you change the interfaces after you enable Failover, make the
interface changes in FXOS on the Standby unit, and then make the same changes on the Active unit. If
you remove an interface in FXOS (for example, if you remove a network module, remove an EtherChannel,
or reassign an interface to an EtherChannel), then the ASA configuration retains the original commands
so that you can make any necessary adjustments; removing an interface from the configuration can have
wide effects. You can manually remove the old interface configuration in the ASA OS.

* Have the same modules installed (if any).

* Have the same RAM installed.
If you are using units with different flash memory sizes in your Failover configuration, make sure the unit
with the smaller flash memory has enough space to accommodate the software image files and the configuration

files. If it does not, configuration synchronization from the unit with the larger flash memory to the unit with
the smaller flash memory will fail.

Software Requirements
The two units in a Failover configuration must:
* Be in the same context mode (single or multiple).
* For single mode: Be in the same firewall mode (routed or transparent).
In multiple context mode, the firewall mode is set at the context-level, and you can use mixed modes.

* Have the same major (first number) and minor (second number) software version. However, you can
temporarily use different versions of the software during an upgrade process; for example, you can
upgrade one unit from Version 8.3(1) to Version 8.3(2) and have failover remain active. We recommend
upgrading both units to the same version to ensure long-term compatibility.

* Have the same AnyConnect images. If the failover pair has mismatched images when a hitless upgrade
is performed, then the clientless SSL VPN connection terminates in the final reboot step of the upgrade
process, the database shows an orphaned session, and the IP pool shows that the IP address assigned to
the client is “in use.”

* Be in the same FIPS mode.

* (Firepower 4100/9300) Have the same flow offload mode, either both enabled or both disabled.
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License Requirements

The two units in a failover configuration do not need to have identical licenses; the licenses combine to make
a failover cluster license.

Failover and Stateful Failover Links

A

The failover link and the optional stateful failover link are dedicated connections between the two units. Cisco
recommends to use the same interface between two devices in a failover link or a stateful failover link. For
example, in a failover link, if you have used eth0 in device 1, use the same interface (eth0) in device 2 as well.

Caution

Failover Link

Failover Link Data

All information sent over the failover and state links is sent in clear text unless you secure the communication
with an [Psec tunnel or a failover key. If the ASA is used to terminate VPN tunnels, this information includes
any usernames, passwords and preshared keys used for establishing the tunnels. Transmitting this sensitive
data in clear text could pose a significant security risk. We recommend securing the failover communication
with an IPsec tunnel or a failover key if you are using the ASA to terminate VPN tunnels.

The two units in a failover pair constantly communicate over a failover link to determine the operating status
of each unit.

The following information is communicated over the failover link:

* The unit state (active or standby)
* Hello messages (keep-alives)

* Network link status

* MAC address exchange

* Configuration replication and synchronization

Interface for the Failover Link

You can use an unused data interface (physical, subinterface, redundant, or EtherChannel) as the failover link;
however, you cannot specify an interface that is currently configured with a name. The failover link interface
is not configured as a normal networking interface; it exists for failover communication only. This interface
can only be used for the failover link (and also for the state link). For most models, you cannot use a
management interface for failover unless explicitly described below.

The ASA does not support sharing interfaces between user data and the failover link. You also cannot use
separate subinterfaces on the same parent for the failover link and for data.

See the following guidelines for the failover link:

* 5506-X through 5555-X—You cannot use the Management interface as the failover link; you must use
a data interface. The only exception is for the 5506H-X, where you can use the management interface
as the failover link.
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* 5506H-X—You canuse the Management 1/1 interface as the failover link. If you configure it for failover,
you must reload the device for the change to take effect. In this case, you cannot also use the ASA
Firepower module, because it requires the Management interface for management purposes.

* 5585-X—Do not use the Management 0/0 interface, even though it can be used as a data interface. It
does not support the necessary performance for this use.

* Firepower 4100/9300—We recommend that you use a 10 GB data interface for the combined failover
and state link. You cannot use the management-type interface for the failover link.

+ All other models—1 GB interface is large enough for a combined failover and state link.

For a redundant interface used as the failover link, see the following benefits for added redundancy:
* When a failover unit boots up, it alternates between the member interfaces to detect an active unit.

« If a failover unit stops receiving keepalive messages from its peer on one of the member interfaces, it
switches to the other member interface.

The alternation frequency is equal to the unit hold time (the failover polltime unit command).

Note If you have a large configuration and a low unit hold time, alternating between the member interfaces can
prevent the secondary unit from joining/re-joining. In this case, disable one of the member interfaces until
after the secondary unit joins.

For an EtherChannel used as the failover link, to prevent out-of-order packets, only one interface in the
EtherChannel is used. If that interface fails, then the next interface in the EtherChannel is used. You cannot
alter the EtherChannel configuration while it is in use as a failover link.

Connecting the Failover Link

Connect the failover link in one of the following two ways:

* Using a switch, with no other device on the same network segment (broadcast domain or VLAN) as the
failover interfaces of the ASA.

« Using an Ethernet cable to connect the units directly, without the need for an external switch.

If you do not use a switch between the units, if the interface fails, the link is brought down on both peers. This
condition may hamper troubleshooting efforts because you cannot easily determine which unit has the failed
interface and caused the link to come down.

The ASA supports Auto-MDI/MDIX on its copper Ethernet ports, so you can either use a crossover cable or
a straight-through cable. If you use a straight-through cable, the interface automatically detects the cable and
swaps one of the transmit/receive pairs to MDIX.

Stateful Failover Link

To use Stateful Failover, you must configure a Stateful Failover link (also known as the state link) to pass
connection state information.
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Shared with the Failover Link

Dedicated Interface

Sharing a failover link is the best way to conserve interfaces. However, you must consider a dedicated interface
for the state link and failover link, if you have a large configuration and a high traffic network.

You can use a dedicated data interface (physical, redundant, or EtherChannel) for the state link. See Interface
for the Failover Link, on page 257 for requirements for a dedicated state link, and Connecting the Failover
Link, on page 258 for information about connecting the state link as well.

For optimum performance when using long distance failover, the latency for the state link should be less than
10 milliseconds and no more than 250 milliseconds. If latency is more than 10 milliseconds, some performance
degradation occurs due to retransmission of failover messages.

Avoiding Interrupted Failover and Data Links

We recommend that failover links and data interfaces travel through different paths to decrease the chance
that all interfaces fail at the same time. If the failover link is down, the ASA can use the data interfaces to
determine if a failover is required. Subsequently, the failover operation is suspended until the health of the
failover link is restored.

See the following connection scenarios to design a resilient failover network.

Scenario —Not Recommended

If a single switch or a set of switches are used to connect both failover and data interfaces between two ASAs,
then when a switch or inter-switch-link is down, both ASAs become active. Therefore, the following two
connection methods shown in the following figures are NOT recommended.

Figure 39: Connecting with a Single Switch—Not Recommended

~ outside ~_outside
Failover link ‘ __Failover link Secondary
inside inside
Figure 40: Connecting with a Double-Switch—Not Recommended
outside Swnch 1 SW|tch 2 outside

Primary Failover link __ISL__ P Failover link Secondary
. inside , inside

Scenario 2—Recommended

Primary

We recommend that failover links NOT use the same switch as the data interfaces. Instead, use a different
switch or use a direct cable to connect the failover link, as shown in the following figures.
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Figure 41: Connecting with a Different Switch
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Figure 42: Connecting with a Cable
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Scenario 3—Recommended

If the ASA data interfaces are connected to more than one set of switches, then a failover link can be connected
to one of the switches, preferably the switch on the secure (inside) side of network, as shown in the following
figure.

Figure 43: Connecting with a Secure Switch
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Scenario 4—Recommended

The most reliable failover configurations use a redundant interface on the failover link, as shown in the
following figures.
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Figure 44: Connecting with Redundant Interfaces
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Figure 45: Connecting with Inter-switch Links
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MAC Addresses and IP Addresses in Failover

When you configure your interfaces, you can specify an active IP address and a standby IP address on the
same network. Generally, when a failover occurs, the new active unit takes over the active IP addresses and
MAC addresses. Because network devices see no change in the MAC to IP address pairing, no ARP entries
change or time out anywhere on the network.

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 .



High Availability and Scalability |

. MAC Addresses and IP Addresses in Failover

\}

Note

Although recommended, the standby address is not required. Without a standby IP address, the active unit
cannot perform network tests to check the standby interface health; it can only track the link state. You also
cannot connect to the standby unit on that interface for management purposes.

The IP address and MAC address for the state link do not change at failover.

Active/Standby IP Addresses and MAC Addresses
For Active/Standby Failover, see the following for IP address and MAC address usage during a failover event:

1. The active unit always uses the primary unit's [P addresses and MAC addresses.

2. When the active unit fails over, the standby unit assumes the IP addresses and MAC addresses of the
failed unit and begins passing traffic.

3. When the failed unit comes back online, it is now in a standby state and takes over the standby IP addresses
and MAC addresses.

However, if the secondary unit boots without detecting the primary unit, then the secondary unit becomes the
active unit and uses its own MAC addresses, because it does not know the primary unit MAC addresses. When
the primary unit becomes available, the secondary (active) unit changes the MAC addresses to those of the
primary unit, which can cause an interruption in your network traffic. Similarly, if you swap out the primary
unit with new hardware, a new MAC address is used.

Virtual MAC addresses guard against this disruption, because the active MAC addresses are known to the
secondary unit at startup, and remain the same in the case of new primary unit hardware. If you do not configure
virtual MAC addresses, you might need to clear the ARP tables on connected routers to restore traffic flow.
The ASA does not send gratuitous ARPs for static NAT addresses when the MAC address changes, so
connected routers do not learn of the MAC address change for these addresses.

Active/Active IP Addresses and MAC Addresses
For Active/Active failover, see the following for IP address and MAC address usage during a failover event:

1. The primary unit autogenerates active and standby MAC addresses for all interfaces in failover group 1
and 2 contexts. You can also manually configure the MAC addresses if necessary, for example, if there
are MAC address conflicts.

2. Each unit uses the active IP addresses and MAC addresses for its active failover group, and the standby
addresses for its standby failover group. For example, the primary unit is active for failover group 1, so
it uses the active addresses for contexts in failover group 1. It is standby for the contexts in failover group
2, where it uses the standby addresses.

3. When a unit fails over, the other unit assumes the active IP addresses and MAC addresses of the failed
failover group and begins passing traffic.

4. When the failed unit comes back online, and you enabled the preempt option, it resumes the failover
group.

Virtual MAC Addresses

The ASA has multiple methods to configure virtual MAC addresses. We recommend using only one method.
If you set the MAC address using multiple methods, the MAC address used depends on many variables, and
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might not be predictable. Manual methods include the interface mode mac-address command, the failover
mac address command, and for Active/Active failover, the failover group mode mac address command, in
addition to autogeneration methods described below.

In multiple context mode, you can configure the ASA to generate virtual active and standby MAC addresses
automatically for shared interfaces, and these assignments are synced to the secondary unit (see the mac-address
auto command). For non-shared interfaces, you can manually set the MAC addresses for Active/Standby
mode (Active/Active mode autogenerates MAC addresses for all interfaces).

For Active/Active failover, virtual MAC addresses are always used, either with default values or with values
you can set per interface.

Intra- and Inter-Chassis Module Placement for the ASA Services Module

You can place the primary and secondary ASASMs within the same switch or in two separate switches.

Intra-Chassis Failover

If you install the secondary ASASM in the same switch as the primary ASASM, you protect against
module-level failure.

Even though both ASASMs are assigned the same VLANS, only the active module takes part in networking.
The standby module does not pass any traffic.

The following figure shows a typical intra-switch configuration.

Figure 46: Intra-Switch Failover
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Inter-Chassis Failover

To protect against switch-level failure, you can install the secondary ASASM in a separate switch. The ASASM
does not coordinate failover directly with the switch, but it works harmoniously with the switch failover
operation. See the switch documentation to configure failover for the switch.

For the best reliability of failover communications between ASASMs, we recommend that you configure an
EtherChannel trunk port between the two switches to carry the failover and state VLANS.

For other VLANSs, you must ensure that both switches have access to all firewall VLANS, and that monitored
VLANS can successfully pass hello packets between both switches.

The following figure shows a typical switch and ASASM redundancy configuration. The trunk between the
two switches carries the failover ASASM VLANs (VLANs 10 and 11).

Note ASASM failover is independent of the switch failover operation; however, ASASM works in any switch
failover scenario.

Figure 47: Normal Operation
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If the primary ASASM fails, then the secondary ASASM becomes active and successfully passes the firewall
VLAN:S.
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Figure 48: ASASM Failure
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Inter-Chassis Failover .

If the entire switch fails, as well as the ASASM (such as in a power failure), then both the switch and the

ASASM fail over to their secondary units.
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Figure 49: Switch Failure
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Stateless and Stateful Failover

The ASA supports two types of failover, stateless and stateful for both the Active/Standby and Active/Active

modes.
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Note

Some configuration elements for clientless SSL VPN (such as bookmarks and customization) use the VPN

failover subsystem, which is part of Stateful Failover. You must use Stateful Failover to synchronize these
elements between the members of the failover pair. Stateless failover is not recommended for clientless SSL

VPN.

Stateless Failover

When a failover occurs, all active connections are dropped. Clients need to reestablish connections when the
new active unit takes over.
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Note

Stateful Failover

Supported Features

Some configuration elements for clientless SSL VPN (such as bookmarks and customization) use the VPN
failover subsystem, which is part of Stateful Failover. You must use Stateful Failover to synchronize these
elements between the members of the failover pair. Stateless (regular) failover is not recommended for clientless
SSL VPN.

When Stateful Failover is enabled, the active unit continually passes per-connection state information to the
standby unit, or in Active/Active failover, between the active and standby failover groups. After a failover
occurs, the same connection information is available at the new active unit. Supported end-user applications
are not required to reconnect to keep the same communication session.

For Stateful Failover, the following state information is passed to the standby ASA:
* NAT translation table.

* TCP and UDP connections and states. Other types of IP protocols, and ICMP, are not parsed by the active
unit, because they get established on the new active unit when a new packet arrives.

» The HTTP connection table (unless you enable HTTP replication).

» The HTTP connection states (if HTTP replication is enabled)—By default, the ASA does not replicate
HTTP session information when Stateful Failover is enabled. We suggest that you enable HTTP replication.

* SCTP connection states. However, SCTP inspection stateful failover is best effort. During failover, if
any SACK packets are lost, the new active unit will drop all other out of order packets in the queue until
the missing packet is received.

» The ARP table

* The Layer 2 bridge table (for bridge groups)
* The ISAKMP and IPsec SA table

» GTP PDP connection database

» SIP signaling sessions and pin holes.

* ICMP connection state—ICMP connection replication is enabled only if the respective interface is
assigned to an asymmetric routing group.

» Static and dynamic routing tables—Stateful Failover participates in dynamic routing protocols, like OSPF
and EIGRP, so routes that are learned through dynamic routing protocols on the active unit are maintained
in a Routing Information Base (RIB) table on the standby unit. Upon a failover event, packets travel
normally with minimal disruption to traffic because the active secondary unit initially has rules that
mirror the primary unit. Immediately after failover, the re-convergence timer starts on the newly active
unit. Then the epoch number for the RIB table increments. During re-convergence, OSPF and EIGRP
routes become updated with a new epoch number. Once the timer is expired, stale route entries (determined
by the epoch number) are removed from the table. The RIB then contains the newest routing protocol
forwarding information on the newly active unit.
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Note Routes are synchronized only for link-up or link-down events on an active unit.
If the link goes up or down on the standby unit, dynamic routes sent from the
active unit may be lost. This is normal, expected behavior.

* DHCP Server—DHCP address leases are not replicated. However, a DHCP server configured on an
interface will send a ping to make sure an address is not being used before granting the address to a
DHCEP client, so there is no impact to the service. State information is not relevant for DHCP relay or
DDNS.

* Cisco IP SoftPhone sessions—If a failover occurs during an active Cisco IP SoftPhone session, the call
remains active because the call session state information is replicated to the standby unit. When the call
is terminated, the IP SoftPhone client loses connection with the Cisco Call Manager. This connection
loss occurs because there is no session information for the CTIQBE hangup message on the standby unit.
When the IP SoftPhone client does not receive a response back from the Call Manager within a certain
time period, it considers the Call Manager unreachable and unregisters itself.

* RA VPN—Remote access VPN end users do not have to reauthenticate or reconnect the VPN session
after a failover. However, applications operating over the VPN connection could lose packets during the
failover process and not recover from the packet loss.

Unsupported Features
For Stateful Failover, the following state information is not passed to the standby ASA:

* The user authentication (uauth) table

* TCP state bypass connections

* Multicast routing.

* State information for modules, such as the ASA FirePOWER module.

» Selected clientless SSL VPN features:

* Smart Tunnels

* Port Forwarding

* Plugins

* Java Applets

* [Pv6 clientless or Anyconnect sessions

« Citrix authentication (Citrix users must reauthenticate after failover)

Bridge Group Requirements for Failover

There are special considerations for failover when using bridge groups.
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Bridge Group Requirements for Appliances, ASAv

When the active unit fails over to the standby unit, the connected switch port running Spanning Tree Protocol
(STP) can go into a blocking state for 30 to 50 seconds when it senses the topology change. To avoid traffic
loss while the port is in a blocking state, you can configure one of the following workarounds depending on
the switch port mode:

» Access mode—Enable the STP PortFast feature on the switch:

interface interface id
spanning-tree portfast

The PortFast feature immediately transitions the port into STP forwarding mode upon linkup. The port
still participates in STP. So if the port is to be a part of the loop, the port eventually transitions into STP
blocking mode.

* Trunk mode—Block BPDUs on the ASA on a bridge group's member interfaces with an EtherType
access rule.

access-list id ethertype deny bpdu
access-group id in interface namel
access-group id in interface name?2

Blocking BPDUs disables STP on the switch. Be sure not to have any loops involving the ASA in your
network layout.

If neither of the above options are possible, then you can use one of the following less desirable workarounds
that impacts failover functionality or STP stability:

* Disable interface monitoring.

* Increase interface holdtime to a high value that will allow STP to converge before the ASAs fail over.

* Decrease STP timers to allow STP to converge faster than the interface holdtime.

Bridge Group Requirements for the ASA Services Module

To avoid loops when you use failover with bridge groups, you should allow BPDUs to pass (the default), and
you must use switch software that supports BPDU forwarding.

Loops can occur if both modules are active at the same time, such as when both modules are discovering each
other’s presence, or due to a bad failover link. Because the ASASMs bridge packets between the same two
VLAN:S, loops can occur when packets between bridge group member interfaces get endlessly replicated by
both ASASMs. The spanning tree protocol can break such loops if there is a timely exchange of BPDUs. To
break the loop, BPDUs sent between VLAN 200 and VLAN 201 need to be bridged.
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Figure 50: Bridge Group Loop
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Failover Health Monitoring

The ASA monitors each unit for overall health and for interface health. This section includes information
about how the ASA performs tests to determine the state of each unit.

Unit Health Monitoring

The ASA determines the health of the other unit by monitoring the failover link with hello messages. When
aunit does not receive three consecutive hello messages on the failover link, the unit sends LANTEST messages
on each data interface, including the failover link, to validate whether or not the peer is responsive. For the

Firepower 9300 and 4100 series, you can enable Bidirectional Forwarding Detection (BFD) monitoring, which
is more reliable than hello messages. The action that the ASA takes depends on the response from the other

unit. See the following possible actions:

« If the ASA receives a response on the failover link, then it does not fail over.

« I[f the ASA does not receive a response on the failover link, but it does receive a response on a data
interface, then the unit does not failover. The failover link is marked as failed. You should restore the
failover link as soon as possible because the unit cannot fail over to the standby while the failover link
is down.

* If the ASA does not receive a response on any interface, then the standby unit switches to active mode
and classifies the other unit as failed.

Interface Monitoring

You can monitor up to 1025 interfaces (in multiple context mode, divided between all contexts). You should
monitor important interfaces. For example in multiple context mode, you might configure one context to
monitor a shared interface: because the interface is shared, all contexts benefit from the monitoring.
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When a unit does not receive hello messages on a monitored interface for 15 seconds (the default), it runs
interface tests. (To change the period, see the failover polltime interface command, or for Active/Active
failover, the polltimeinterface command) If one of the interface tests fails for an interface, but this same
interface on the other unit continues to successfully pass traffic, then the interface is considered to be failed,
and the ASA stops running tests.

If the threshold you define for the number of failed interfaces is met (see the failover interface-policy

command, or for Active/Active failover, the interface-policy command), and the active unit has more failed
interfaces than the standby unit, then a failover occurs. If an interface fails on both units, then both interfaces
go into the “Unknown” state and do not count towards the failover limit defined by failover interface policy.

An interface becomes operational again if it receives any traffic. A failed ASA returns to standby mode if the
interface failure threshold is no longer met.

If you have an ASA FirePOWER module, then the ASA also monitors the health of the module over the
backplane interface. Failure of the module is considered a unit failure and will trigger failover. This setting
is configurable.

If an interface has IPv4 and IPv6 addresses configured on it, the ASA uses the IPv4 addresses to perform the
health monitoring. If an interface has only IPv6 addresses configured on it, then the ASA uses IPv6 neighbor
discovery instead of ARP to perform the health monitoring tests. For the broadcast ping test, the ASA uses
the IPv6 all nodes address (FE02::1).

Interface Tests

Note

If a failed unit does not recover and you believe it should not be failed, you can reset the state by entering the
failover reset command. If the failover condition persists, however, the unit will fail again.

The ASA uses the following interface tests. The duration of each test is approximately 1.5 seconds by default,
or 1/16 of the failover interface holdtime(see the failover polltimeinterface command, or for Active/Active
failover, the interface-policy command).

1. Link Up/Down test—A test of the interface status. If the Link Up/Down test indicates that the interface
is down, then the ASA considers it failed, and testing stops. If the status is Up, then the ASA performs
the Network Activity test.

2. Network Activity test—A received network activity test. At the start of the test, each unit clears its received
packet count for its interfaces. As soon as a unit receives any eligible packets during the test, then the
interface is considered operational. If both units receive traffic, then testing stops. If one unit receives
traffic and the other unit does not, then the interface on the unit that does not receive traffic is considered
failed, and testing stops. If neither unit receives traffic, then the ASA starts the ARP test.

3. ARP test—A test for successful ARP replies. Each unit sends a single ARP request for the IP address in
the most recent entry in its ARP table. If the unit receives an ARP reply or other network traffic during
the test, then the interface is considered operational. If the unit does not receive an ARP reply, then the
ASA sends a single ARP request for the IP address in the next entry in the ARP table. If the unit receives
an ARP reply or other network traffic during the test, then the interface is considered operational. If both
units receive traffic, then testing stops. If one unit receives traffic, and the other unit does not, then the
interface on the unit that does not receive traffic is considered failed, and testing stops. If neither unit
receives traffic, then the ASA starts the Broadcast Ping test.

4. Broadcast Ping test—A test for successful ping replies. Each unit sends a broadcast ping, and then counts
all received packets. If the unit receives any packets during the test, then the interface is considered
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operational. If both units receive traffic, then testing stops. If one unit receives traffic, and the other unit
does not, then the interface on the unit that does not receive traffic is considered failed, and testing stops.
If neither unit receives traffic, then testing starts over again with the ARP test. If both units continue to
receive no traffic from the ARP and Broadcast Ping tests, then these tests will continue running in

perpetuity.

Interface Status

Monitored interfaces can have the following status:

» Unknown—Initial status. This status can also mean the status cannot be determined.

» Normal—The interface is receiving traffic.

* Testing—Hello messages are not heard on the interface for five poll times.

* Link Down—The interface or VLAN is administratively down.

* No Link—The physical link for the interface is down.

* Failed—No traffic is received on the interface, yet traffic is heard on the peer interface.

Failover Times

The following events trigger failover in a Firepower high availability pair:

* More than 50% of the Snort instances on the active unit are down.

» Disk space on the active unit is more than 90% full.

» The no failover active command is run on the active unit or the failover active command is run on the
standby unit.

* The active unit has more failed interfaces than the standby unit.

* Interface failure on the active device exceeds the threshold configured.

By default, failure of a single interface causes failover. You can change the default value by configuring
a threshold for the number of interfaces or a percentage of monitored interfaces that must fail for the
failover to occur. If the threshold breaches on the active device, failover occurs. If the threshold breaches

on the standby device, the unit moves to Fail state.

To change the default failover criteria, enter the following command in global configuration mode:

Table 11:

Command

Purpose

hostname

failover interface-policy num [%)]

(config)# failover

interface-policy 20%

Changes the default failover criteria.

When specifying a specific number of interfaces,
the num argument can be from 1 to 250.

When specifying a percentage of interfaces, the
num argument can be from 1 to 100.
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Configuration Synchronization .

Note

Table 12: ASA

If you manually fail over using the CLI or ASDM, or you reload the ASA, the failover starts immediately and
is not subject to the timers listed below.

Failover Condition

Minimum Default Maximum

Active unit loses power, 800 milliseconds 15 seconds 45 seconds

hardware goes down, or the
software reloads or crashes.
When any of these occur, the
monitored interfaces or failover
link do not receives any hello

message.

Active unit main board interface | 500 milliseconds 5 seconds 15 seconds

link down.

Active unit 4GE module 2 seconds 5 seconds 15 seconds

interface link down.

Active unit FirePOWER module | 2 seconds 2 seconds 2 seconds

fails.

Active unit interface up, but 5 seconds 25 seconds 75 seconds

connection problem causes

interface testing.

Configuration Synchronization

Failover includes various types of configuration synchronization.

Running Configuration Replication

Running configuration replication occurs when any one or both of the devices in the failover pair boot.
In Active/Standby failover, configurations are always synchronized from the active unit to the standby unit.

In Active/Active failover, whichever unit boots second obtains the running configuration from the unit that
boots first, regardless of the primary or secondary designation of the booting unit. After both units are up,
commands entered in the system execution space are replicated from the unit on which failover group 1 is in
the active state.

When the standby/second unit completes its initial startup, it clears its running configuration (except for the
failover commands needed to communicate with the active unit), and the active unit sends its entire
configuration to the standby/second unit. When the replication starts, the ASA console on the active unit
displays the message “Beginning configuration replication: Sending to mate,” and when it is complete, the
ASA displays the message “End Configuration Replication to mate.” Depending on the size of the configuration,
replication can take from a few seconds to several minutes.
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On the unit receiving the configuration, the configuration exists only in running memory. You should save
the configuration to flash memory according to Save Configuration Changes, on page 43. For example, in
Active/Active failover, enter the write memory all command in the system execution space on the unit that
has failover group 1 in the active state. The command is replicated to the peer unit, which proceeds to write
its configuration to flash memory.

Note During replication, commands entered on the unit sending the configuration may not replicate properly to the
peer unit, and commands entered on the unit receiving the configuration may be overwritten by the configuration
being received. Avoid entering commands on either unit in the failover pair during the configuration replication
process.

N

Note The crypto ca server command and related subcommands are not supported with failover; you must remove
them using the no crypto ca server command.

File Replication

Configuration syncing does not replicate the following files and configuration components, so you must copy
these files manually so they match:

» AnyConnect images
* CSD images
» AnyConnect profiles

The ASA uses a cached file for the AnyConnect client profile stored in cache:/stc/profiles, and not the
file stored in the flash file system. To replicate the AnyConnect client profile to the standby unit, perform
one of the following:

* Enter the write standby command on the active unit.
* Reapply the profile on the active unit.

* Reload the standby unit.

* Local Certificate Authorities (CAs)
* ASA images
* ASDM images

Command Replication

After startup, commands that you enter on the active unit are immediately replicated on the standby unit. You
do not have to save the active configuration to flash memory to replicate the commands.

In Active/Active failover, commands entered in the system execution space are replicated from the unit on
which failover group 1 is in the active state.
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Failure to enter the commands on the appropriate unit for command replication to occur causes the
configurations to be out of synchronization. Those changes may be lost the next time the initial configuration
synchronization occurs.

The following commands are replicated to the standby ASA:
* All configuration commands except for mode, firewall, and failover lan unit
* copy running-config startup-config
* delete
» mkdir
* rename
* rmdir

» write memory

The following commands are not replicated to the standby ASA:

* All forms of the copy command except for copy running-config startup-config
* All forms of the write command except for write memory

- debug

» failover lan unit

« firewall

* show

- terminal pager and pager

About Active/Standby Failover

Active/Standby failover lets you use a standby ASA to take over the functionality of a failed unit. When the
active unit fails, the standby unit becomes the active unit.

)

Note For multiple context mode, the ASA can fail over the entire unit (including all contexts) but cannot fail over
individual contexts separately.

Primary/Secondary Roles and Active/Standby Status

The main differences between the two units in a failover pair are related to which unit is active and which
unit is standby, namely which IP addresses to use and which unit actively passes traffic.

However, a few differences exist between the units based on which unit is primary (as specified in the
configuration) and which unit is secondary:

* The primary unit always becomes the active unit if both units start up at the same time (and are of equal
operational health).
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¢ The primary unit MAC addresses are always coupled with the active IP addresses. The exception to this
rule occurs when the secondary unit becomes active and cannot obtain the primary unit MAC addresses
over the failover link. In this case, the secondary unit MAC addresses are used.

Active Unit Determination at Startup
The active unit is determined by the following:
* If a unit boots and detects a peer already running as active, it becomes the standby unit.
* If a unit boots and does not detect a peer, it becomes the active unit.

* I[f both units boot simultaneously, then the primary unit becomes the active unit, and the secondary unit
becomes the standby unit.

Failover Events

In Active/Standby failover, failover occurs on a unit basis. Even on systems running in multiple context mode,
you cannot fail over individual or groups of contexts.

The following table shows the failover action for each failure event. For each failure event, the table shows
the failover policy (failover or no failover), the action taken by the active unit, the action taken by the standby

unit, and any special notes about the failover condition and actions.

Table 13: Failover Events

Failure Event

Policy

Active Unit Action

Standby Unit Action

Notes

Active unit failed (power
or hardware)

Failover

n/a

Become active

Mark active as failed

No hello messages are
received on any
monitored interface or the
failover link.

Formerly active unit
recovers

No failover

Become standby

No action

None.

Standby unit failed
(power or hardware)

No failover

Mark standby as failed

n/a

When the standby unit is
marked as failed, then the
active unit does not
attempt to fail over, even
if the interface failure
threshold is surpassed.

Failover link failed
during operation

No failover

Mark failover link as
failed

Mark failover link as
failed

You should restore the
failover link as soon as
possible because the unit
cannot fail over to the
standby unit while the
failover link is down.

Failover link failed at
startup

No failover

Become active

Mark failover link as
failed

Become active

Mark failover link as
failed

If the failover link is
down at startup, both
units become active.
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Failure Event Policy Active Unit Action Standby Unit Action Notes

State link failed No failover No action No action State information
becomes out of date, and
sessions are terminated if
a failover occurs.

Interface failure on active | Failover Mark active as failed Become active None.

unit above threshold

Interface failure on
standby unit above
threshold

No failover No action Mark standby as failed | When the standby unit is
marked as failed, then the
active unit does not
attempt to fail over even
if the interface failure
threshold is surpassed.

About Active/Active Failover

This section describes Active/Active failover.

Active/Active Failover Overview

\}

In an Active/Active failover configuration, both ASAs can pass network traffic. Active/Active failover is only
available to ASAs in multiple context mode. In Active/Active failover, you divide the security contexts on
the ASA into a maximum of 2 failover groups.

A failover group is simply a logical group of one or more security contexts. You can assign failover group to
be active on the primary ASA, and failover group 2 to be active on the secondary ASA. When a failover
occurs, it occurs at the failover group level. For example, depending on interface failure patterns, it is possible
for failover group 1 to fail over to the secondary ASA, and subsequently failover group 2 to fail over to the
primary ASA. This event could occur if the interfaces in failover group 1 are down on the primary ASA but
up on the secondary ASA, while the interfaces in failover group 2 are down on the secondary ASA but up on
the primary ASA.

The admin context is always a member of failover group 1. Any unassigned security contexts are also members
of failover group 1 by default. If you want Active/Active failover, but are otherwise uninterested in multiple
contexts, the simplest configuration would be to add one additional context and assign it to failover group 2.

Note

When configuring Active/Active failover, make sure that the combined traffic for both units is within the
capacity of each unit.

Note

You can assign both failover groups to one ASA if desired, but then you are not taking advantage of having
two active ASAs.
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Primary/Secondary Roles and Active/Standby Status for a Failover Group

As in Active/Standby failover, one unit in an Active/Active failover pair is designated the primary unit, and
the other unit the secondary unit. Unlike Active/Standby failover, this designation does not indicate which
unit becomes active when both units start simultaneously. Instead, the primary/secondary designation does
two things:

* The primary unit provides the running configuration to the pair when they boot simultaneously.

* Each failover group in the configuration is configured with a primary or secondary unit preference. When
used with preemption, this preference ensures that the failover group runs on the correct unit after it starts
up. Without preemption, both groups run on the first unit to boot up.

Active Unit Determination for Failover Groups at Startup
The unit on which a failover group becomes active is determined as follows:

* When a unit boots while the peer unit is not available, both failover groups become active on the unit.

* When a unit boots while the peer unit is active (with both failover groups in the active state), the failover
groups remain in the active state on the active unit regardless of the primary or secondary preference of
the failover group until one of the following occurs:

« A failover occurs.
* A failover is manually forced.

* A preemption for the failover group is configured, which causes the failover group to automatically
become active on the preferred unit when the unit becomes available.

Failover Events

In an Active/Active failover configuration, failover occurs on a failover group basis, not a system basis. For
example, if you designate both failover groups as Active on the primary unit, and failover group 1 fails, then
failover group 2 remains Active on the primary unit while failover group 1 becomes active on the secondary
unit.

Because a failover group can contain multiple contexts, and each context can contain multiple interfaces, it
is possible for all interfaces in a single context to fail without causing the associated failover group to fail.

The following table shows the failover action for each failure event. For each failure event, the policy (whether
or not failover occurs), actions for the active failover group, and actions for the standby failover group are

given.
Table 14: Failover Events
Failure Event Policy Active Group Action Standby Group Action | Notes
A unit experiences a Failover Become standby Become active When a unit in a failover

pair fails, any active
failover groups on that
unit are marked as failed
and become active on the
peer unit.

power or software failure Mark as failed Mark active as failed
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Failure Event Policy Active Group Action

Standby Group Action

Notes

Interface failure on active | Failover Mark active group as

Become active

None.

failover group above failed

threshold

Interface failure on No failover No action Mark standby group as | When the standby

standby failover group failed failover group is marked

above threshold as failed, the active
failover group does not
attempt to fail over, even
if the interface failure
threshold is surpassed.

Formerly active failover | No failover No action No action Unless failover group

group recovers

preemption is configured,
the failover groups
remain active on their
current unit.

Failover link failed at No failover Become active

startup

Become active

If the failover link is
down at startup, both
failover groups on both
units become active.

State link failed No failover No action

No action

State information
becomes out of date, and
sessions are terminated if
a failover occurs.

Failover link failed No failover n/a

during operation

n/a

Each unit marks the
failover link as failed.
You should restore the
failover link as soon as
possible because the unit
cannot fail over to the
standby unit while the
failover link is down.

Licensing for Failover

Failover units do not require the same license on each unit. If you have licenses on both units, they combine
into a single running failover cluster license. There are some exceptions to this rule. See the following table

for precise licensing requirements for failover.
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Model

License Requirement

ASA 5506-X and ASA 5506W-X

* Active/Standby—Security Plus License.

* Active/Active—No Support.

Note Each unit must have the same encryption license.

ASA 5512-X through ASA 5555-X

* ASA 5512-X—Security Plus License.

e Other models—Base License.

Note  Each unit must have the same encryption license.

* In multiple context mode, each unit must have the
the same AnyConnect Apex license.

* Each unit must have the same IPS module license.
You also need the IPS signature subscription on
the IPS side for both units. See the following
guidelines:

* To buy the IPS signature subscription you
need to have the ASA with IPS pre-installed
(the part number must include “IPS”, for
example ASA5525-IPS-K9); you cannot buy
the IPS signature subscription for a non-IPS
part number ASA.

* You need the IPS signature subscription on
both units; this subscription is not shared in
failover, because it is not an ASA license.

* The IPS signature subscription requires a
unique IPS module license per unit. Like
other ASA licenses, the IPS module license
is technically shared in the failover cluster
license. However, because of the IPS
signature subscription requirements, you
must buy a separate IPS module license for
each unit in.

ASAv See Failover Licenses for the ASAv, on page 116.
Firepower 2100 See Failover Licenses for the Firepower 2100, on page 116.
Firepower 4100/9300 See Failover Licenses for the ASA on the Firepower 4100/9300

Chassis, on page 118.
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Model License Requirement
All other models Base License or Standard License.
Note * Each unit must have the same encryption license.

* In multiple context mode, each unit must have the
the same AnyConnect Apex license.

)

Note A valid permanent key is required; in rare instances, your PAK authentication key can be removed. If your
key consists of all 0’s, then you need to reinstall a valid authentication key before failover can be enabled.

Guidelines for Failover

Context Mode

* Active/Active mode is supported only in multiple context mode.

» For multiple context mode, perform all steps in the system execution space unless otherwise noted.

Model Support

* ASA 5506W-X—You must disable interface monitoring for the internal GigabitEthernet 1/9 interface.
These interfaces will not be able to communicate to perform the default interface monitoring checks,
resulting in a switch from active to standby and back again because of expected interface communication
failures.

* Firepower 9300—We recommend that you use inter-chassis Failover for the best redundancy.

» The ASAv on public cloud networks such as Microsoft Azure and Amazon Web Services are not supported
with regular Failover because Layer 2 connectivity is required. Instead, see Failover for High Availability
in the Public Cloud, on page 313.

* The ASA FirePOWER module does not support failover directly; when the ASA fails over, any existing
ASA FirePOWER flows are transferred to the new ASA. The ASA FirePOWER module in the new ASA
begins inspecting the traffic from that point forward; old inspection states are not transferred.

You are responsible for maintaining consistent policies on the ASA FirePOWER modules in the
high-availability ASA pair to ensure consistent failover behavior.

N

Note Create the failover pair before you configure the ASA FirePOWER modules. If
the modules are already configured on both devices, clear the interface
configuration on the standby device before creating the failover pair. From the
CLI on the standby device, enter the clear configure interface command.
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ASAv Failover for High Availability

When creating a failover pair with the ASAw, it is necessary to add the data interfaces to each ASAv in the
same order. If the exact same interfaces are added to each ASAv, but in different order, errors may be presented
at the ASAv Console. Failover functionality may also be affected

Additional Guidelines

» When the active unit fails over to the standby unit, the connected switch port running Spanning Tree

Protocol (STP) can go into a blocking state for 30 to 50 seconds when it senses the topology change. To
avoid traffic loss while the port is in a blocking state, you can enable the STP PortFast feature on the
switch:

interface interface_id spanning-tree portfast

This workaround applies to switches connected to both routed mode and bridge group interfaces. The
PortFast feature immediately transitions the port into STP forwarding mode upon linkup. The port still
participates in STP. So if the port is to be a part of the loop, the port eventually transitions into STP
blocking mode.

* You cannot enable failover if a local CA server is configured. Remove the CA configuration using the

no crypto ca server command.

* Configuring port security on the switches connected to the ASA failover pair can cause communication

problems when a failover event occurs. This problem occurs when a secure MAC address configured or
learned on one secure port moves to another secure port, a violation is flagged by the switch port security
feature.

* You can monitor up to 1025 interfaces on a unit, across all contexts.

* For Active/Standby Failover and a VPN IPsec tunnel, you cannot monitor both the active and standby

units using SNMP over the VPN tunnel. The standby unit does not have an active VPN tunnel, and will
drop traffic destined for the NMS. You can instead use SNMPv3 with encryption so the IPsec tunnel is
not required.

* For Active/Active failover, no two interfaces in the same context should be configured in the same ASR

group.

* For Active/Active failover, you can define a maximum of two failover groups.

* For Active/Active failover, when removing failover groups, you must remove failover group 1 last.

Failover groupl always contains the admin context. Any context not assigned to a failover group defaults
to failover group 1. You cannot remove a failover group that has contexts explicitly assigned to it.

» Immediately after failover, the source address of syslog messages will be the failover interface address

for a few seconds.

* When using SNMPv3 with failover, if you replace a failover unit, then SNMPv3 users are not replicated

to the new unit. You must re-add the SNMPv3 users to the active unit to force the users to replicate to
the new unit; or you can add the users directly on the new unit. Reconfigure each user by entering the
snmp-server user username group-name v3 command on the active unit or directly to the standby unit
with the priv-password option and auth-password option in their unencrypted forms.
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Defaults for Failover

By default, the failover policy consists of the following:
* No HTTP replication in Stateful Failover.
* A single interface failure causes failover.
* The interface poll time is 5 seconds.
* The interface hold time is 25 seconds.
* The unit poll time is 1 second.
* The unit hold time is 15 seconds.

» Virtual MAC addresses are disabled in multiple context mode, except for the ASASM, where they are
enabled by default.

* Monitoring on all physical interfaces, or for the ASASM, all VLAN interfaces.

Configure Active/Standby Failover

To configure Active/Standby failover, configure basic failover settings on both the primary and secondary
units. All other configuration occurs only on the primary unit, and is then synched to the secondary unit.

Configure the Primary Unit for Active/Standby Failover

Follow the steps in this section to configure the primary in an Active/Standby failover configuration. These
steps provide the minimum configuration needed to enable failover on the primary unit.

Before you begin

* We recommend that you configure standby IP addresses for all interfaces except for the failover and
state links. If you use a 31-bit subnet mask for point-to-point connections, do not configure a standby IP
address.

* Do not configure a nameif for the failover and state links.

* For multiple context mode, complete this procedure in the system execution space. To change from the
context to the system execution space, enter the changeto system command.

Procedure

Step 1 Designate this unit as the primary unit:

failover lan unit primary

Step 2 Specify the interface to be used as the failover link:

failover lan interfaceif _nameinterface id
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Step 3

Step 4

Step 5

Example:

ciscoasa(config)# failover lan interface folink gigabitethernet0/3

This interface cannot be used for any other purpose (except, optionally, the state link).
The if_name argument assigns a name to the interface.

The interface_id argument can be a data physical interface, subinterface, redundant interface, or EtherChannel
interface ID. On the ASASM, the interface id is a VLAN ID. For the ASA 5506H-X only, you can specify
the Management 1/1 interface as the failover link. If you do so, you must save the configuration with write
memory, and then reload the device. You then cannot use this interface for failover and also use the ASA
Firepower module; the module requires the interface for management, and you can only use it for one function.
For the Firepower 4100/9300, you can use any data-type interface.

Assign the active and standby IP addresses to the failover link:
failover interfaceip failover_if name {ip addressmask |ipv6_address/ prefix} standby ip_address

Example:

ciscoasa(config)# failover interface ip folink 172.27.48.1 255.255.255.0 standby 172.27.48.2

Or:

ciscoasa(config)# failover interface ip folink 2001:a0a:b00::a0a:b70/64 standby
2001:a0a:b00::a0a:b71

This address should be on an unused subnet. This subnet can be 31-bits (255.255.255.254) with only two IP
addresses. 169.254.0.0/16 and fd00:0:0:*::/64 are internally used subnets, and you cannot use them for the
failover or state links.

The standby IP address must be in the same subnet as the active IP address.
Enable the failover link:

interface failover_interface id

no shutdown

Example:

ciscoasa(config)# interface gigabitethernet 0/3
ciscoasa(config-if)# no shutdown

(Optional) Specify the interface you want to use as the state link:
failover link if_name interface id

Example:

ciscoasa(config)# failover link folink gigabitethernet0/3

You can share the failover link with the statelink.
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Step 6

Step 7

Step 8

Configure the Primary Unit for Active/Standby Failover .

The if_name argument assigns a name to the interface.

The interface id argument can be a physical interface, subinterface, redundant interface, or EtherChannel
interface ID. On the ASASM, the interface id is a VLAN ID.

If you specified a separate state link, assign the active and standby IP addresses to the state link:
failover interfaceip state if name {ip_address mask | ipv6_address/prefix} standby ip_address

Example:

ciscoasa(config)# failover interface ip statelink 172.27.49.1 255.255.255.0 standby
172.27.49.2

Or:

ciscoasa(config)# failover interface ip statelink 2001:a0a:b00:a::a0a:b70/64 standby
2001:a0a:b00:a::al0a:b71

This address should be on an unused subnet, different from the failover link. This subnet can be 31-bits
(255.255.255.254) with only two IP addresses. 169.254.0.0/16 and £d00:0:0:*::/64 are internally used subnets,
and you cannot use them for the failover or state links.

The standby IP address must be in the same subnet as the active IP address.

Skip this step if you are sharing the state link.

If you specified a separate state link, enable the state link.
interface state_interface id
no shutdown

Example:

ciscoasa(config)# interface gigabitethernet 0/4
ciscoasa(config-if)# no shutdown

Skip this step if you are sharing the state link.

(Optional) Do one of the following to encrypt communications on the failover and state links:

* (Preferred) Establish IPsec LAN-to-LAN tunnels on the failover and state links between the units to
encrypt all failover communications:

failover ipsec pre-shared-key [0 | 8] key

Example:

ciscoasa(config)# failover ipsec pre-shared-key a3rynsun

The key can be up to 128 characters in length. Identify the same key on both units. The key is used by
IKEV2 to establish the tunnels.

If you use a master passphrase (see Configure the Master Passphrase, on page 645), then the key is
encrypted in the configuration. If you are copying from the configuration (for example, from more
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Step 9

Step 10

system:running-config output), specify that the key is encrypted by using the 8 keyword. 0 is used by
default, specifying an unencrypted password.

The failover ipsec pre-shared-key shows as ***** in show running-config output; this obscured key
is not copyable.

If you do not configure failover and state link encryption, failover communication, including any passwords
or keys in the configuration that are sent during command replication, will be in clear text.

You cannot use both IPsec encryption and the legacy failover key encryption. If you configure both
methods, [Psec is used. However, if you use the master passphrase, you must first remove the failover
key using the no failover key command before you configure IPsec encryption.

Failover LAN-to-LAN tunnels do not count against the IPsec (Other VPN) license.

(Optional) Encrypt failover communication on the failover and state links:
failover key [0 8] {hex key | shared_secret}

Example:

ciscoasa(config)# failover key johncrlchtOn

Use a shared_secret from 1 to 63 characters or a 32-character hex key. For the shared_secret, you can
use any combination of numbers, letters, or punctuation. The shared secret or hex key is used to generate
the encryption key. Identify the same key on both units.

If you use a master passphrase (see Configure the Master Passphrase, on page 645), then the shared secret
or hex key is encrypted in the configuration. If you are copying from the configuration (for example,
from mor e system:running-config output), specify that the shared secret or hex key is encrypted by
using the 8 keyword. O is used by default, specifying an unencrypted password.

The failover key shared secret shows as ***** in show running-config output; this obscured key is not
copyable.

If you do not configure failover and state link encryption, failover communication, including any passwords
or keys in the configuration that are sent during command replication, will be in clear text.

Enable failover:

failover

Save the system configuration to flash memory:

write memory

Examples

The following example configures the failover parameters for the primary unit:
failover lan unit primary

failover lan interface folink gigabitethernet0/3

failover interface ip folink 172.27.48.0 255.255.255.254 standby 172.27.48.1
interface gigabitethernet 0/3
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no shutdown
failover link folink gigabitethernet0/3
failover ipsec pre-shared-key a3rynsun
failover

Configure the Secondary Unit for Active/Standby Failover

Step 1

Step 2

The only configuration required on the secondary unit is for the failover link. The secondary unit requires
these commands to communicate initially with the primary unit. After the primary unit sends its configuration
to the secondary unit, the only permanent difference between the two configurations is the failover lan unit
command, which identifies each unit as primary or secondary.

Before you begin

* Do not configure a nameif for the failover and state links.

» For multiple context mode, complete this procedure in the system execution space. To change from the
context to the system execution space, enter the changeto system command.

Procedure

Re-enter the exact same commands as on the primary unit except for the failover lan unit primary command.
You can optionally replace it with the failover lan unit secondary command, but it is not necessary because
secondary is the default setting. See Configure the Primary Unit for Active/Standby Failover, on page 283.

For example:

ciscoasa (config)# failover lan interface folink gigabitethernet0/3
INFO: Non-failover interface config is cleared on GigabitEthernet0/3 and its sub-interfaces
ciscoasa(config)# failover interface ip folink 172.27.48.1 255.255.255.0 standby 172.27.48.2
ciscoasa(config)# interface gigabitethernet 0/3
ciscoasa(config-ifc)# no shutdown
ciscoasa(config-ifc)# failover link folink gigabitethernet0/3
ciscoasa(config) # failover ipsec pre-shared-key a3rynsun
(

ciscoasa(config)# failover

After the failover configuration syncs, save the configuration to flash memory:

ciscoasa (config)# write memory

Configure Active/Active Failover

This section tells how to configure Active/Active failover.
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Configure the Primary Unit for Active/Active Failover

Follow the steps in this section to configure the primary unit in an Active/Active failover configuration. These
steps provide the minimum configuration needed to enable failover on the primary unit.

Before you begin

* Enable multiple context mode according to Enable or Disable Multiple Context Mode, on page 223.

» We recommend that you configure standby IP addresses for all interfaces except for the failover and
state links according to Routed and Transparent Mode Interfaces, on page 571. If you use a 31-bit subnet
mask for point-to-point connections, do not configure a standby IP address.

* Do not configure a nameif for the failover and state links.

» Complete this procedure in the system execution space. To change from the context to the system execution
space, enter the changeto system command.

Procedure

Step 1 Designate this unit as the primary unit:

failover lan unit primary

Step 2 Specify the interface to be used as the failover link:
failover lan interfaceif nameinterface id

Example:
ciscoasa(config)# failover lan interface folink gigabitethernet0/3
This interface cannot be used for any other purpose (except, optionally, the state link).

The if_name argument assigns a name to the interface.

The interface id argument can be a physical interface, subinterface, redundant interface, or EtherChannel
interface ID. For the Firepower 4100/9300, you can use any data-type interface.

Step 3 Assign the active and standby IP addresses to the failover link:
standby failover interfaceip if_name {ip_address mask | ipv6_address/prefix } standby ip_address

Example:

ciscoasa(config)# failover interface ip folink 172.27.48.1 255.255.255.0 standby 172.27.48.2
Or:

ciscoasa(config)# failover interface ip folink 2001:a0a:b00::a0a:b70/64 standby
2001:a0a:b00::a0a:b71
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Step 4

Step 5

Step 6

Step 7

Configure the Primary Unit for Active/Active Failover .

This address should be on an unused subnet. This subnet can be 31-bits (255.255.255.254) with only two IP
addresses. 169.254.0.0/16 and £d00:0:0:*::/64 are internally used subnets, and you cannot use them for the
failover or state links.

The standby IP address must be in the same subnet as the active IP address.

Enable the failover link:
interface failover_interface id
no shutdown

Example:

ciscoasa(config)# interface gigabitethernet 0/3
ciscoasa(config-if)# no shutdown

(Optional) Specify the interface you want to use as the state link:
failover link if_nameinterface id

Example:

ciscoasa(config)# failover link statelink gigabitethernet0/4

We recommend specifying a separate interface from the failover link or data interfaces.
The if_name argument assigns a name to the interface.

The interface id argument can be a physical interface, subinterface, redundant interface, or EtherChannel
interface ID. On the ASASM, the interface id specifies a VLAN ID.

If you specified a separate state link, assign the active and standby IP addresses to the state link:

This address should be on an unused subnet, different from the failover link. This subnet can be 31-bits
(255.255.255.254) with only two IP addresses. 169.254.0.0/16 and fd00:0:0:*::/64 are internally used subnets,
and you cannot use them for the failover or state links.

The standby IP address must be in the same subnet as the active IP address.
Skip this step if you are sharing the state link.
failover interfaceip stateif name {ip_address mask | ipv6_address/prefix} standby ip_address

Example:

ciscoasa(config)# failover interface ip statelink 172.27.49.1 255.255.255.0 standby
172.27.49.2

Or:

ciscoasa(config)# failover interface ip statelink 2001:a0a:b00:a::a0a:b70/64 standby
2001:a0a:b00:a::a0a:b71

If you specified a separate state link, enable the state link:

interface state_interface id
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Step 8

no shutdown

Example:

ciscoasa(config)# interface gigabitethernet 0/4
ciscoasa(config-if)# no shutdown

Skip this step if you are sharing the state link.

(Optional) Do one of the following to encrypt communications on the failover and state links:

(Preferred) Establish IPsec LAN-to-LAN tunnels on the failover and state links between the units to
encrypt all failover communications:

failover ipsec pre-shared-key [0 | 8] key
ciscoasa(config)# failover ipsec pre-shared-key a3rynsun

The key can be up to 128 characters in length. Identify the same key on both units. The key is used by
IKEV2 to establish the tunnels.

If you use a master passphrase (see Configure the Master Passphrase, on page 645), then the key is
encrypted in the configuration. If you are copying from the configuration (for example, from more
system:running-config output), specify that the key is encrypted by using the 8 keyword. O is used by
default, specifying an unencrypted password.

The failover ipsec pre-shared-key shows as ***** in show running-config output; this obscured key
is not copyable.

If you do not configure failover and state link encryption, failover communication, including any passwords
or keys in the configuration that are sent during command replication, will be in clear text.

You cannot use both IPsec encryption and the legacy failover key encryption. If you configure both
methods, IPsec is used. However, if you use the master passphrase, you must first remove the failover
key using the no failover key command before you configure IPsec encryption.

Failover LAN-to-LAN tunnels do not count against the [Psec (Other VPN) license.

(Optional) Encrypt failover communication on the failover and state links:

failover key [0 8] {hex key | shared_secret}
ciscoasa(config)# failover key johncrlchtOn

Use a shared_secret, from 1 to 63 characters, or a 32-character hex key.

For the shared_secret, you can use any combination of numbers, letters, or punctuation. The shared secret
or hex key is used to generate the encryption key. Identify the same key on both units.

If you use a master passphrase (see Configure the Master Passphrase, on page 645), then the shared secret
or hex key is encrypted in the configuration. If you are copying from the configuration (for example,
from mor e system:running-config output), specify that the shared secret or hex key is encrypted by
using the 8 keyword. O is used by default, specifying an unencrypted password.

The failover key shared secret shows as ***** in show running-config output; this obscured key is not
copyable.
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Step 9

Step 10

Step 11

Configure the Primary Unit for Active/Active Failover .

If you do not configure failover and state link encryption, failover communication, including any passwords
or keys in the configuration that are sent during command replication, will be in clear text.

Create failover group 1:
failover group 1
primary

preempt [delay]

Example:

ciscoasa (config-fover-group) # failover group 1
ciscoasa (config-fover-group) # primary
ciscoasa (config-fover-group) # preempt 1200

Typically, you assign group 1 to the primary unit, and group 2 to the secondary unit. Both failover groups
become active on the unit that boots first (even if it seems like they boot simultaneously, one unit becomes
active first), despite the primary or secondary setting for the group. The preempt command causes the failover
group to become active on the designated unit automatically when that unit becomes available.

You can enter an optional delay value, which specifies the number of seconds the failover group remains
active on the current unit before automatically becoming active on the designated unit. Valid values are from
1 to 1200.

If Stateful Failover is enabled, the preemption is delayed until the connections are replicated from the unit on
which the failover group is currently active.

If you manually fail over, the preempt command is ignored.

Create failover group 2 and assign it to the secondary unit:
failover group 2

secondary

preempt [delay]

Example:

ciscoasa (config-fover-group) # failover group 2
ciscoasa (config-fover-group) # secondary
ciscoasa (config-fover-group) # preempt 1200

Enter the context configuration mode for a given context, and assign the context to a failover group:
context name
join-failover-group {12}

Example:

ciscoasa(config) # context Eng
ciscoasa(config-ctx)# join-failover-group 2

Repeat this command for each context.
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Step 12

Step 13

Any unassigned contexts are automatically assigned to failover group 1. The admin context is always a member
of failover group 1; you cannot assign it to group 2.

Enable failover:

failover

Save the system configuration to flash memory:

write memory

Examples

The following example configures the failover parameters for the primary unit:

failover lan unit primary
failover lan interface folink gigabitethernet0/3

failover interface ip folink 172.27.48.0 255.255.255.254 standby 172.27.48.1
interface gigabitethernet 0/3

no shutdown
failover link statelink gigabitethernet(0/4

failover interface ip statelink 172.27.48.2 255.255.255.254 standby 172.27.48.3
interface gigabitethernet 0/4
no shutdown
failover group 1
primary
preempt
failover group 2
secondary
preempt
context admin
join-failover-group 1
failover ipsec pre-shared-key a3rynsun
failover

Configure the Secondary Unit for Active/Active Failover

The only configuration required on the secondary unit is for the failover link. The secondary unit requires
these commands to communicate initially with the primary unit. After the primary unit sends its configuration
to the secondary unit, the only permanent difference between the two configurations is the failover lan unit
command, which identifies each unit as primary or secondary.

Before you begin
* Enable multiple context mode according to Enable or Disable Multiple Context Mode, on page 223.
* Do not configure a nameif for the failover and state links.

» Complete this procedure in the system execution space. To change from the context to the system execution
space, enter the changeto system command.
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Step 1

Step 2

Step 3

Configure Optional Failover Parameters .

Procedure

Re-enter the exact same commands as on the primary unit except for the failover lan unit primary command.
You can optionally replace it with the failover lan unit secondary command, but it is not necessary because
secondary is the default setting. You also do not need to enter the failover group and join-failover-group
commands, as they are replicated from the primary unit. See Configure the Primary Unit for Active/Active
Failover, on page 288.

For example:

ciscoasa(config)# failover lan interface folink gigabitethernet0/3

INFO: Non-failover interface config is cleared on GigabitEthernet0/3 and its sub-interfaces
ciscoasa (config)# failover interface ip folink 172.27.48.1 255.255.255.0 standby 172.27.48.2
ciscoasa(config) # interface gigabitethernet 0/3

no shutdown

ciscoasa(config)# failover link statelink gigabitethernet0/4

INFO: Non-failover interface config is cleared on GigabitEthernet0/4 and its sub-interfaces
ciscoasa (config)# failover interface ip statelink 172.27.49.1 255.255.255.0 standby
172.27.49.2

ciscoasa(config)# interface gigabitethernet 0/4

no shutdown

ciscoasa(config)# failover ipsec pre-shared-key a3rynsun

ciscoasa(config) # failover

After the failover configuration syncs from the primary unit, save the configuration to flash memory:

ciscoasa(config)# write memory

If necessary, force failover group 2 to be active on the secondary unit:

failover active group 2

Configure Optional Failover Parameters

You can customize failover settings as desired.

Configure Failover Criteria and Other Settings

See Defaults for Failover, on page 283 for the default settings for many parameters that you can change in this
section. For Active/Active mode, you set most criteria per failover group.

Before you begin

* Configure these settings in the system execution space in multiple context mode.
* For Bidirectional Forwarding Detection (BFD) for unit health monitoring, see the following limitations:
* Firepower 9300 and 4100 only.

* Active/Standby only.
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Step 1

Step 2

* Routed mode only

Procedure

Change the unit poll and hold times:
failover polltime [unit] [msec] poll_time [holdtime [msec] time]

Example:

ciscoasa(config)# failover polltime unit msec 200 holdtime msec 800

The polltime range is between 1 and 15 seconds or between 200 and 999 milliseconds. The holdtime range
is between land 45 seconds or between 800 and 999 milliseconds. You cannot enter a holdtime value that is
less than 3 times the unit poll time. With a faster poll time, the ASA can detect failure and trigger failover
faster. However, faster detection can cause unnecessary switchovers when the network is temporarily congested.

If a unit does not hear hello packet on the failover communication interface for one polling period, additional
testing occurs through the remaining interfaces. If there is still no response from the peer unit during the hold
time, the unit is considered failed and, if the failed unit is the active unit, the standby unit takes over as the
active unit.

In Active/Active mode, you set this rate for the system; you cannot set this rate per failover group.

Configure BFD for unit health monitoring.

The regular unit monitoring can cause false alarms when CPU usage is high. The BFD method is distributed,
so high CPU does not affect its operation.

a) Define a BFD template to be used for failover health detection:
bfd-template single-hop template_name
bfd interval min-tx millisecondsmin-rx milliseconds multiplier multiplier_value

Example:

ciscoasa(config) # bfd template single-hop failover-temp
ciscoasa (config-bfd)# bfd interval min-tx 50 min-rx 50 multiplier 3

The min-tx specifies the rate at which BFD control packets are sent to the failover peer. The range is 50
to 999 milliseconds. The min-rx specifies the rate at which BFD control packets are expected to be
received from the failover peer. The range is 50 to 999 milliseconds. The multiplier specifies the number
of consecutive BFD control packets that must be missed from a failover peer before BFD declares that
the peer is unavailable. The range is 3 to 50.

You can also configure echo and authentication for this template; see Create the BFD Template, on page
793.

b) Enable BFD for health monitoring:
failover health-check bfd template_name

Example:
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Step 3

Step 4

Step 5

Step 6

Step 7

Configure Failover Criteria and Other Settings .

ciscoasa(config)# failover health-check bfd failover-temp

Change the interface link state poll time:
failover polltimelink-state msec poll_time

Example:

ciscoasa(config)# failover polltime link-state msec 300

The range is between 300 and 799 milliseconds. By default, each ASA in a failover pair checks the link state
of its interfaces every 500 msec. You can customize the polltime; for example, if you set the polltime to 300
msec, the ASA can detect an interface failure and trigger failover faster.

In Active/Active mode, you set this rate for the system; you cannot set this rate per failover group.

Set the session replication rate in connections per second:
failover replication rate conns

Example:

ciscoasa(config)# failover replication rate 20000

The minimum and maximum rate is determined by your model. The default is the maximum rate. In
Active/Active mode, you set this rate for the system; you cannot set this rate per failover group.

Disable the ability to make any configuration changes directly on the standby unit or context:
failover standby config-lock

By default, configurations on the standby unit/context are allowed with a warning message.
(Active/Active mode only) Specify the failover group you want to customize:

failover group {1| 2}

Example:

ciscoasa(config)# failover group 1
ciscoasa (config-fover-group) #

Enable HTTP state replication:
* For Active/Standby mode:
failover replication http
* For Active/Active mode:

replication http

To allow HTTP connections to be included in the state information replication, you need to enable HTTP
replication. We recommend enabling HTTP state replication.
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Note Because of a delay when deleting HTTP flows from the standby unit when using failover, the show
conn count output might show different numbers on the active unit vs. the standby unit; if you wait
several seconds and re-issue the command, you will see the same count on both units.

Step 8 Set the threshold for failover when interfaces fail:
* For Active/Standby mode:
failover interface-policy num [%]

Example:

ciscoasa (config)# failover interface-policy 20%

* For Active/Active mode:
interface-policy hum [%]

Example:

ciscoasa (config-fover-group) # interface-policy 20%

By default, one interface failure causes failover.
When specifying a specific number of interfaces, the num argument can be from 1 to 1025.
When specifying a percentage of interfaces, the num argument can be from 1 to 100.
Step 9 Change the interface poll and hold times:
* For Active/Standby mode:
failover polltime interface [msec] polltime [holdtime time]

Example:

ciscoasa(config)# failover polltime interface msec 500 holdtime 5

* For Active/Active mode:
polltime interface [msec] polltime [holdtimetime]

Example:

ciscoasa (config-fover—-group) # polltime interface msec 500 holdtime 5

» polltime—Sets how long to wait between sending a hello packet to the peer. Valid values for the polltime
are from 1 to 15 seconds or, if the optional msec keyword is used, from 500 to 999 milliseconds. The
default is 5 seconds.

« holdtimetime—Sets the time (as a calculation) between the last-received hello message from the peer
unit and the commencement of interface tests to determine the health of the interface. It also sets the
duration of each interface test as holdtime/16. Valid values are from 5 to 75 seconds. The default is 5
times the polltime. You cannot enter a holdtime value that is less than five times the polltime.
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Step 10

Step 11

Configure Interface Monitoring .

To calculate the time before starting interface tests (y):

a. x=(holdtime/polltime)/2, rounded to the nearest integer. (.4 and down rounds down; .5 and up rounds
up.)

b. y=x*polltime
For example, if you use the default holdtime of 25 and polltime of 5, then y = 15 seconds.

Configure the virtual MAC address for an interface:
* For Active/Standby mode:
failover mac address phy if active_mac standby _mac

Example:

ciscoasa(config)# failover mac address gigabitethernet0/2 00a0.c969.87c8 00a0.c918.95d8

* For Active/Active mode:
mac address phy _if active_mac standby _mac

Example:

ciscoasa (config-fover-group) # mac address gigabitethernet0/2 00a0.c969.87c8 00a0.c918.95d8

The phy_if argument is the physical name of the interface, such as gigabitethernet0/1.

The active_mac and standby _mac arguments are MAC addresses in H.H.H format, where H is a 16-bit
hexadecimal digit. For example, the MAC address 00-0C-F1-42-4C-DE would be entered as 000C.F142.4CDE.

The active_mac address is associated with the active IP address for the interface, and the standby_mac is
associated with the standby IP address for the interface.

You can also set the MAC address using other commands or methods, but we recommend using only one
method. If you set the MAC address using multiple methods, the MAC address used depends on many variables,
and might not be predictable.

Use the show interface command to display the MAC address used by an interface.

(Active/Active mode only) Repeat this procedure for the other failover group.

Configure Interface Monitoring

By default, monitoring is enabled on all physical interfaces, or for the ASASM, all VLAN interfaces, and on
any hardware or software modules installed on the ASA, such as the ASA FirePOWER module.

You might want to exclude interfaces attached to less critical networks from affecting your failover policy.

You can monitor up to 1025 interfaces on a unit (across all contexts in multiple context mode).
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Before you begin

In multiple context mode, configure interfaces within each context.

Procedure

Enable or disable health monitoring for an interface:
[no] monitor-interface {if_name| service-module}

Example:

ciscoasa(config)# monitor-interface inside
ciscoasa(config)# no monitor-interface engl

If you do not want a hardware or software module failure, such as the ASA FirePOWER module, to trigger
failover, you can disable module monitoring using the no monitor-inter face service-module command. Note
that for the ASA 5585-X, if you disable monitoring of the service module, you may also want to disable
monitoring of the interfaces on the module, which are monitored separately.

Configure Support for Asymmetrically Routed Packets (Active/Active Mode)

When running in Active/Active failover, a unit might receive a return packet for a connection that originated
through its peer unit. Because the ASA that receives the packet does not have any connection information for
the packet, the packet is dropped. This drop most commonly occurs when the two ASAs in an Active/Active
failover pair are connected to different service providers and the outbound connection does not use a NAT
address.

You can prevent the return packets from being dropped by allowing asymmetrically routed packets. To do
s0, you assign the similar interfaces on each ASA to the same ASR group. For example, both ASAs connect
to the inside network on the inside interface, but connect to separate ISPs on the outside interface. On the
primary unit, assign the active context outside interface to ASR group 1; on the secondary unit, assign the
active context outside interface to the same ASR group 1. When the primary unit outside interface receives
a packet for which it has no session information, it checks the session information for the other interfaces in
standby contexts that are in the same group; in this case, ASR group 1. If it does not find a match, the packet
is dropped. If it finds a match, then one of the following actions occurs:

» If the incoming traffic originated on a peer unit, some or all of the layer 2 header is rewritten and the
packet is redirected to the other unit. This redirection continues as long as the session is active.

* If the incoming traffic originated on a different interface on the same unit, some or all of the layer 2
header is rewritten and the packet is reinjected into the stream.

\}

Note This feature does not provide asymmetric routing; it restores asymmetrically routed packets to the correct
interface.

The following figure shows an example of an asymmetrically routed packet.
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Figure 51: ASR Example
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1. An outbound session passes through the ASA with the active SecAppA context. It exits interface outside
ISP-A (192.168.1.1).

2. Because of asymmetric routing configured somewhere upstream, the return traffic comes back through
the interface outsideISP-B (192.168.2.2) on the ASA with the active SecAppB context.

3. Normally the return traffic would be dropped because there is no session information for the traffic on
interface 192.168.2.2. However, the interface is configured as part of ASR group 1. The unit looks for
the session on any other interface configured with the same ASR group ID.

4. The session information is found on interface outsideISP-A (192.168.1.2), which is in the standby state
on the unit with SecAppB. Stateful Failover replicated the session information from SecAppA to SecAppB.

5. Instead of being dropped, the layer 2 header is rewritten with information for interface 192.168.1.1 and
the traffic is redirected out of the interface 192.168.1.2, where it can then return through the interface on
the unit from which it originated (192.168.1.1 on SecAppA). This forwarding continues as needed until
the session ends.

Before you begin

« Stateful Failover—Passes state information for sessions on interfaces in the active failover group to the
standby failover group.

* Replication HTTP—HTTP session state information is not passed to the standby failover group, and
therefore is not present on the standby interface. For the ASA to be able to re-route asymmetrically routed
HTTP packets, you need to replicate the HTTP state information.

* Perform this procedure within each active context on the primary and secondary units.
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Step 1

Step 2

Step 3

Step 4

* You cannot configure both ASR groups and traffic zones within a context. If you configure a zone in a
context, none of the context interfaces can be part of an ASR group.

Procedure

On the primary unit, specify the interface for which you want to allow asymmetrically routed packets:
interface phy_if

Example:

primary/admin (config)# interface gigabitethernet 0/0

Set the ASR group number for the interface:
asr-group num

Example:

primary/admin (config-ifc)# asr-group 1

Valid values for numrange from 1 to 32.

On the secondary unit, specify the similar interface for which you want to allow asymmetrically routed packets:
interface phy_if

Example:

secondary/ctxl (config)# interface gigabitethernet 0/1

Set the ASR group number for the interface to match the primary unit interface:
asr-group num

Example:

secondary/ctxl (config-ifc)# asr-group 1

Examples

The two units have the following configuration (configurations show only the relevant commands).
The device labeled SecAppA in the diagram is the primary unit in the failover pair.

Primary Unit System Configuration

interface GigabitEthernet0/1

description LAN/STATE Failover Interface
interface GigabitEthernet0/2

no shutdown
interface GigabitEthernet0/3
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no shutdown
interface GigabitEthernet0/4
no shutdown
interface GigabitEthernet0/5
no shutdown
failover
failover lan unit primary
failover lan interface folink GigabitEthernet0/1
failover link folink
failover interface ip folink 10.0.4.1 255.255.255.0 standby 10.0.4.11
failover group 1
primary
failover group 2
secondary
admin-context SecAppA
context admin
allocate-interface GigabitEthernet0/2
allocate-interface GigabitEthernet0/3
config-url flash:/admin.cfg
join-failover-group 1
context SecAppB
allocate-interface GigabitEthernet0/4
allocate-interface GigabitEthernet0/5
config-url flash:/ctxl.cfg
join-failover-group 2

SecAppA Context Configuration

interface GigabitEthernet0/2
nameif outsideISP-A
security-level O
ip address 192.168.1.1 255.255.255.0 standby 192.168.1.2
asr-group 1
interface GigabitEthernet0/3
nameif inside
security-level 100
ip address 10.1.0.1 255.255.255.0 standby 10.1.0.11
monitor-interface outside

SecAppB Context Configuration

interface GigabitEthernet0/4
nameif outsideISP-B
security-level O
ip address 192.168.2.2 255.255.255.0 standby 192.168.2.1
asr-group 1
interface GigabitEthernet0/5
nameif inside
security-level 100
ip address 10.2.20.1 255.255.255.0 standby 10.2.20.11

Manage Failover

This section describes how to manage Failover units after you enable Failover, including how to change the
Failover setup and how to force failover from one unit to another.
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Force Failover

To force the standby unit to become active, perform the following procedure.

Before you begin

In multiple context mode, perform this procedure in the System execution space.

Procedure

Step 1 Force a failover when entered on the standby unit. The standby unit becomes the active unit.

If you specify the group group_id, then this command forces a failover when entered on the standby unit for
the specified Active/Active failover group. The standby unit becomes the active unit for the failover group.

* For Active/Standby mode on the standby unit:
failover active

* For Active/Active mode on the standby unit:
failover active [group group_id]

Example:

standby# failover active group 1

Step 2 Force a failover when entered on the active unit. The active unit becomes the standby unit.

If you specify the group group_id, then this command forces a failover when entered on the active unit for
the specified failover group. The active unit becomes the standby unit for the failover group.

* For Active/Standby mode on the active unit:
no failover active

* For Active/Active mode on the active unit:
no failover active [group group _id]

Example:

active# no failover active group 1

Disable Failover

Disabling failover on one or both units causes the active and standby state of each unit to be maintained until
you reload. For an Active/Active failover pair, the failover groups remain in the active state on whichever
unit they are active, no matter which unit they are configured to prefer.

See the following characteristics when you disable failover:
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* The standby unit/context remains in standby mode so that both units do not start passing traffic (this is
called a pseudo-standby state).

* The standby unit/context continues to use its standby IP addresses even though it is no longer connected
to an active unit/context.

* The standby unit/context continues to listen for a connection on the failover link. If failover is re-enabled
on the active unit/context, then the standby unit/context resumes ordinary standby status after
re-synchronizing the rest of its configuration.

* Do not enable failover manually on the standby unit to make it active; instead see Force Failover, on
page 302. If you enable failover on the standby unit, you will see a MAC address conflict that can disrupt
IPv6 traffic.

* To truly disable failover, save the no failover configuration to the startup configuration, and then reload.

Before you begin

In multiple context mode, perform this procedure in the system execution space.

Procedure

Step 1 Disable failover:

no failover

Step 2 To completely disable failover, save the configuration and reload:
write memory
reload

Restore a Failed Unit

To restore a failed unit to an unfailed state, perform the following procedure.

Before you begin

In multiple context mode, perform this procedure in the System execution space.

Procedure

Step 1 Restore a failed unit to an unfailed state:
* For Active/Standby mode:
failover reset
* For Active/Active mode:

failover reset [group group _id]
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Step 2

Example:

ciscoasa(config)# failover reset group 1

Restoring a failed unit to an unfailed state does not automatically make it active; restored units remain in the
standby state until made active by failover (forced or natural). An exception is a failover group (Active/Active
mode only) configured with failover preemption. If previously active, a failover group becomes active if it is
configured with preemption and if the unit on which it failed is the preferred unit.

If you specify the group group_id, this command restores a failed Active/Active failover group to an unfailed
state.

(Active/Active mode only) To reset failover at the failover group level:

a) In the System choose Monitoring > Failover > Failover Group #, where # is the number of the failover
group you want to control.

b) Click Reset Failover.

Re-Sync the Configuration

If you enter the write standby command on the active unit, the standby unit clears its running configuration
(except for the failover commands used to communicate with the active unit), and the active unit sends its
entire configuration to the standby unit.

For multiple context mode, when you enter the write standby command in the system execution space, all
contexts are replicated. If you enter the write standby command within a context, the command replicates
only the context configuration.

Replicated commands are stored in the running configuration.

Test the Failover Functionality

Step 1

Step 2

Step 3
Step 4

To test failover functionality, perform the following procedure.

Procedure

Test that your active unit is passing traffic as expected by using FTP (for example) to send a file between
hosts on different interfaces.

Force a failover by entering the following command on the active unit:
Active/Standby mode:

ciscoasa(config)# no failover active

Active/Active mode:

ciscoasa(config)# no failover active group group_id

Use FTP to send another file between the same two hosts.

If the test was not successful, enter the show failover command to check the failover status.
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When you are finished, you can restore the unit to active status by enter the following command on the newly
active unit:

Active/Standby mode:

ciscoasa(config)# no failover active
Active/Active mode:

ciscoasa(config)# failover active group group_id

Note When an ASA interface goes down, for failover it is still considered to be a unit issue. If the ASA
detects that an interface is down, failover occurs immediately, without waiting for the interface
holdtime. The interface holdtime is only useful when the ASA considers its status to be OK, although
it is not receiving hello packets from the peer. To simulate interface holdtime, shut down the VLAN
on the switch to prevent peers from receiving hello packets from each other.

Remote Command Execution

Remote command execution lets you send commands entered at the command line to a specific failover peer.

Send a Command

Step 1

Step 2

Because configuration commands are replicated from the active unit or context to the standby unit or context,
you can use the failover exec command to enter configuration commands on the correct unit, no matter which
unit you are logged in to. For example, if you are logged in to the standby unit, you can use the failover exec
active command to send configuration changes to the active unit. Those changes are then replicated to the
standby unit. Do not use the failover exec command to send configuration commands to the standby unit or
context; those configuration changes are not replicated to the active unit and the two configurations will no
longer be synchronized.

Output from configuration, exec, and show commands is displayed in the current terminal session, so you
can use the failover exec command to issue show commands on a peer unit and view the results in the current
terminal.

You must have sufficient privileges to execute a command on the local unit to execute the command on the
peer unit.

Procedure

If you are in multiple context mode, use the changeto contextname command to change to the context you
want to configure. You cannot change contexts on the failover peer with the failover exec command.

Use the following command to send commands to he specified failover unit:
ciscoasa(config)# failover exec {active | mate| standby}

Use the active or standby keyword to cause the command to be executed on the specified unit, even if that
unit is the current unit. Use the mate keyword to cause the command to be executed on the failover peer.
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Commands that cause a command mode change do not change the prompt for the current session. You must
use the show failover exec command to display the command mode the command is executed in. See Change
Command Modes for more information.

Change Command Modes

The failover exec command maintains a command mode state that is separate from the command mode of
your terminal session. By default, the failover exec command mode starts in global configuration mode for
the specified device. You can change that command mode by sending the appropriate command (such as the
interfacecommand) using the failover exec command. The session prompt does not change when you change
modes using failover exec.

For example, if you are logged into global configuration mode of the active unit of a failover pair, and you
use the failover exec active command to change to interface configuration mode, the terminal prompt remains
in global configuration mode, but commands entered using failover exec are entered in interface configuration
mode.

The following examples show the difference between the terminal session mode and the failover exec command
mode. In the example, the administrator changes the failover exec mode on the active unit to interface
configuration mode for the interface GigabitEthernet0/1. After that, all commands entered using failover exec
active are sent to interface configuration mode for interface GigabitEthernet0/1. The administrator then uses
failover exec active to assign an IP address to that interface. Although the prompt indicates global configuration
mode, the failover exec active mode is in interface configuration mode.

ciscoasa(config)# failover exec active interface GigabitEthernet0/1

ciscoasa (config) # failover exec active ip address 192.168.1.1 255.255.255.0 standby
192.168.1.2

ciscoasa(config)# router rip

ciscoasa (config-router) #

Changing commands modes for your current session to the device does not affect the command mode used
by the failover exec command. For example, if you are in interface configuration mode on the active unit,
and you have not changed the failover exec command mode, the following command would be executed in
global configuration mode. The result would be that your session to the device remains in interface configuration
mode, while commands entered using failover exec active are sent to router configuration mode for the
specified routing process.

ciscoasa(config-if)# failover exec active router ospf 100
ciscoasa(config-if) #

Use the show failover exec command to display the command mode on the specified device in which commands
sent with the failover exec command are executed. The show failover exec command takes the same keywords
as the failover exec command: active, mate, or standby. The failover exec mode for each device is tracked
separately.

For example, the following is sample output from the show failover exec command entered on the standby

unit:

ciscoasa (config)# failover exec active interface GigabitEthernet0/1
ciscoasa(config)# sh failover exec active
Active unit Failover EXEC is at interface sub-command mode
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ciscoasa(config)# sh failover exec standby
Standby unit Failover EXEC is at config mode

ciscoasa(config)# sh failover exec mate
Active unit Failover EXEC is at interface sub-command mode

Security Considerations

The failover exec command uses the failover link to send commands to and receive the output of the command
execution from the peer unit. You should enable encryption on the failover link to prevent eavesdropping or
man-in-the-middle attacks.

Limitations of Remote Command Execution
When you use remote commands, you face the following limitations:

* If you upgrade one unit using the zero-downtime upgrade procedure and not the other, both units must
be running software that supports the failover exec command.

» Command completion and context help is not available for the commands in the cmd_string argument.

* In multiple context mode, you can only send commands to the peer context on the peer unit. To send
commands to a different context, you must first change to that context on the unit to which you are logged
in.

* You cannot use the following commands with the failover exec command:
« changeto
« debug (undebug)
« If the standby unit is in the failed state, it can still receive commands from the failover exec command
if the failure is due to a service card failure; otherwise, the remote command execution will fail.

* You cannot use the failover exec command to switch from privileged EXEC mode to global configuration
mode on the failover peer. For example, if the current unit is in privileged EXEC mode, and you enter
failover exec mate configureterminal, the show failover exec mate output will show that the failover
exec session is in global configuration mode. However, entering configuration commands for the peer
unit using failover exec will fail until you enter global configuration mode on the current unit.

* You cannot enter recursive failover exec commands, such as the failover exec matefailover exec mate
command.

» Commands that require user input or confirmation must use the noconfirm option. For example, to reload
the mate, enter:

failover exec matereload noconfirm

Monitoring Failover

This section lets you monitor the Failover status.
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Failover Messages

When a failover occurs, both ASAs send out system messages.

Failover Syslog Messages

The ASA issues a number of syslog messages related to failover at priority level 2, which indicates a critical
condition. To view these messages, see the syslog messages guide. The ranges of message IDs associated
with failover are: 101xxx, 102xxx, 103xxx, 104xxx, 105xxx, 210xxX%, 311xx%, 709x%X, 727xx%. For example,
105032 and 105043 indicate a problem with the failover link.

)

Note During failover, the ASA logically shuts down and then brings up interfaces, generating syslog messages
411001 and 411002. This is normal activity.

Failover Debug Messages

To see debug messages, enter the debug fover command. See the command reference for more information.

)

Note Because debugging output is assigned high priority in the CPU process, it can drastically affect system
performance. For this reason, use the debug fover commands only to troubleshoot specific problems or during
troubleshooting sessions with Cisco TAC.

SNMP Failover Traps

To receive SNMP syslog traps for failover, configure the SNMP agent to send SNMP traps to SNMP
management stations, define a syslog host, and compile the Cisco syslog MIB into your SNMP management
station.

Monitoring Failover Status
To monitor failover status, enter one of the following commands:
+ show failover
Displays information about the failover state of the unit.
« show failover group

Displays information about the failover state of the failover group. The information displayed is similar
to that of the show failover command but limited to the specified group.

+ show monitor-interface
Displays information about the monitored interface.
« show running-config failover

Displays the failover commands in the running configuration.
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Feature Name

Releases

Feature Information

Active/Standby failover

7.0(1)

This feature was introduced.

Active/Active failover

7.0(1)

This feature was introduced.

Support for a hex value for the failover key

7.0(4)

You can now specify a hex value for
failover link encryption.

We modified the following command:
failover key hex.

Support for the master passphrase for the
failover key

8.3(1)

The failover key now supports the master
passphrase, which encrypts the shared key
in the running and startup configuration. If
you are copying the shared secret from one
ASA to another, for example from the more
system:running-config command, you can
successfully copy and paste the encrypted
shared key.

Note The failover key shared secret
shows as ***** in show
running-config output; this
obscured key is not copyable.

We modified the following command:
failover key [0] 8].

IPv6 support for failover added.

8.2(2)

We modified the following commands:
failover interfaceip, show failover, ipv6
address, show monitor-interface.

Change to failover group unit preference
during "simultaneous" bootup.

9.0(1)

Earlier software versions allowed
“simultaneous” boot up so that the failover
groups did not require the preempt
command to become active on the preferred
unit. However, this functionality has now
changed so that both failover groups
become active on the first unit to boot up.
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Feature Name

Releases

Feature Information

Support for IPsec LAN-to-LAN tunnels to
encrypt failover and state link
communications

9.1(2)

Instead of using the proprietary encryption
for the failover key (the failover key
command), you can now use an [Psec
LAN-to-LAN tunnel for failover and state
link encryption.

Note Failover LAN-to-LAN tunnels
do not count against the IPsec
(Other VPN) license.

We introduced or modified the following
commands: failover ipsec pre-shared-key,
show vpn-sessiondb.

Disable health monitoring of a hardware
module

9.3(1)

By default, the ASA monitors the health of
an installed hardware module such as the
ASA FirePOWER module. If you do not
want a hardware module failure to trigger
failover, you can disable module
monitoring.

We modified the following command:
monitor-inter face service-module

Lock configuration changes on the standby
unit or standby context in a failover pair

9.3(2)

You can now lock configuration changes
on the standby unit (Active/Standby
failover) or the standby context
(Active/Active failover) so you cannot
make changes on the standby unit outside
normal configuration syncing.

We introduced the following command:
failover standby config-lock

Enable use of the Management 1/1 interface
as the failover link on the ASA 5506H

9.5(1)

On the ASA 5506H only, you can now
configure the Management 1/1 interface as
the failover link. This feature lets you use
all other interfaces on the device as data
interfaces. Note that if you use this feature,
you cannot use the ASA Firepower module,
which requires the Management 1/1
interface to remain as a regular management
interface.

We modified the following commands:
failover lan interface, failover link
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Feature Name

Releases

Feature Information

Carrier Grade NAT enhancements now
supported in failover and ASA clustering

9.5(2)

For carrier-grade or large-scale PAT, you
can allocate a block of ports for each host,
rather than have NAT allocate one port
translation at a time (see RFC 6888). This
feature is now supported in failover and
ASA cluster deployments.

We modified the following command: show
local-host

Improved sync time for dynamic ACLs
from AnyConnect when using
Active/Standby failover

9.6(2)

When you use AnyConnect on a failover
pair, then the sync time for the associated
dynamic ACLs (dACLs) to the standby unit
is now improved. Previously, with large
dACLs, the sync time could take hours
during which time the standby unit is busy
syncing instead of providing high
availability backup.

We did not modify any commands.

Stateful failover for AnyConnect
connections in multiple context mode

9.6(2)

Stateful failover is now supported for
AnyConnect connections in multiple
context mode.

We did not modify any commands.

Interface link state monitoring polling for
failover now configurable for faster
detection

9.7(1)

By default, each ASA in a failover pair
checks the link state of its interfaces every
500 msec. You can now configure the
polling interval, between 300 msec and 799
msec; for example, if you set the polltime
to 300 msec, the ASA can detect an
interface failure and trigger failover faster.

We introduced the following command:
failover polltimelink-state

Bidirectional Forwarding Detection (BFD)
support for Active/Standby failover health
monitoring on the Firepower 9300 and 4100

9.7(1)

You can enable Bidirectional Forwarding
Detection (BFD) for the failover health
check between two units of an
Active/Standby pair on the Firepower 9300
and 4100. Using BFD for the health check
is more reliable than the default health
check method and uses less CPU.

We introduced the following command:
failover health-check bfd
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CHAPTER 9

Failover for High Availability in the Public Cloud

This chapter describes how to configure Active/Backup failover to accomplish high availability of the Cisco
ASAv in a public cloud environment, such as Microsoft Azure.

* About Failover in the Public Cloud, on page 313

* Licensing for Failover in the Public Cloud, on page 318

* Defaults for Failover in the Public Cloud, on page 318

» About ASAv High Availability in Microsoft Azure, on page 318
* Configure Active/Backup Failover, on page 321

* Configure Optional Failover Parameters, on page 323

* Enable Active/Backup Failover, on page 327

* Manage Failover in the Public Cloud, on page 329

* Monitor Failover in the Public Cloud, on page 331

* History for Failover in the Public Cloud, on page 333

About Failover in the Public Cloud

To ensure redundancy, you can deploy the ASAv in a public cloud environment in an Active/Backup high
availability (HA) configuration. HA in the public cloud implements a stateless Active/Backup solution that
allows for a failure of the active ASAv to trigger an automatic failover of the system to the backup ASAw.

The following list describes the primary components in the HA public cloud solution:
* Active ASAv—The ASAv in the HA pair that is set up to handle the firewall traffic for the HA peers.

» Backup ASAv—The ASAv in the HA pair that is not handling firewall traffic and takes over as the
active ASAv in the event of an active ASAv failure. It is referred to as a Backup rather than a Standby
because it is does not take on the identify of its peer in the event of a failover.

* HA Agent—A lightweight process that runs on the ASAv and determines the HA role (active/backup)
of an ASAv, detects failures of its HA peer, and performs actions based on its HA role.

On the physical ASA and the non-public cloud virtual ASA, the system handles failover conditions using
gratuitous ARP requests where the backup ASA sends out a gratuitous ARP indicating it is now associated
with the active IP and MAC addresses. Most public cloud environments do not allow broadcast traffic of this
nature. For this reason, an HA configuration in the public cloud requires ongoing connections be restarted
when failover happens.
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The health of the active unit is monitored by the backup unit to determine if specific failover conditions are
met. If those conditions are met, failover occurs. The failover time can vary from a few seconds to over a
minute depending on the responsiveness of the public cloud infrastructure.

About Active/Backup Failover

In Active/Backup failover, one unit is the active unit. It passes traffic. The backup unit does not actively pass
traffic or exchange any configuration information with the active unit. Active/Backup failover lets you use a
backup ASAv device to take over the functionality of a failed unit. When the active unit fails, it changes to
the backup state while the backup unit changes to the active state.

Primary/Secondary Roles and Active/Backup Status

When setting up Active/Backup failover, you configure one unit to be primary and the other as secondary.
At this point, the two units act as two separate devices for device and policy configuration, as well as for
events, dashboards, reports, and health monitoring.

The main differences between the two units in a failover pair are related to which unit is active and which
unit is backup, namely which unit actively passes traffic. Although both units are capable of passing traffic,
only the primary unit responds to Load Balancer probes and programs any configured routes to use it as a
route destination. The backup unit's primary function is to monitor the health of the primary unit. The primary
unit always becomes the active unit if both units start up at the same time (and are of equal operational health).

Failover Connection

The backup ASAv monitors the health of the active ASAv using a failover connection established over TCP:
* The active ASAv acts as a connection server by opening a listen port.
* The backup ASAv connects to the active ASAv using connect port.
* Typically the listen port and the connect port are the same, unless your configuration requires some type

of network address translation between the ASAv units.

The state of the failover connection detects the failure of the active ASAv. When the backup ASAv sees the
failover connection come down, it considers the active ASAv as failed. Similarly, if the backup ASAv does
not receive a response to a keepalive message sent to the active unit, it considers the active ASAv as failed

Related Topics

Polling and Hello Messages

The backup ASAv sends Hello messages over the failover connection to the active ASAv and expects a Hello
Response in return. Message timing uses a polling interval, the time period between the receipt of a Hello
Response by the backup ASAv unit and the sending of the next Hello message. The receipt of the response
is enforced by a receive timeout, called the hold time. If the receipt of the Hello Response times out, the active
ASAv is considered to have failed.

The polling and hold time intervals are configurable parameters; see Configure Failover Criteria and Other
Settings, on page 323.
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Active Unit Determination at Startup

The active unit is determined by the following:

Failover Events

Active Unit Determination at Startup .

« If a unit boots and detects a peer already running as active, it becomes the backup unit.

* I[f a unit boots and does not detect a peer, it becomes the active unit.

* If both units boot simultaneously, then the primary unit becomes the active unit, and the secondary unit
becomes the backup unit.

In Active/Backup failover, failover occurs on a unit basis. The following table shows the failover action for
each failure event. For each failure event, the table shows the failover policy (failover or no failover), the
action taken by the active unit, the action taken by the backup unit, and any special notes about the failover

condition and actions.

Table 15: Failover Events

Failure Event Policy Active Action Backup Action Notes

Backup unit sees a Failover n/a Become active This is the standard

fail tion cl . . fail .

ailover connection close Mark active as failed ailover use case

Active unit sees a No failover Mark backup as failed |n/a Failover to an inactive

failover connection close unit should never occur.

Active unit sees a TCP | No failover Mark backup as failed | No action Failover should not occur

timeout on failover link if the active unit is not
getting a reponse from
the backup unit.

Backup unit sees a TCP | Failover n/a Become active The backup unit assumes

timeout on failover link

Mark active as failed

Try to send failover
command to active unit

that the active unit is
unable to continue
operation and takes over.

In case the active unit is
still up, but fails to send
a response in time, the
backup unit sends the
failover command to the
active unit.
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Failure Event

Policy

Active Action

Backup Action

Notes

Active Authentication
failed

No failover

No action

No action

Because the backup unit
is changing the route
tables, it is the only unit
that needs to be
authenticated to Azure.

It does not matter if the
active unit is
authenticated to Azure or
not.

Backup Authentication
failed

No failover

Mark backup as
unauthenticated

No action

Failover cannot happen
if the backup unit is not
authenticated to Azure.

Active unit initiates
intentional failover

Failover

Become backup

Become active

The active unit initiates
failover by closing the
Failover Link
Connection.

The backup unit sees the
connection close and
becomes the active unit.

Backup unit initiates
intentional failover

Failover

Become backup

Become active

The backup unit initiates
failover by sending a
failover message to the
active unit.

When the active unit sees
the message, it closes the
connection and becomes
the backup unit.

The backup unit sees the
connection close and
becomes the active unit.

Formerly active unit
recovers

No failover

Become backup

Mark mate as backup

Failover should not occur
unless absolutely
necessary.

Active unit sees failover
message from backup
unit

Failover

Become backup

Become active

Can occur if a manual
failover was initiated by
a user; or the backup unit
saw the TCP timeout, but
the active unit is able to
receive messages from
the backup unit.
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Guidelines and Limitations

This section includes the guidelines and limitations for this feature.

ASAuv Failover for High Availability in the Public Cloud

To ensure redundancy, you can deploy the ASAv in a public cloud environment in an Active/Backup high
availability (HA) configuration.

* Supported only on the Microsoft Azure public cloud, using the Standard D3_v2 instance.

* Implements a stateless Active/Backup solution that allows for a failure of the active ASAv to trigger an
automatic failover of the system to the backup ASAv.

Limitations

* Failover is on the order of seconds rather than milliseconds.

* The HA role determination and the ability to participate as an HA unit depends on TCP connectivity
between HA peers and between an HA unit and the Azure infrastructure. There are several situations
where an ASAv will not be able participate as an HA unit:

* The inability to establish a failover connection to its HA peer.
* The inability to retrieve an authentication token from Azure.
* The inability to authenticate with Azure.
* There is no synching of the configuration from the Active unit to the Backup unit. Each unit must be
configured individually with similar configurations for handling failover traffic.
* Failover route-table limitations
With respect to route-tables for HA in the public cloud:

* You can configure a maximum of 16 route-tables.

 Within a route-table, you can configure a maximum of 64 routes.

In each case the system alerts you when you have reached the limit, with the recommendation to remove
a route-table or route and retry.

* No ASDM support.

* No IPSec Remote Access VPN support.

N

Note See the Cisco Adaptive Security Virtual Appliance (ASAv) Quick Start Guide
for information about supported VPN topologies in the public cloud.

* ASAv Virtual Machine instances must be in the same availability set. If you are a current ASAv user in
Azure, you will not be able to upgrade to HA from an existing deployment. You have to delete your
instance and deploy the ASAv 4 NIC HA offering from the Azure Marketplace.
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Licensing for Failover in the Public Cloud

The ASAv uses Cisco Smart Software Licensing. A smart license is required for regular operation. Each
ASAv must be licensed independently with an ASAv platform license. Until you install a license, throughput
is limited to 100 Kbps so you can perform preliminary connectivity tests. See the Cisco ASA Series Feature
Licenses page to find precise licensing requirements for ASAv.

Defaults for Failover in the Public Cloud

By default, the failover policy consists of the following:
» Stateless failover only.
* Each unit must be configured individually with similar configurations for handling failover traffic.
* The failover TCP control port number is 44442.
» The Azure Load Balancer health probe port number is 44441.
* The unit poll time is 5 seconds.
* The unit hold time is 15 seconds.

» The ASAv responds to health probes on the primary interface (Management 0/0).

N

Note See Configure Optional Failover Parameters, on page 323 for options to change the failover port number,
health probe port number, poll times, and primary interface.

About ASAv High Availability in Microsoft Azure

The following figure shows a high-level view of an ASAv HA deployment in Azure. A protected workload
sits behind two ASAv instances in an Active/Backup failover configuration. An Azure Load Balancer probes
both of the ASAv units using a three-way TCP handshake. The active ASAv completes the three way handshake
indicating that it is healthy, while the backup ASAv intentionally does not respond. By not responding to the
Load Balancer, the backup ASAv appears unhealthy to the Load Balancer, which in turn does not send traffic
to it.

On failover, the active ASAv stops responding to the Load Balancer probes and the backup ASAv starts
responding, causing all new connections to be sent to the backup ASAv. The backup ASAv sends API requests
to the Azure Fabric to modify the route table, redirecting traffic from the active unit to the backup unit. At
this point, the backup ASAv becomes the active unit and the active unit becomes the backup unit or is offline,
depending on the reason for the failover.
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Figure 52: ASAv HA Deployment in Azure
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To be able to automatically make API calls to modify Azure route tables, the ASAv HA units need to have
Azure Active Directory credentials. Azure employs the concept of a Service Principal which, in simple terms,
is a service account. A Service Principal allows you to provision an account with only enough permissions
and scope to run a task within a predefined set of Azure resources.

There are two steps to enable your ASAv HA deployment to manage your Azure subscription using a Service
Principal:

1. Create an Azure Active Directory application and Service Principal; see About the Azure Service Principal,
on page 319.

2. Configure the ASAv instances to authenticate with Azure using a Service Principal; see Configure
Authentication Credentials for an Azure Service Principal, on page 325.

Related Topics

See the Azure documentation for more informaion about the Load Balancer.

About the Azure Service Principal

When you have an application that needs to access or modify Azure resources, such as route tables, you must
set up an Azure Active Directory (AD) application and assign the required permissions to it. This approach
is preferable to running the application under your own credentials because:

* You can assign permissions to the application identity that are different than your own permissions.
Typically, these permissions are restricted to exactly what the application needs to do.

* You do not have to change the application's credentials if your responsibilities change.

* You can use a certificate to automate authentication when executing an unattended script.
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When you register an Azure AD application in the Azure portal, two objects are created in your Azure AD
tenant: an application object, and a service principal object.

* Application object—An Azure AD application is defined by its one and only application object, which
resides in the Azure AD tenant where the application was registered, known as the application's "home"
tenant.

* Service principal object—The service principal object defines the policy and permissions for an
application's use in a specific tenant, providing the basis for a security principal to represent the application
at run-time.

Azure provides instructions on how to create an Azure AD application and service principal in the Azure
Resource Manager Documentation. See the following topics for complete instructions:

* Use portal to create an Azure Active Directory application and service principal that can access resources

» Use Azure PowerShell to create a service principal to access resource

Note After you set up the service principal, obtain the Directory ID, Application I D, and Secret key. These are
required to configure Azure authentication credentials; see Configure Authentication Credentials for an Azure
Service Principal, on page 325.

Configuration Requirements for ASAv High Availability in Azure

To deploy a configuration similar to the one described in Figure 52: ASAv HA Deployment in Azure, on page
319 you need the following :

» Azure Authentication information (see About the Azure Service Principal, on page 319):
* Directory ID
* Application ID

* Secret key

* Azure route information (see Configure Azure Route Tables, on page 326):

 Azure Subscription ID

* Route table resource group
* Table names

* Address prefix

* Next hop address

» ASA configuration (see Configure Active/Backup Failover, on page 321, Defaults for Failover in the
Public Cloud, on page 318):

* Active/Backup IP addresses

* HA Agent communication port
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Configure Active/Backup Failover .

* Load Balancer probe port

* Polling intervals

Note

Configure basic failover settings on both the primary and secondary units. There is no synching of configuration
from the primary unit to the secondary unit. Each unit must be configured individually with similar
configurations for handling failover traffic.

Configure Active/Backup Failover

To configure Active/Backup failover, configure basic failover settings on both the primary and secondary
units. There is no synching of configuration from the primary unit to the secondary unit. Each unit must be
configured individually with similar configurations for handling failover traffic.

Before you begin

* Deploy your ASAv HA pair in an Azure Availability Set.

* Have your Azure environment information available, including your Azure Subscription ID and Azure
authentication credentials for the Service Principal.

Configure the Primary Unit for Active/Backup Failover

Follow the steps in this section to configure the primary in an Active/Backup failover configuration. These
steps provide the minimum configuration needed to enable failover on the primary unit.

Before you begin

* Configure these settings in the system execution space in single context mode.

Example

The following example shows how to configure the failover parameters for the primary/active unit:

ciscoasa(config) # failover cloud unit primary
ciscoasa(config)# failover cloud peer ip 10.4.3.5 port 4444
ciscoasa (config) #

What to do next
Configure additional parameters as needed:

* Configure the backup unit; see Configure the Secondary Unit for Active/Backup Failover, on page 322.

* Configure Azure authentication; see Configure Authentication Credentials for an Azure Service Principal,
on page 325.
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. Configure the Secondary Unit for Active/Backup Failover

* Configure Azure route information; see Configure Azure Route Tables, on page 326.

» Review additional parameters; see Configure Failover Criteria and Other Settings, on page 323.

Configure the Secondary Unit for Active/Backup Failover

Step 1

Step 2

Follow the steps in this section to configure the secondary unit in an Active/Backup failover configuration.
These steps provide the minimum configuration needed to enable failover to the secondary unit.

Before you begin

* Configure these settings in the system execution space in single context mode.

Procedure

Designate this unit as the backup unit:

failover cloud unit secondary

Assign the active IP address to the failover link:
failover cloud peer ip ip-address [port port-number]

This IP address is used to establish a TCP failover control connection to the HA peer. The port is used when
attempting to open a failover connection to the HA peer, which may already be the active unit. Configuring
the port here may be needed if NAT is in place between the HA peers. In most cases you will not need to
configure the port.

Example
The following example shows how to configure the failover parameters for the secondary/backup

unit:

failover cloud unit secondary
failover cloud peer ip 10.4.3.4 port 4444

What to do next
Configure additional parameters as needed:

* Configure Azure authentication; see Configure Authentication Credentials for an Azure Service Principal,
on page 325.

* Configure Azure route information; see Configure Azure Route Tables, on page 326.

* Review additional parameters; see Configure Failover Criteria and Other Settings, on page 323.
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Configure Optional Failover Parameters .

Configure Optional Failover Parameters

You can customize failover settings as necessary.

Configure Failover Criteria and Other Settings

Step 1

Step 2

Step 3

See Defaults for Failover in the Public Cloud, on page 318 for the default settings for many parameters that
you can change in this section.

Before you begin

* Configure these settings in the system execution space in single context mode.

* Configure these settings on both the primary and secondary units. There is no synching of configuration
from the primary unit to the secondary unit.

Procedure

Specify the TCP port to be used for communication with the HA peer:
failover cloud port control port-number

Example:

ciscoasa(config)# failover cloud port control 4444

The port-number argument assigns a number for the TCP port used for peer-to-peer communication.

This configures the failover connection TCP port on which to accept connections when in the active unit role.
This is the port opened on the active ASAv to which the backup ASAv connects.

Note We recommend that you keep the default value of 44442, which is the default for both HA peers.
If you change the default value for one HA peer, the best practice is to make the same change to
the other HA unit.

Change the unit poll and hold times:

failover cloud polltime poll_time [holdtime time]

Example:

ciscoasa(config)# failover cloud polltime 10 holdtime 30

The polltime range is between 1 and 15 seconds. The hold time determines how long it takes from the time
a hello packet is missed to when the unit is marked as failed. The holdtime range is between 3 and 60
seconds.You cannot enter a holdtime value that is less than 3 times the unit poll time. With a faster poll time,
the ASA can detect failure and trigger failover faster. However, faster detection can cause unnecessary
switchovers when the network is temporarily congested.

Specify the TCP port used for Azure Load Balancer health probes:
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. Configure Failover Criteria and Other Settings

Step 4

Step 5

failover cloud port probe port-number

Example:

ciscoasa(config) # failover cloud port probe 4443

If your deployment uses an Azure Load Balancer, the active ASAv must respond to TCP probes from the load
balancer so that incoming connections are directed to the active unit.

Specify a secondary interface for Azure Load Balancer health probes:
failover cloud port probe port-number interface if-name

Example:

ciscoasa(config)# failover cloud port probe 4443 interface inside

The TCP probes used in Cloud HA have a source IP address of 168.63.129.16. This address is Azure's virtual
public IP address. This address is the source address of Azure DHCP packets and is the address of the DNS
name server in Azure.

By default, the ASAv responds to probes by which 168.63.129.16 is reachable, according to the ASA route
tables. This ends up being the primary interface (Management0/0) because of the presence of the default route.

To support load balancers on interfaces other than Management0/0, you configure another interface for the
port probe. You also need to configure two static routes: one for the primary interface, and one for the interface
configured for load balancer probes.

Add static routes for the primary interface and the interface configured for load balancer probes:
routeif-name dest_ip mask gateway ip [distance]

Example:

ciscoasa(config)# route outside 168.63.129.16 255.255.255.255 10.22.0.1 1
ciscoasa(config)# route inside 168.63.129.16 255.255.255.255 10.22.1.1 2

The distance argument is the administrative distance for the route. The default is 1 if you do not specify a
value. Administrative distance is a parameter used to compare routes among different routing protocols. When
multiple routes exist to the same destination (168.63.129.16), then the administrative distance for the route
determines priority.

The static route for the primary interface (outside) with the the administrative distance of 1 establishes the
primary interface as the preferred interface for packets destined to 168.63.129.16, but also allows the interface
configured for load balancer probes to send packets to 168.63.129.16.

Note The mechanism for responding to probes is to create a TCP socket on an interface. Cloud HA uses
the route lookup for 168.63.129.16 to decide which interface to create the socket on. This ends up
being the primary interface because of the presence of the default route. Without the static route for
the interface configured for probes, the ASA would not respond to the TCP packets sent by the load
balancer.
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Configure Authentication Credentials for an Azure Service Principal .

Configure Authentication Credentials for an Azure Service Principal

Step 1

Step 2

Step 3

Step 4

You can enable your ASAv HA peers to access or modify Azure resources, such as route tables, using an
Azure Service Principal. You must set up an Azure Active Directory (AD) application and assign the required
permissions to it. The following commands allow the ASAv to authenticate with Azure using a Service
Principal. See the ASAv Quick Start Guide's Azure chapter for more information about the Azure Service
Principal.

Before you begin

* Configure these settings in the system execution space in single context mode.

* Configure these settings on both the primary and secondary units. There is no synching of configuration
from the primary unit to the secondary unit.

Procedure

Configure the Azure Subscription ID for the Azure Service Principal:
failover cloud subscription-id subscription-id

Example:

(config) # failover cloud subscription-id ab2fe6éb2-c2bd-44

The Azure Subscription ID is needed to modify Azure route tables, for example, when the Cloud HA user
wants to direct internal routes to the active unit.

Configure Azure Service Principal credential information:
failover cloud authentication {application-id | directory-id | key}

To alter Azure route tables during a failover, you need to obtain an access key from the Azure infrastructure
before you can access route tables. You obtain the access key using a application ID, a directory ID, and a
secret key for the Azure Service Principal controlling the HA pair.

Configure the Azure Service Principal’s application ID:
failover cloud authentication application-id appl-id

Example:

(config) # failover cloud authentication application-id dfa92ce2-fead4-67b3-ad2a-6931704e4201

You need this application ID when you request an access key from the Azure infrastructure.

Configure the Azure Service Principal’s directory ID:
failover cloud authentication directory-id dir-id

Example:

(config) # failover cloud authentication directory-id 227b0f8f-684d-48fa-9803-c08138b77ae9
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. Configure Azure Route Tables

Step 5

You need this directory ID when you request an access key from the Azure infrastructure.

Configure the Azure Service Principal’s secret key ID:
failover cloud authentication key secret-key [encrypt]

Example:

(config) # failover cloud authentication key 5yOhH593dtD/08gzAlWgulrkWz5dH02d2STk3LDbI4c=

You need this secret key when requesting an access key from the Azure infrastructure. If the encrypt keyword
is present the secret key is encrypted in the running-config.

Configure Azure Route Tables

\}

The route table configuration consists of information about Azure user-defined routes that need to be updated
when an ASAv assumes the active role. On failover, you want to direct internal routes to the active unit, which
uses the configured route table information to automatically direct the routes to itself.

Note

Step 1

You need to configure any Azure route table information on both the active and backup units.

Before you begin

* Configure these settings in the system execution space in single context mode.

* Configure these settings on both the primary and secondary units. There is no synching of configuration
from the primary unit to the secondary unit.

* Have your Azure environment information available, including your Azure Subscription ID and Azure
authentication credentials for the Service Principal.

Procedure

Configure an Azure route table that requires updating during a failover:
failover cloud route-table table-name [subscription-id sub-id]

Example:

ciscoasa(config)# failover cloud route-table inside-rt

(Optional) To update user-defined routes in more than one Azure subscription, include the subscription-id
parameter.

Example:

ciscoasa(config)# failover cloud route-table inside-rt subscription-id cd5fe6b4-d2ed-45
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Step 2

Step 3

Enable Active/Backup Failover .

The subscription-id parameter at the route-table command level overrides the Azure Subscription ID specified
at the global level. If you enter the route-table command without specifying an Azure Subscription ID, the
global subscription-id parameter is used. See Configure Authentication Credentials for an Azure Service
Principal, on page 325 for information about the Azure Subscription ID .

Note When you enter the route-table command the ASAv switches to cfg-fover-cloud-rt mode.
Configure an Azure Resource Group for a route table:
rg resource-group

Example:

ciscoasa(cfg-fover-cloud-rt)# rg east-rg

You need a resource group for the route table update requests in Azure.

Configure a route that requires updating during a failover:
route name route-name prefix address-prefix nexthop ip-address

Example:

ciscoasa (cfg-fover-cloud-rt) # route route-to-outside prefix 10.4.2.0/24 nexthop 10.4.1.4

The address prefix is configured as an IP address prefix, a slash (‘/”) and a numerical netmask. For example
192.120.0.0/16.

Example

Full configuration example:

ciscoasa(config)# failover cloud route-table inside-rt
ciscoasa(cfg-fover-cloud-rt) # rg east-rg
ciscoasa(cfg-fover-cloud-rt) # route route-to-outside prefix 10.4.2.0/24 nexthop 10.4.1.4

ciscoasa(config)# failover cloud route-table outside-rt
ciscoasa(cfg-fover-cloud-rt)# rg east-rg
ciscoasa(cfg-fover-cloud-rt) # route route-to-inside prefix 10.4.1.0/24 nexthop 10.4.2.4

Enable Active/Backup Failover

You enable Active/Backup failover after you configure settings on both the primary and secondary units.
There is no synching of configuration from the primary unit to the secondary unit. Each unit must be configured
individually with similar configurations for handling failover traffic.

Enable the Primary Unit for Active/Backup Failover

Follow the steps in this section to enable the primary in an Active/Backup failover configuration.
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Step 1

Step 2

Before you begin

* Configure these settings in the system execution space in single context mode.

Procedure

Enable failover:

ciscoasa(config)# failover

Save the system configuration to flash memory:

ciscoasa(config)# write memory

Example

The following example shows a complete configuration for the primary unit:

ciscoasa(config) # failover cloud unit primary
ciscoasa(config) # failover cloud peer ip 10.4.3.4

ciscoasa (config) # failover cloud authentication application-id dfa92ce2-fea4-67b3-ad2a-693170
ciscoasa(config)# failover cloud authentication directory-id 227b0f8f-684d-48fa-9803-c08138
ciscoasa (config)# failover cloud authentication key 5yOhH593dtD/08gzAWguH02d2STk3LDbI4c=
ciscoasa(config) # failover cloud authentication subscription-id ab2fe6b2-c2bd-44

ciscoasa(config)# failover cloud route-table inside-rt

ciscoasa (cfg-fover-cloud-rt) # rg east-rg

ciscoasa(cfg-fover-cloud-rt)# route route-to-outside prefix 10.4.2.0/24 nexthop 10.4.1.4
ciscoasa(config)# failover cloud route-table outside-rt

ciscoasa(cfg-fover-cloud-rt) # rg east-rg

ciscoasa(cfg-fover-cloud-rt) # route route-to-inside prefix 10.4.1.0/24 nexthop 10.4.2.4

ciscoasa(config)# failover
ciscoasa(config) # write memory

What to do next

Enable the secondary unit.

Enable the Secondary Unit for Active/Backup Failover

Follow the steps in this section to enable the secondary in an Active/Backup failover configuration.

Before you begin

* Configure these settings in the system execution space in single context mode.
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Procedure

Enable failover:

ciscoasa(config)# failover

Save the system configuration to flash memory:

ciscoasa(config)# write memory

Example

The following example shows a complete configuration for the secondary unit:

ciscoasa (config) # failover cloud unit secondary
ciscoasa(config) # failover cloud peer ip 10.4.3.5

ciscoasa(config)# failover cloud authentication application-id dfa92ce2-fea4-67b3-ad2a-693170
ciscoasa(config)# failover cloud authentication directory-id 227b0£8f-684d-48fa-9803-c08138
ciscoasa(config) # failover cloud authentication key 5yOhH593dtD/08gzAWguH02d2STk3LDbI4c=
ciscoasa(config)# failover cloud authentication subscription-id ab2fe6b2-c2bd-44

ciscoasa(config)# failover cloud route-table inside-rt
ciscoasa(cfg-fover-cloud-rt)# rg east-rg
ciscoasa(cfg-fover-cloud-rt)# route route-to-outside prefix 10.4.2.0/24 nexthop 10.4.1.4

ciscoasa(config)# failover cloud route-table outside-rt
ciscoasa(cfg-fover-cloud-rt) # rg east-rg
ciscoasa(cfg-fover-cloud-rt) # route route-to-inside prefix 10.4.1.0/24 nexthop 10.4.2.4

ciscoasa (config)# failover
ciscoasa(config)# write memory

Manage Failover in the Public Cloud

This section describes how to manage Failover units in the Cloud after you enable failover, including how to
change to force failover from one unit to another.

Force Failover

To force the standby unit to become active, perform the following command.

Before you begin

Use this command in the system execution space in single context mode.
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Procedure

Step 1 Force a failover when entered on the standby unit:
failover active

Example:

ciscoasa# failover active

The standby unit becomes the active unit.

Step 2 Force a failover when entered on the active unit:
no failover active

Example:

ciscoasa# no failover active

The active unit becomes the standby unit.

Update Routes

If the state of the routes in Azure is inconsistent with the ASAv in the activerole, you can force route updates
on the ASAv using the following EXEC command:

Before you begin

Use this command in the system execution space in single context mode.

Procedure

Update the routes on the active unit:
failover cloud update routes

Example:

ciscoasa# failover cloud update routes
Beginning route-table updates
Routes changed

This command is only valid on the ASAv in the active role. If authentication fails the command output will
be Route changes failed.
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Validate Azure Authentication

For a successful ASAv HA deployment in Azure, the Service Principal configuration must be complete and
accurate. Without proper Azure authorization, the ASAv units will be unable to access resources to handle
failover and to perform route updates. You can test your failover configuration to detect errors related to the
following elements of your Azure Service Principal:

* Directory ID
* Application ID

* Authentication Key

Before you begin

Use this command in the system execution space in single context mode.

Procedure

Test the Azure authentication elements in your ASAv HA configuration:
test failover cloud authentication

Example:

ciscoasa(config)# test failover cloud authentication
Checking authentication to cloud provider
Authentication Succeeded

If authentication fails the command output will be Authentication Failed.

If the Directory ID or Application ID is not configured properly, Azure will not recognize the resource
addressed in the REST request to obtain an authentication token. The event history for this condition entry
will read:

Error Connection - Unexpected status in response to access token request: Bad Request

If the Directory ID or Application ID are correct, but the authentication key is not configured properly, Azure
will not grant permission to generate the authentication token. The event history for this condition entry will
read:

Error Connection - Unexpected status in response to access token request: Unauthorized

Monitor Failover in the Public Cloud

This section explains how you monitor the failover status.

Failover Status

To monitor failover status, enter one of the following commands:
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« show failover

Displays information about the failover state of the unit. Values for configuration elements that have not
been configured will display not configured.

Route update information is presented only for the active unit.
« show failover history

Displays failover event history with a timestamp, severity level, event type, and event text.

Failover Messages

Failover Syslog Messages

The ASA issues a number of syslog messages related to failover at priority level 2, which indicates a critical

condition. To view these messages, see the syslog messages guide. Syslog messages are in the ranges of
1045xx and 1055xx.

Note

During failover, the ASA logically shuts down and then brings up interfaces, generating syslog messages.
This is normal activity.

The following are sample syslogs generated during a switchover:

%ASA-3-105509: (Primary) Error sending Hello message to peer unit 10.22.3.5, error: Unknown
error

%ASA-1-104500: (Primary) Switching to ACTIVE - switch reason: Unable to send message to

Active unit

%ASA-5-105522: (Primary) Updating route-table wc-rt-inside
$ASA-5-105523: (Primary) Updated route-table wc-rt-inside
$ASA-5-105522: (Primary) Updating route-table wc-rt-outside

( )
( )
( )
$ASA-5-105523: (Primary) Updated route-table wc-rt-outside
( )
( )
( )

$ASA-5-105542: (Primary) Enabling load balancer probe responses
$ASA-5-105503: (Primary) Internal state changed from Backup to Active no peer
%ASA-5-105520: (Primary) Responding to Azure Load Balancer probes

Each syslog related to a Public Cloud deployment is prefaced with the unit role: (Primary) or (Secondary).

Failover Debug Messages

To see debug messages, enter the debug fover command. See the command reference for more information.

Note

Because debugging output is assigned high priority in the CPU process, it can drastically affect system
performance. For this reason, use the debug fover commands only to troubleshoot specific problems or during
troubleshooting sessions with Cisco TAC.

SNMP Failover Traps

To receive SNMP syslog traps for failover, configure the SNMP agent to send SNMP traps to SNMP
management stations, define a syslog host, and compile the Cisco syslog MIB into your SNMP management
station.
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History for Failover in the Public Cloud

Feature Name

Releases Feature Information

Active/Backup failover on Microsoft Azure | 9.8(200) This feature was introduced.
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CHAPTER 1 0

ASA Cluster

Clustering lets you group multiple ASAs together as a single logical device. A cluster provides all the
convenience of a single device (management, integration into a network) while achieving the increased
throughput and redundancy of multiple devices.

\}

Note Some features are not supported when using clustering. See Unsupported Features with Clustering, on page
418.

» About ASA Clustering, on page 335

* Licenses for ASA Clustering, on page 339

* Requirements and Prerequisites for ASA Clustering, on page 339
* Guidelines for ASA Clustering, on page 341

* Configure ASA Clustering, on page 346

* Manage Cluster Members, on page 384

* Monitoring the ASA Cluster, on page 389

» Examples for ASA Clustering, on page 398

* Reference for Clustering, on page 418

* History for ASA Clustering, on page 433

About ASA Clustering

This section describes the clustering architecture and how it works.

How the ASA Cluster Fits into Your Network

The cluster consists of multiple ASAs acting as a single unit. To act as a cluster, the ASAs need the following
infrastructure:

» Isolated, high-speed backplane network for intra-cluster communication, known as the cluster control
link.

» Management access to each ASA for configuration and monitoring.
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When you place the cluster in your network, the upstream and downstream routers need to be able to
load-balance the data coming to and from the cluster using one of the following methods:

* Spanned EtherChannel (Recommended)—Interfaces on multiple members of the cluster are grouped
into a single EtherChannel; the EtherChannel performs load balancing between units.

* Policy-Based Routing (Routed firewall mode only)—The upstream and downstream routers perform
load balancing between units using route maps and ACLs.

* Equal-Cost Multi-Path Routing (Routed firewall mode only)—The upstream and downstream routers
perform load balancing between units using equal cost static or dynamic routes.

Cluster Members

Cluster members work together to accomplish the sharing of the security policy and traffic flows. This section
describes the nature of each member role.

Bootstrap Configuration

On each device, you configure a minimal bootstrap configuration including the cluster name, cluster control
link interface, and other cluster settings. The first unit on which you enable clustering typically becomes the
control unit. When you enable clustering on subsequent units, they join the cluster as data units.

Control and Data Unit Roles

One member of the cluster is the control unit. The control unit is determined by the priority setting in the
bootstrap configuration; the priority is set between 1 and 100, where 1 is the highest priority. All other members
are data units. Typically, when you first create a cluster, the first unit you add becomes the control unit simply
because it is the only unit in the cluster so far.

You must perform all configuration (aside from the bootstrap configuration) on the control unit only; the
configuration is then replicated to the data units. In the case of physical assets, such as interfaces, the
configuration of the control unit is mirrored on all data units. For example, if you configure GigabitEthernet
0/1 as the inside interface and GigabitEthernet 0/0 as the outside interface, then these interfaces are also used
on the data units as inside and outside interfaces.

Some features do not scale in a cluster, and the control unit handles all traffic for those features.

Cluster Interfaces

You can configure data interfaces as either Spanned EtherChannels or as Individual interfaces. All data
interfaces in the cluster must be one type only. See About Cluster Interfaces, on page 347 for more information.

Cluster Control Link

Each unit must dedicate at least one hardware interface as the cluster control link. See About the Cluster
Control Link, on page 347 for more information.
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Configuration Replication

All units in the cluster share a single configuration. You can only make configuration changes on the control
unit, and changes are automatically synced to all other units in the cluster.

ASA Cluster Management

One of the benefits of using ASA clustering is the ease of management. This section describes how to manage
the cluster.

Management Network

We recommend connecting all units to a single management network. This network is separate from the cluster
control link.

Management Interface

For the management interface, we recommend using one of the dedicated management interfaces. You can
configure the management interfaces as Individual interfaces (for both routed and transparent modes) or as a
Spanned EtherChannel interface.

We recommend using Individual interfaces for management, even if you use Spanned EtherChannels for your
data interfaces. Individual interfaces let you connect directly to each unit if necessary, while a Spanned
EtherChannel interface only allows remote connection to the current control unit.

Note If you use Spanned EtherChannel interface mode, and configure the management interface as an Individual
interface, you cannot enable dynamic routing for the management interface. You must use a static route.

For an Individual interface, the Main cluster IP address is a fixed address for the cluster that always belongs
to the current control unit. For each interface, you also configure a range of addresses so that each unit,
including the current control unit, can use a Local address from the range. The Main cluster IP address provides
consistent management access to an address; when a control unit changes, the Main cluster IP address moves
to the new control unit, so management of the cluster continues seamlessly. The Local IP address is used for
routing, and is also useful for troubleshooting.

For example, you can manage the cluster by connecting to the Main cluster IP address, which is always
attached to the current control unit. To manage an individual member, you can connect to the Local IP address.

For outbound management traffic such as TFTP or syslog, each unit, including the control unit, uses the Local
IP address to connect to the server.

For a Spanned EtherChannel interface, you can only configure one IP address, and that IP address is always
attached to the control unit. You cannot connect directly to a data unit using the EtherChannel interface; we
recommend configuring the management interface as an Individual interface so that you can connect to each
unit. Note that you can use a device-local EtherChannel for management.

Control Unit Management Vs. Data Unit Management

All management and monitoring can take place on the control unit. From the control unit, you can check
runtime statistics, resource usage, or other monitoring information of all units. You can also issue a command
to all units in the cluster, and replicate the console messages from data units to the control unit.
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You can monitor data units directly if desired. Although also available from the control unit, you can perform
file management on data units (including backing up the configuration and updating images). The following
functions are not available from the control unit:

* Monitoring per-unit cluster-specific statistics.

* Syslog monitoring per unit (except for syslogs sent to the console when console replication is enabled).
* SNMP

* NetFlow

RSA Key Replication

When you create an RSA key on the control unit, the key is replicated to all data units. If you have an SSH
session to the Main cluster IP address, you will be disconnected if the control unit fails. The new control unit
uses the same key for SSH connections, so that you do not need to update the cached SSH host key when you
reconnect to the new control unit.

ASDM Connection Certificate IP Address Mismatch

By default, a self-signed certificate is used for the ASDM connection based on the Local IP address. If you
connect to the Main cluster IP address using ASDM, then a warning message about a mismatched IP address
might appear because the certificate uses the Local IP address, and not the Main cluster IP address. You can
ignore the message and establish the ASDM connection. However, to avoid this type of warning, you can
enroll a certificate that contains the Main cluster IP address and all the Local IP addresses from the IP address
pool. You can then use this certificate for each cluster member. See https://www.cisco.com/c/en/us/td/docs/
security/asdm/identity-cert/cert-install.html for more information.

Inter-Site Clustering

For inter-site installations, you can take advantage of ASA clustering as long as you follow the recommended
guidelines.

You can configure each cluster chassis to belong to a separate site ID.

Site IDs work with site-specific MAC addresses and IP addresses. Packets egressing the cluster use a
site-specific MAC address and IP address, while packets received by the cluster use a global MAC address
and IP address. This feature prevents the switches from learning the same global MAC address from both
sites on two different ports, which causes MAC flapping; instead, they only learn the site MAC address.
Site-specific MAC addresses and IP address are supported for routed mode using Spanned EtherChannels
only.

Site IDs are also used to enable flow mobility using LISP inspection, director localization to improve
performance and reduce round-trip time latency for inter-site clustering for data centers, and site redundancy
for connections where a backup owner of a traffic flow is always at a different site from the owner.

See the following sections for more information about inter-site clustering:
» Sizing the Data Center Interconnect—Requirements and Prerequisites for ASA Clustering, on page 339
* Inter-Site Guidelines—Guidelines for ASA Clustering, on page 341
* Configure Cluster Flow Mobility—Configure Cluster Flow Mobility, on page 379

* Enable Director Localization—Enable Director Localization, on page 378
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* Enable Site Redundancy—Enable Director Localization, on page 378

* Inter-Site Examples—Examples for Inter-Site Clustering, on page 414

Licenses for ASA Clustering

Cluster units do not require the same license on each unit. Typically, you buy a license only for the control
unit; data units inherit the control unit license. If you have licenses on multiple units, they combine into a
single running ASA cluster license.

There are exceptions to this rule. See the following table for precise licensing requirements for clustering.

Model License Requirement
ASA 5585-X Cluster License, supports up to 16 units.
Note Each unit must have the same encryption license; each

unit must have the same 10 GE 1/O/Security Plus
license (ASA 5585-X with SSP-10 and -20).

ASA 5516-X Base license, supports 2 units.

Note Each unit must have the same encryption license.
ASA 5512-X Security Plus license, supports 2 units.

Note Each unit must have the same encryption license.
ASA 5515-X, ASA 5525-X, ASA 5545-X, ASA 5555-X Base License, supports 2 units.

Note Each unit must have the same encryption license.
Firepower 4100/9300 Chassis See ASA Cluster Licenses for the ASA on the Firepower

4100/9300 Chassis, on page 119.

All other models No support.

Requirements and Prerequisites for ASA Clustering

Model Requirements
* ASA 5516-X—Maximum 2 units
* ASA 5512-X, 5515-X, 5525-X, 5545-X, and 5555-X—Maximum 2 units
* ASA 5585-X—Maximum 16 units

For the ASA 5585-X with SSP-10 and SSP-20, which include two Ten Gigabit Ethernet interfaces, we
recommend using one interface for the cluster control link, and the other for data (you can use subinterfaces
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for data). Although this setup does not accommodate redundancy for the cluster control link, it does
satisfy the need to size the cluster control link to match the size of the data interfaces.

* ASA FirePOWER module—The ASA FirePOWER module does not support clustering directly, but you
can use these modules in a cluster. You are responsible for maintaining consistent policies on the ASA
FirePOWER modules in the cluster.

N

Note Create the cluster before you configure the ASA FirePOWER modules. If the
modules are already configured on the data units, clear the interface configuration
on the devices before adding them to the cluster. From the CLI, enter the clear
configureinterface command.

ASA Hardware and Software Requirements
All units in a cluster:

» Must be the same model with the same DRAM. You do not have to have the same amount of flash
memory.

» Must run the identical software except at the time of an image upgrade. Hitless upgrade is supported.
* Must be in the same security context mode, single or multiple.
* (Single context mode) Must be in the same firewall mode, routed or transparent.

* New cluster members must use the same SSL encryption setting (the ssl encryption command) as the
control unit for initial cluster control link communication before configuration replication.

* Must have the same cluster, encryption and, for the ASA 5585-X, 10 GE 1/0 licenses.

Switch Requirements
* Be sure to complete the switch configuration before you configure clustering on the ASAs.

* For a list of supported switches, see Cisco ASA Compatibility.

ASA Requirements
* Provide each unit with a unique IP address before you join them to the management network.

* See the Getting Started chapter for more information about connecting to the ASA and setting the
management [P address.

* Except for the IP address used by the control unit (typically the first unit you add to the cluster),
these management IP addresses are for temporary use only.

* After a data unit joins the cluster, its management interface configuration is replaced by the one
replicated from the control unit.

* To use jumbo frames on the cluster control link (recommended), you must enable Jumbo Frame
Reservation before you enable clustering.
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Sizing the Data Center Interconnect for Inter-Site Clustering

You should reserve bandwidth on the data center interconnect (DCI) for cluster control link traffic equivalent
to the following calculation:

# of cluster members per site

2

X cluster control link size per member

If the number of members differs at each site, use the larger number for your calculation. The minimum
bandwidth for the DCI should not be less than the size of the cluster control link for one member.

For example:
 For 4 members at 2 sites:

* 4 cluster members total
« 2 members at each site

* 5 Gbps cluster control link per member

Reserved DCI bandwidth = 5 Gbps (2/2 x 5 Gbps).
» For 6 members at 3 sites, the size increases:
* 6 cluster members total
* 3 members at site 1, 2 members at site 2, and 1 member at site 3

* 10 Gbps cluster control link per member

Reserved DCI bandwidth = 15 Gbps (3/2 x 10 Gbps).

» For 2 members at 2 sites:

« 2 cluster members total
* 1 member at each site

* 10 Gbps cluster control link per member

Reserved DCI bandwidth = 10 Gbps (1/2 x 10 Gbps = 5 Gbps; but the minimum bandwidth should not
be less than the size of the cluster control link (10 Gbps)).

Other Requirements

We recommend using a terminal server to access all cluster member unit console ports. For initial setup, and
ongoing management (for example, when a unit goes down), a terminal server is useful for remote management.

Guidelines for ASA Clustering

Context Mode

The mode must match on each member unit.
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Firewall Mode

For single mode, the firewall mode must match on all units.

Failover

Failover is not supported with clustering.

IPv6

The cluster control link is only supported using IPv4.

Switches

» Make sure connected switches match the MTU for both cluster data interfaces and the cluster control
link interface. You should configure the cluster control link interface MTU to be at least 100 bytes higher
than the data interface MTU, so make sure to configure the cluster control link connecting switch
appropriately. Because the cluster control link traffic includes data packet forwarding, the cluster control
link needs to accommodate the entire size of a data packet plus cluster traffic overhead.

* For Cisco IOS XR systems, if you want to set a non-default MTU, set the 10S interface MTU to be 14
bytes higher than the cluster device MTU. Otherwise, OSPF adjacency peering attempts may fail unless
the mtu-ignor e option is used. Note that the cluster device MTU should match the IOS |Pv4 MTU. This
adjustment is not required for Cisco Catalyst and Cisco Nexus switches.

* On the switch(es) for the cluster control link interfaces, you can optionally enable Spanning Tree PortFast
on the switch ports connected to the cluster unit to speed up the join process for new units.

* On the switch, we recommend that you use one of the following EtherChannel load-balancing algorithms:
sour ce-dest-ip or sour ce-dest-ip-port (see the Cisco Nexus OS and Cisco I0S port-channd load-balance
command). Do not use a vlan keyword in the load-balance algorithm because it can cause unevenly
distributed traffic to the devices in a cluster. Do not change the load-balancing algorithm from the default
on the cluster device.

* If you change the load-balancing algorithm of the EtherChannel on the switch, the EtherChannel interface
on the switch temporarily stops forwarding traffic, and the Spanning Tree Protocol restarts. There will
be a delay before traffic starts flowing again.

* Some switches do not support dynamic port priority with LACP (active and standby links). You can
disable dynamic port priority to provide better compatibility with Spanned EtherChannels.

* Switches on the cluster control link path should not verify the L4 checksum. Redirected traffic over the
cluster control link does not have a correct L4 checksum. Switches that verify the L4 checksum could
cause traffic to be dropped.

* Port-channel bundling downtime should not exceed the configured keepalive interval.

* On Supervisor 2T EtherChannels, the default hash distribution algorithm is adaptive. To avoid asymmetric
traffic in a VSS design, change the hash algorithm on the port-channel connected to the cluster device
to fixed:

router(config)# port-channel id hash-distribution fixed

Do not change the algorithm globally; you may want to take advantage of the adaptive algorithm for the
VSS peer link.
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* You should disable the LACP Graceful Convergence feature on all cluster-facing EtherChannel interfaces
for Cisco Nexus switches.

EtherChannels

* In Catalyst 3750-X Cisco IOS software versions earlier than 15.1(1)S2, the cluster unit did not support
connecting an EtherChannel to a switch stack. With default switch settings, if the cluster unit EtherChannel
is connected cross stack, and if the control unit switch is powered down, then the EtherChannel connected
to the remaining switch will not come up. To improve compatibility, set the stack-mac per sistent timer
command to a large enough value to account for reload time; for example, 8 minutes or 0 for indefinite.
Or, you can upgrade to more a more stable switch software version, such as 15.1(1)S2.

* Spanned vs. Device-Local EtherChannel Configuration—Be sure to configure the switch appropriately
for Spanned EtherChannels vs. Device-local EtherChannels.

* Spanned EtherChannels—For cluster unit Spanned EtherChannels, which span across all members
of the cluster, the interfaces are combined into a single EtherChannel on the switch. Make sure each
interface is in the same channel group on the switch.

Switch Switch
— RIGHT Am—
VLAN 101 | | Spanned Data Ifc poga 1 Spanned Data Ifc p
port-ch1 port-ch1 . port-ch1 '

A

* Device-local EtherChannels—For cluster unit Device-local EtherChannels including any
EtherChannels configured for the cluster control link, be sure to configure discrete EtherChannels
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on the switch; do not combine multiple cluster unit EtherChannels into one EtherChannel on the

switch.
Switch Switch
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Inter-Site Guidelines

See the following guidelines for inter-site clustering:

* Supports inter-site clustering in the following interface and firewall modes:

Interface Mode

Firewall Mode

Routed Transparent
Individual Interface Yes N/A
Spanned EtherChannel Yes Yes

333358

* For individual interface mode, when using ECMP towards a multicast Rendezvous Point (RP), we
recommend that you use a static route for the RP IP address using the Main cluster IP address as the next
hop. This static route prevents sending unicast PIM register packets to data units. If a data unit receives
a PIM register packet, then the packet is dropped, and the multicast stream cannot be registered.
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The cluster control link latency must be less than 20 ms round-trip time (RTT).

The cluster control link must be reliable, with no out-of-order or dropped packets; for example, you
should use a dedicated link.

Do not configure connection rebalancing; you do not want connections rebalanced to cluster members
at a different site.

The ASA does not encrypt forwarded data traffic on the cluster control link because it is a dedicated link,
even when used on a Data Center Interconnect (DCI). If you use Overlay Transport Virtualization (OTV),
or are otherwise extending the cluster control link outside of the local administrative domain, you can
configure encryption on your border routers such as 802.1AE MacSec over OTV.

The cluster implementation does not differentiate between members at multiple sites for incoming
connections; therefore, connection roles for a given connection may span across sites. This is expected
behavior. However, if you enable director localization, the local director role is always chosen from the
same site as the connection owner (according to site ID). Also, the local director chooses a new owner
at the same site if the original owner fails (Note: if the traffic is asymmetric across sites, and there is
continuous traffic from the remote site after the original owner fails, then a unit from the remote site
might become the new owner if it receives a data packet within the re-hosting window.).

For director localization, the following traffic types do not support localization: NAT or PAT traffic;
SCTP-inspected traffic; Fragmentation owner query.

For transparent mode, if the cluster is placed between a pair of inside and outside routers (AKA
North-South insertion), you must ensure that both inside routers share a MAC address, and also that both
outside routers share a MAC address. When a cluster member at site 1 forwards a connection to a member
at site 2, the destination MAC address is preserved. The packet will only reach the router at site 2 if the
MAC address is the same as the router at site 1.

For transparent mode, if the cluster is placed between data networks and the gateway router at each site
for firewalling between internal networks (AKA East-West insertion), then each gateway router should
use a First Hop Redundancy Protocol (FHRP) such as HSRP to provide identical virtual IP and MAC
address destinations at each site. The data VLANSs are extended across the sites using Overlay Transport
Virtualization (OTV), or something similar. You need to create filters to prevent traffic that is destined
to the local gateway router from being sent over the DCI to the other site. If the gateway router becomes
unreachable at one site, you need to remove any filters so traffic can successfully reach the other site’s
gateway.

For transparent mode, if the cluster is connected to an HSRP router, you must add the router HSRP MAC
address as a static MAC address table entry on the ASA (see Add a Static MAC Address for Bridge
Groups, on page 737). When adjacent routers use HSRP, traffic destined to the HSRP IP address will be
sent to the HSRP MAC Address, but return traffic will be sourced from the MAC address of a particular
router's interface in the HSRP pair. Therefore, the ASA MAC address table is typically only updated
when the ASA ARP table entry for the HSRP IP address expires, and the ASA sends an ARP request
and receives a reply. Because the ASA’s ARP table entries expire after 14400 seconds by default, but
the MAC address table entry expires after 300 seconds by default, a static MAC address entry is required
to avoid MAC address table expiration traffic drops.

For routed mode using Spanned EtherChannel, configure site-specific MAC addresses. Extend the data
VLANS across the sites using OTV, or something similar. You need to create filters to prevent traffic
that is destined to the global MAC address from being sent over the DCI to the other site. If the cluster
becomes unreachable at one site, you need to remove any filters so traffic can successfully reach the
other site’s cluster units. Dynamic routing is not supported when an inter-site cluster acts as the first hop
router for an extended segment.

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 [JJj



. Configure ASA Clustering

High Availability and Scalability |

Additional Guidelines

» When significant topology changes occur (such as adding or removing an EtherChannel interface, enabling
or disabling an interface on the ASA or the switch, adding an additional switch to form a VSS or vPC)
you should disable the health check feature and also disable interface monitoring for the disabled interfaces.
When the topology change is complete, and the configuration change is synced to all units, you can
re-enable the interface health check feature.

* When adding a unit to an existing cluster, or when reloading a unit, there will be a temporary, limited
packet/connection drop; this is expected behavior. In some cases, the dropped packets can hang your
connection; for example, dropping a FIN/ACK packet for an FTP connection will make the FTP client
hang. In this case, you need to reestablish the FTP connection.

* If you use a Windows 2003 server connected to a Spanned EtherChannel, when the syslog server port
is down and the server does not throttle ICMP error messages, then large numbers of ICMP messages
are sent back to the ASA cluster. These messages can result in some units of the ASA cluster experiencing
high CPU, which can affect performance. We recommend that you throttle ICMP error messages.

* We do not support VXLAN in Individual Interface mode. Only Spanned EtherChannel mode supports
VXLAN.

* We do not support IS-IS in Spanned EtherChannel mode. Only Individual Interface mode supports IS-IS.

« It takes time to replicate changes to all the units in a cluster. If you make a large change, for example,
adding an access control rule that uses object groups (which, when deployed, are broken out into multiple
rules), the time needed to complete the change can exceed the timeout for the cluster units to respond
with a success message. If this happens, you might see a "failed to replicate command" message. You
can ignore the message.

Defaults for ASA Clustering

* When using Spanned EtherChannels, the cLACP system ID is auto-generated and the system priority is
1 by default.

* The cluster health check feature is enabled by default with the holdtime of 3 seconds. Interface health
monitoring is enabled on all interfaces by default.

* The cluster auto-rejoin feature for a failed cluster control link is unlimited attempts every 5 minutes.

* The cluster auto-rejoin feature for a failed data interface is 3 attempts every 5 minutes, with the increasing
interval set to 2.

* Connection rebalancing is disabled by default. If you enable connection rebalancing, the default time
between load information exchanges is 5 seconds.

+ Connection replication delay of 5 seconds is enabled by default for HTTP traffic.

Configure ASA Clustering

To configure clustering, perform the following tasks.
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Note To enable or disable clustering, you must use a console connection (for CLI) or an ASDM connection.

Cable the Units and Configure Interfaces

Before configuring clustering, cable the cluster control link network, management network, and data networks.
Then configure your interfaces.

About Cluster Interfaces

You can configure data interfaces as either Spanned EtherChannels or as Individual interfaces. All data
interfaces in the cluster must be one type only. Each unit must also dedicate at least one hardware interface
as the cluster control link.

About the Cluster Control Link

Each unit must dedicate at least one hardware interface as the cluster control link.

Cluster Control Link Traffic Overview
Cluster control link traffic includes both control and data traffic.
Control traffic includes:
* Control unit election.
* Configuration replication.

* Health monitoring.

Data traffic includes:

* State replication.

* Connection ownership queries and data packet forwarding.

Cluster Control Link Interfaces and Network
You can use any data interface(s) for the cluster control link, with the following exceptions:

* You cannot use a VLAN subinterface as the cluster control link.
* You cannot use a Management X/X interface as the cluster control link, either alone or as an EtherChannel.

* For the ASA 5585-X with an ASA FirePOWER module, Cisco recommends that you use ASA interfaces
for the cluster control link, and not interfaces on the ASA FirePOWER module. Module interfaces can
drop traffic for up to 30 seconds during a module reload, including reloads that occur during a software
upgrade. However, if needed, you can use module interfaces and ASA interfaces in the same cluster
control link EtherChannel. When the module interfaces drop, the remaining interfaces in the EtherChannel
are still up. The ASA 5585-X Network Module does not run a separate operating system, so it is not
affected by this issue.

Be aware that data interfaces on the module are also affected by reload drops. Cisco recommends always
using ASA interfaces redundantly with module interfaces in an EtherChannel.
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. Size the Cluster Control Link

For the ASA 5585-X with SSP-10 and SSP-20, which include two Ten Gigabit Ethernet interfaces, we
recommend using one interface for the cluster control link, and the other for data (you can use subinterfaces
for data). Although this setup does not accommodate redundancy for the cluster control link, it does
satisfy the need to size the cluster control link to match the size of the data interfaces.

You can use an EtherChannel or redundant interface.

Each cluster control link has an IP address on the same subnet. This subnet should be isolated from all other
traffic, and should include only the ASA cluster control link interfaces.

For a 2-member cluster, do not directly-connect the cluster control link from one ASA to the other ASA. If
you directly connect the interfaces, then when one unit fails, the cluster control link fails, and thus the remaining
healthy unit fails. If you connect the cluster control link through a switch, then the cluster control link remains
up for the healthy unit.

Size the Cluster Control Link

)

If possible, you should size the cluster control link to match the expected throughput of each chassis so the
cluster-control link can handle the worst-case scenarios. For example, if you have the ASA 5585-X with
SSP-60, which can pass 14 Gbps per unit maximum in a cluster, then you should also assign interfaces to the
cluster control link that can pass at least 14 Gbps. In this case, you could use 2 Ten Gigabit Ethernet interfaces
in an EtherChannel for the cluster control link, and use the rest of the interfaces as desired for data links.

Cluster control link traffic is comprised mainly of state update and forwarded packets. The amount of traffic
at any given time on the cluster control link varies. The amount of forwarded traffic depends on the
load-balancing efficacy or whether there is a lot of traffic for centralized features. For example:

* NAT results in poor load balancing of connections, and the need to rebalance all returning traffic to the
correct units.

» AAA for network access is a centralized feature, so all traffic is forwarded to the control unit.

» When membership changes, the cluster needs to rebalance a large number of connections, thus temporarily
using a large amount of cluster control link bandwidth.

A higher-bandwidth cluster control link helps the cluster to converge faster when there are membership changes
and prevents throughput bottlenecks.

Note

If your cluster has large amounts of asymmetric (rebalanced) traffic, then you should increase the cluster
control link size.

Cluster Control Link Redundancy

We recommend using an EtherChannel for the cluster control link, so that you can pass traffic on multiple
links in the EtherChannel while still achieving redundancy.

The following diagram shows how to use an EtherChannel as a cluster control link in a Virtual Switching
System (VSS) or Virtual Port Channel (vPC) environment. All links in the EtherChannel are active. When
the switch is part of a VSS or vPC, then you can connect ASA interfaces within the same EtherChannel to
separate switches in the VSS or vPC. The switch interfaces are members of the same EtherChannel port-channel
interface, because the separate switches act like a single switch. Note that this EtherChannel is device-local,
not a Spanned EtherChannel.
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Cluster Control Link Reliability

To ensure cluster control link functionality, be sure the round-trip time (RTT) between units is less than 20
ms. This maximum latency enhances compatibility with cluster members installed at different geographical
sites. To check your latency, perform a ping on the cluster control link between units.

The cluster control link must be reliable, with no out-of-order or dropped packets; for example, for inter-site
deployment, you should use a dedicated link.

Cluster Control Link Failure

If the cluster control link line protocol goes down for a unit, then clustering is disabled; data interfaces are
shut down. After you fix the cluster control link, you must manually rejoin the cluster by re-enabling clustering.

\}

Note When the ASA becomes inactive, all data interfaces are shut down; only the management-only interface can
send and receive traffic. The management interface remains up using the IP address the unit received from
the cluster IP pool. However if you reload, and the unit is still inactive in the cluster, the management interface
is not accessible (because it then uses the Main IP address, which is the same as the control unit). You must
use the console port for any further configuration.

Spanned EtherChannels (Recommended)

You can group one or more interfaces per chassis into an EtherChannel that spans all chassis in the cluster.
The EtherChannel aggregates the traffic across all the available active interfaces in the channel. A Spanned
EtherChannel can be configured in both routed and transparent firewall modes. In routed mode, the
EtherChannel is configured as a routed interface with a single IP address. In transparent mode, the IP address
is assigned to the BVI, not to the bridge group member interface. The EtherChannel inherently provides load
balancing as part of basic operation.
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. Spanned EtherChannel Benefits
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Spanned EtherChannel Benefits
The EtherChannel method of load-balancing is recommended over other methods for the following benefits:

* Faster failure discovery.

« Faster convergence time. Individual interfaces rely on routing protocols to load-balance traffic, and
routing protocols often have slow convergence during a link failure.

* Ease of configuration.

Guidelines for Maximum Throughput
To achieve maximum throughput, we recommend the following:

* Use a load balancing hash algorithm that is “symmetric,” meaning that packets from both directions will
have the same hash, and will be sent to the same ASA in the Spanned EtherChannel. We recommend
using the source and destination IP address (the default) or the source and destination port as the hashing
algorithm.

* Use the same type of line cards when connecting the ASAs to the switch so that hashing algorithms
applied to all packets are the same.

Load Balancing

The EtherChannel link is selected using a proprietary hash algorithm, based on source or destination IP
addresses and TCP and UDP port numbers.
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Note

On the ASA, do not change the load-balancing algorithm from the default. On the switch, we recommend
that you use one of the following algorithms: source-dest-ip or source-dest-ip-port (see the Cisco Nexus
OS or Cisco I0S port-channel load-balance command). Do not use a vlan keyword in the load-balance
algorithm because it can cause unevenly distributed traffic to the ASAs in a cluster.

The number of links in the EtherChannel affects load balancing.

Symmetric load balancing is not always possible. If you configure NAT, then forward and return packets will
have different IP addresses and/or ports. Return traffic will be sent to a different unit based on the hash, and
the cluster will have to redirect most returning traffic to the correct unit.

EtherChannel Redundancy

The EtherChannel has built-in redundancy. It monitors the line protocol status of all links. If one link fails,
traffic is re-balanced between remaining links. If all links in the EtherChannel fail on a particular unit, but
other units are still active, then the unit is removed from the cluster.

Connecting to a VSS or vPC

You can include multiple interfaces per ASA in the Spanned EtherChannel. Multiple interfaces per ASA are
especially useful for connecting to both switches in a VSS or vPC.

Depending on your switches, you can configure up to 32 active links in the spanned EtherChannel. This feature
requires both switches in the vPC to support EtherChannels with 16 active links each (for example the Cisco
Nexus 7000 with F2-Series 10 Gigabit Ethernet Module).

For switches that support 8 active links in the EtherChannel, you can configure up to 16 active links in the
spanned EtherChannel when connecting to two switches in a VSS/vPC.

If you want to use more than 8 active links in a spanned EtherChannel, you cannot also have standby links;
the support for 9 to 32 active links requires you to disable cLACP dynamic port priority that allows the use
of standby links. You can still use 8 active links and 8 standby links if desired, for example, when connecting
to a single switch.

The following figure shows a 32 active link spanned EtherChannel in an 8-ASA cluster and a 16-ASA cluster.
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The following figure shows a 16 active link spanned EtherChannel in a 4-ASA cluster and an 8-ASA cluster.
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The following figure shows a traditional 8 active/8 standby link spanned EtherChannel in a 4-ASA cluster
and an 8-ASA cluster. The active links are shown as solid lines, while the inactive links are dotted. cLACP
load-balancing can automatically choose the best 8 links to be active in the EtherChannel. As shown, cLACP
helps achieve load balancing at the link level.

CLI Book 1: Cisco ASA Series General Operations CLI Configuration Guide, 9.10 .



High Availability and Scalability |

. Individual Interfaces (Routed Firewall Mode Only)
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Individual Interfaces (Routed Firewall Mode Only)

Individual interfaces are normal routed interfaces, each with their own Local IP address. Because interface
configuration must be configured only on the control unit, the interface configuration lets you set a pool of
IP addresses to be used for a given interface on the cluster members, including one for the control unit. The
Main cluster |P address is a fixed address for the cluster that always belongs to the current control unit. The
Main cluster IP address is a data unit IP address for the control unit; the Local IP address is always the control
unit address for routing. The Main cluster IP address provides consistent management access to an address;
when a control unit changes, the Main cluster IP address moves to the new control unit, so management of
the cluster continues seamlessly. Load balancing, however, must be configured separately on the upstream
switch in this case.

Note

We recommend Spanned EtherChannels instead of Individual interfaces because Individual interfaces rely
on routing protocols to load-balance traffic, and routing protocols often have slow convergence during a link
failure.
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Policy-Based Routing (Routed Firewall Mode Only)
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When using Individual interfaces, each ASA interface maintains its own IP address and MAC address. One
method of load balancing is Policy-Based Routing (PBR).

We recommend this method if you are already using PBR, and want to take advantage of your existing
infrastructure. This method might offer additional tuning options vs. Spanned EtherChannel as well.

PBR makes routing decisions based on a route map and ACL. You must manually divide traffic between all
ASAs in a cluster. Because PBR is static, it may not achieve the optimum load balancing result at all times.
To achieve the best performance, we recommend that you configure the PBR policy so that forward and return
packets of a connection are directed to the same physical ASA. For example, if you have a Cisco router,
redundancy can be achieved by using Cisco I0S PBR with Object Tracking. Cisco IOS Object Tracking
monitors each ASA using ICMP ping. PBR can then enable or disable route maps based on reachability of a
particular ASA. See the following URLSs for more details:

http://www.cisco.com/c/en/us/solutions/data-center-virtualization/intelligent-traffic-director/index.html

http://www.cisco.com/en/US/products/ps6599/products_white paper09186a00800a4409.shtml

Note

If you use this method of load-balancing, you can use a device-local EtherChannel as an Individual interface.

Equal-Cost Multi-Path Routing (Routed Firewall Mode Only)

When using Individual interfaces, each ASA interface maintains its own IP address and MAC address. One
method of load balancing is Equal-Cost Multi-Path (ECMP) routing.

We recommend this method if you are already using ECMP, and want to take advantage of your existing
infrastructure. This method might offer additional tuning options vs. Spanned EtherChannel as well.
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ECMP routing can forward packets over multiple “best paths” that tie for top place in the routing metric. Like
EtherChannel, a hash of source and destination IP addresses and/or source and destination ports can be used
to send a packet to one of the next hops. If you use static routes for ECMP routing, then an ASA failure can
cause problems; the route continues to be used, and traffic to the failed ASA will be lost. If you use static
routes, be sure to use a static route monitoring feature such as Object Tracking. We recommend using dynamic
routing protocols to add and remove routes, in which case, you must configure each ASA to participate in
dynamic routing.

Note

If you use this method of load-balancing, you can use a device-local EtherChannel as an Individual interface.

Nexus Intelligent Traffic Director (Routed Firewall Mode Only)

When using Individual interfaces, each ASA interface maintains its own IP address and MAC address.
Intelligent Traffic Director (ITD) is a high-speed hardware load-balancing solution for Nexus 5000, 6000,
7000, and 9000 switch series. In addition to fully covering the functional capabilities of traditional PBR, it
offers a simplified configuration workflow and multiple additional features for a more granular load distribution.

ITD supports IP stickiness, consistent hashing for bi-directional flow symmetry, virtual IP addressing, health
monitoring, sophisticated failure handling policies with N+M redundancy, weighted load-balancing, and
application IP SLA probes including DNS. Due to the dynamic nature of load-balancing, it achieves a more
even traffic distribution across all cluster members as compared to PBR. In order to achieve bi-directional
flow symmetry, we recommend configuring ITD such that forward and return packets of a connection are
directed to the same physical ASA. See the following URL for more details:

http://www.cisco.com/c/en/us/solutions/data-center-virtualization/intelligent-traffic-director/index.html

Cable the Cluster Units and Configure Upstream and Downstream Equipment

Before configuring clustering, cable the cluster control link network, management network, and data networks.

Procedure

Cable the cluster control link network, management network, and data networks.

Note At a minimum, an active cluster control link network is required before you configure the units to
join the cluster.

You should also configure the upstream and downstream equipment. For example, if you use EtherChannels,
then you should configure the upstream and downstream equipment for the EtherChannels.

Examples

Note

This example uses EtherChannels for load-balancing. If you are using PBR or ECMP, your switch
configuration will differ.
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For example on each of 4 ASA 5585-Xs, you want to use:

» 2 Ten Gigabit Ethernet interfaces in a device-local EtherChannel for the cluster control link.

» 2 Ten Gigabit Ethernet interfaces in a Spanned EtherChannel for the inside and outside network;
each interface is a VLAN subinterface of the EtherChannel. Using subinterfaces lets both inside
and outside interfaces take advantage of the benefits of an EtherChannel.

* 1 Management interface.

You have one switch for both the inside and outside networks.
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Purpose Connect Interfaces on each of 4 | To Switch Ports

ASAs

Cluster control link TenGigabitEthernet 0/6 and

8 ports total
TenGigabitEthernet 0/7 For each TenGigabitEthernet 0/6
and TenGigabitEthernet 0/7 pair,
configure 4 EtherChannels (1 EC
for each ASA).

These EtherChannels must all be
on the same isolated cluster control
VLAN, for example VLAN 101.
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Purpose Connect Interfaces on each of 4 | To Switch Ports
ASAs

Inside and outside interfaces TenGigabitEthernet 0/8 and 8 ports total
TenGigabitEthernet 0/9

Configure a single EtherChannel
(across all ASAs).

On the switch, configure these
VLANSs and networks now; for
example, a trunk including VLAN
200 for the inside and VLAN 201
for the outside.

Management interface Management 0/0 4 ports total

Place all interfaces on the same
isolated management VLAN, for
example VLAN 100.

Configure the Cluster Interface Mode on Each Unit
You can only configure one type of interface for clustering: Spanned EtherChannels or Individual interfaces;

you cannot mix interface types in a cluster.

Before you begin

* You must set the mode separately on each ASA that you want to add to the cluster.

* You can always configure the management-only interface as an Individual interface (recommended),
even in Spanned EtherChannel mode. The management interface can be an Individual interface even in
transparent firewall mode.

* In Spanned EtherChannel mode, if you configure the management interface as an Individual interface,
you cannot enable dynamic routing for the management interface. You must use a static route.

* In multiple context mode, you must choose one interface type for all contexts. For example, if you have
amix of transparent and routed mode contexts, you must use Spanned EtherChannel mode for all contexts
because that is the only interface type allowed for transparent mode.

Procedure

Step 1 Show any incompatible configuration so that you can force the interface mode and fix your configuration
later; the mode is not changed with this command:

cluster interface-mode {individual | spanned} check-details

Example:

ciscoasa(config)# cluster interface-mode spanned check-details

Step 2 Set the interface mode for clustering:
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cluster interface-mode {individual | spanned} force

Example:

ciscoasa(config) # cluster interface-mode spanned force

There is no default setting; you must explicitly choose the mode. If you have not set the mode, you cannot
enable clustering.

The for ce option changes the mode without checking your configuration for incompatible settings. You need
to manually fix any configuration issues after you change the mode. Because any interface configuration can
only be fixed after you set the mode, we recommend using the force option so that you can at least start from
the existing configuration. You can re-run the check-details option after you set the mode for more guidance.

Without the for ce option, if there is any incompatible configuration, you are prompted to clear your
configuration and reload, thus requiring you to connect to the console port to reconfigure your management
access. If your configuration is compatible (rare), the mode is changed and the configuration is preserved. If
you do not want to clear your configuration, you can exit the command by typing n.

To remove the interface mode, enter the no cluster interface-mode command.

Configure Interfaces on the Control Unit

You must modify any interface that is currently configured with an IP address to be cluster-ready before you
enable clustering. For other interfaces, you can configure them before or after you enable clustering; we
recommend pre-configuring all of your interfaces so that the complete configuration is synced to new cluster
members.

This section describes how to configure interfaces to be compatible with clustering. You can configure data
interfaces as either Spanned EtherChannels or as Individual interfaces. Each method uses a different
load-balancing mechanism. You cannot configure both types in the same configuration, with the exception
of the management interface, which can be an Individual interface even in Spanned EtherChannel mode.

Configure Individual Interfaces (Recommended for the Management Interface)

Individual interfaces are normal routed interfaces, each with their own IP address taken from a pool of IP
addresses. The Main cluster IP address is a fixed address for the cluster that always belongs to the current
primary unit.

In Spanned EtherChannel mode, we recommend configuring the management interface as an Individual
interface. Individual management interfaces let you connect directly to each unit if necessary, while a Spanned
EtherChannel interface only allows connection to the current primary unit.

Before you begin

» Except for the management-only interface, you must be in Individual interface mode.

* For multiple context mode, perform this procedure in each context. If you are not already in the context
configuration mode, enter the changeto context name command.

* Individual interfaces require you to configure load balancing on neighbor devices. External load balancing
is not required for the management interface.
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. Configure Individual Interfaces (Recommended for the Management Interface)

Step 1

Step 2

Step 3

Step 4

* (Optional) Configure the interface as a device-local EtherChannel interface, a redundant interface, and/or
configure subinterfaces.

* For an EtherChannel, this EtherChannel is local to the unit, and is not a Spanned EtherChannel.

* Management-only interfaces cannot be redundant interfaces.

Procedure

Configure a pool of Local IP addresses (IPv4 and/or IPv6), one of which will be assigned to each cluster unit
for the interface:

(IPv4)
ip local pool poolname first-address — last-address [mask mask]

(IPv6)

ipv6 local pool poolname ipv6-address/prefix-length number_of addresses

Example:

ciscoasa(config)# ip local pool ins 192.168.1.2-192.168.1.9
ciscoasa(config-if)# ipv6 local pool insipv6 2001:DB8::1002/32 8

Include at least as many addresses as there are units in the cluster. If you plan to expand the cluster, include
additional addresses. The Main cluster IP address that belongs to the current primary unit is not a part of this
pool; be sure to reserve an IP address on the same network for the Main cluster IP address.

You cannot determine the exact Local address assigned to each unit in advance; to see the address used on
each unit, enter the show ip[v6] local pool poolname command. Each cluster member is assigned a member
ID when it joins the cluster. The ID determines the Local IP used from the pool.

Enter interface configuration mode:
interfaceinterface id

Example:

ciscoasa(config)# interface tengigabitethernet 0/8

(Management interface only) Set an interface to management-only mode so that it does not pass through
traffic:

management-only

By default, Management type interfaces are configured as management-only. In transparent mode, this
command is always enabled for a Management type interface.

This setting is required if the cluster interface mode is Spanned.

Name the interface:
nameif name

Example:
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Step 5

Step 6

Step 7

Configure Individual Interfaces (Recommended for the Management Interface) .

ciscoasa(config-if)# nameif inside

The nameis a text string up to 48 characters, and is not case-sensitive. You can change the name by reentering
this command with a new value.

Set the Main cluster IP address and identify the cluster pool:
(IPv4)

ip addressip_address [mask] cluster-pool poolname

(IPv6)

ipv6 address ipv6-address/prefix-length cluster-pool poolname

Example:

ciscoasa(config-if)# ip address 192.168.1.1 255.255.255.0 cluster-pool ins
ciscoasa(config-if)# ipv6 address 2001:DB8::1002/32 cluster-pool insipveé

This IP address must be on the same network as the cluster pool addresses, but not be part of the pool. You
can configure an IPv4 and/or an IPv6 address.

DHCP, PPPoE, and IPv6 autoconfiguration are not supported; you must manually configure the IP addresses.
Set the security level, where number is an integer between 0 (lowest) and 100 (highest):

security-level number

Example:

ciscoasa(config-if)# security-level 100

Enable the interface:

no shutdown

Examples
The following example configures the Management 0/0 and Management 0/1 interfaces as a

device-local EtherChannel, and then configures the EtherChannel as an Individual interface:

ip local pool mgmt 10.1.1.2-10.1.1.9
ipv6 local pool mgmtipve 2001:DB8:45:1002/64 8
interface management 0/0

channel-group 1 mode active
no shutdown

interface management 0/1

channel-group 1 mode active
no shutdown

interface port-channel 1
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nameif management

ip address 10.1.1.1 255.255.255.0 cluster-pool mgmt
ipvé address 2001:DB8:45:1001/64 cluster-pool mgmtipvé
security-level 100

management-only

Configure Spanned EtherChannels

A Spanned EtherChannel spans all ASAs in the cluster, and provides load balancing as part of the EtherChannel
operation.

Before you begin

* You must be in Spanned EtherChannel interface mode.

* For multiple context mode, start this procedure in the system execution space. If you are not already in
the System configuration mode, enter the changeto system command.

* For transparent mode, configure the bridge group. See Configure the Bridge Virtual Interface (BVI), on
page 579.

* Do not specify the maximum and minimum links in the EtherChannel—We recommend that you do not
specify the maximum and minimum links in the EtherChannel (The lacp max-bundle and port-channel
min-bundle commands) on either the ASA or the switch. If you need to use them, note the following:

* The maximum links set on the ASA is the total number of active ports for the whole cluster. Be
sure the maximum links value configured on the switch is not larger than the ASA value.

* The minimum links set on the ASA is the minimum active ports to bring up a port-channel interface
per unit. On the switch, the minimum links is the minimum links across the cluster, so this value
will not match the ASA value.

* Do not change the load-balancing algorithm from the default (see the port-channel load-balance
command). On the switch, we recommend that you use one of the following algorithms: source-dest-ip
or sour ce-dest-ip-port (see the Cisco Nexus OS and Cisco I0S port-channel load-balance command).
Do not use a vlan keyword in the load-balance algorithm because it can cause unevenly distributed traffic
to the ASAs in a cluster.

* The lacp port-priority and lacp system-priority commands are not used for a Spanned EtherChannel.

* When using Spanned EtherChannels, the port-channel interface will not come up until clustering is fully
enabled. This requirement prevents traffic from being forwarded to a unit that is not an active unit in the
cluster.

Procedure
Step 1 Specify the interface you want to add to the channel group:

interface physical_interface

Example:
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Step 2

Step 3

Step 4

Step 5

Step 6

Configure Spanned EtherChannels .

ciscoasa(config)# interface gigabitethernet 0/0

The physical_interface ID includes the type, slot, and port number as type slot/port. This first interface in the
channel group determines the type and speed for all other interfaces in the group.

Assign this interface to an EtherChannel:
channel-group channel_id mode active [vss-id {1|2}]

Example:

ciscoasa(config-if)# channel-group 1 mode active

The channel_id is between 1 and 48. If the port-channel interface for this channel ID does not yet exist in the
configuration, one will be added automatically:

inter face port-channel channel_id
Only active mode is supported for Spanned EtherChannels.

If you are connecting the ASA to two switches in a VSS or vPC, then configure the vss-id keyword to identify
to which switch this interface is connected (1 or 2). You must also use the port-channel span-cluster
vss-load-balance command for the port-channel interface in Step 6.

Enable the interface:

no shutdown

(Optional) Add additional interfaces to the EtherChannel by repeating the process.

Example:

ciscoasa(config)# interface gigabitethernet 0/1
ciscoasa(config-if)# channel-group 1 mode active
ciscoasa(config-if)# no shutdown

Multiple interfaces in the EtherChannel per unit are useful for connecting to switches in a VSS or vPC. Keep
in mind that by default, a spanned EtherChannel can have only 8 active interfaces out of 16 maximum across
all members in the cluster; the remaining 8 interfaces are on standby in case of link failure. To use more than
8 active interfaces (but no standby interfaces), disable dynamic port priority using the clacp static-port-priority
command. When you disable dynamic port priority, you can use up to 32 active links across the cluster. For
example, for a cluster of 16 ASAs, you can use a maximum of 2 interfaces on each ASA, for a total of 32
interfaces in the spanned EtherChannel.

Specify the port-channel interface:
interface port-channel channel_id

Example:

ciscoasa(config)# interface port-channel 1

This interface was created automatically when you added an interface to the channel group.

Set this EtherChannel as a Spanned EtherChannel:
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Step 7

Step 8

Step 9

Step 10

Step 11

port-channel span-cluster [vss-load-balance]

Example:

ciscoasa(config-if)# port-channel span-cluster

If you are connecting the ASA to two switches in a VSS or vPC, then you should enable VSS load balancing
by using the vss-load-balance keyword. This feature ensures that the physical link connections between the
ASAs to the VSS (or vPC) pair are balanced. You must configure the vss-id keyword in the channel-group
command for each member interface before enabling load balancing (see Step 2).

(Optional) You can set the Ethernet properties for the port-channel interface to override the properties set on
the Individual interfaces.

This method provides a shortcut to set these parameters because these parameters must match for all interfaces
in the channel group.

(Optional) If you are creating VLAN subinterfaces on this EtherChannel, do so now.

Example:

ciscoasa(config)# interface port-channel 1.10
ciscoasa(config-if)# vlan 10

The rest of this procedure applies to the subinterfaces.

(Multiple Context Mode) Allocate the interface to a context. Then enter:

changeto context name
interface port-channel channel id

Example:

config)# context admin

config)# allocate-interface port-channell
config) # changeto context admin
config-if)# interface port-channel 1

ciscoasa
ciscoasa
ciscoasa
ciscoasa

For multiple context mode, the rest of the interface configuration occurs within each context.

Name the interface:
nameif name

Example:

ciscoasa(config-if)# nameif inside

The nameis a text string up to 48 characters, and is not case-sensitive. You can change the name by reentering
this command with a new value.

Perform one of the following, depending on the firewall mode.
* Routed Mode—Set the IPv4 and/or IPv6 address:
(IPv4)
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Step 12

Step 13

Configure Spanned EtherChannels .

ip addressip_address [mask]
(IPv6)
ipv6 address ipve-prefix/prefix-length

Example:

ciscoasa(config-if)# ip address 10.1.1.1 255.255.255.0
ciscoasa (config-if)# ipv6 address 2001:DB8::1001/32

DHCP, PPPoE, and IPv6 autoconfig are not supported. For point-to-point connections, you can specify
a 31-bit subnet mask (255.255.255.254). In this case, no IP addresses are reserved for the network or
broadcast addresses.

Transparent Mode—Assign the interface to a bridge group:
bridge-group number

Example:
ciscoasa(config-if) # bridge-group 1

Where number is an integer between 1 and 100. You can assign up to 64 interfaces to a bridge group.
You cannot assign the same interface to more than one bridge group. Note that the BVI configuration
includes the IP address.

Set the security level:
security-level number

Example:

ciscoasa(config-if)# security-level 50

Where number is an integer between 0 (lowest) and 100 (highest).

Configure a global MAC address for a Spanned EtherChannel to avoid potential network connectivity problems:
mac-address mac_address

Example:

ciscoasa(config-if)# mac-address 000C.F142.4CDE

With a manually-configured MAC address, the MAC address stays with the current control unit. If you do
not configure a MAC address, then if the control unit changes, the new control unit uses a new MAC address
for the interface, which can cause a temporary network outage.

In multiple context mode, if you share an interface between contexts, you should instead enable auto-generation
of MAC addresses so you do not need to set the MAC address manually. Note that you must manually configure
the MAC address using this command for non-shared interfaces.

The mac_addressis in H.H.H format, where H is a 16-bit hexadecimal digit. For example, the MAC address
00-0C-F1-42-4C-DE is entered as 000C.F142.4CDE.
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Step 14

The first two bytes of a manual MAC address cannot be A2 if you also want to use auto-generated MAC
addresses.

(Routed mode) For inter-site clustering, configure a site-specific MAC address and IP address for each site:
mac-address mac_address site-id number

Example:

ciscoasa(config-if) # mac-address aaaa.1111.1234

ciscoasa(config-if) # mac-address aaaa.llll.aaaa site-id 1 site-ip 10.9.9.1
ciscoasa(config-if) # mac-address aaaa.l111l.bbbb site-id 2 site-ip 10.9.9.2
ciscoasa(config-if) # mac-address aaaa.llll.cccc site-id 3 site-ip 10.9.9.3
ciscoasa(config-if) # mac-address aaaa.l111.dddd site-id 4 site-ip 10.9.9.4

The site-specific IP addresses must be on the same subnet as the global IP address. The site-specific MAC
address and IP address used by a unit depends on the site ID you specify in each unit’s bootstrap configuration.

Create the Bootstrap Configuration

Each unit in the cluster requires a bootstrap configuration to join the cluster.

Configure the Control Unit Bootstrap Settings

Each unit in the cluster requires a bootstrap configuration to join the cluster. Typically, the first unit you
configure to join the cluster will be the control unit. After you enable clustering, after an election period, the
cluster elects a control unit. With only one unit in the cluster initially, that unit will become the control unit.
Subsequent units that you add to the cluster will be data units.

Before you begin

* Back up your configurations in case you later want to leave the cluster, and need to restore your
configuration.

* For multiple context mode, complete these procedures in the system execution space. To change from
the context to the system execution space, enter the changeto system command.

* Enable jumbo frame reservation for use with the cluster control link, so you can set the cluster control
link MTU to the recommended value. Enabling jumbo frames causes the ASA to reload, so you must
perform this step before continuing with this procedure.

* You must use the console port to enable or disable clustering. You cannot use Telnet or SSH.

» With the exception of the cluster control link, any interfaces in your configuration must be configured
with a cluster IP pool or as a Spanned EtherChannel before you enable clustering, depending on your
interface mode. If you have pre-existing interface configuration, you can either clear the interface
configuration (clear configure interface), or convert your interfaces to cluster interfaces before you
enable clustering.

* When you add a unit to a running cluster, you may see temporary, limited packet/connection drops; this
is expected behavior.

* Pre-determine the size of the cluster control link. See Size the Cluster Control Link, on page 348.
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Step 1

Configure the Control Unit Bootstrap Settings .

Procedure

Enable the cluster control link interface before you join the cluster.

You will later identify this interface as the cluster control link when you enable clustering.

We recommend that you combine multiple cluster control link interfaces into an EtherChannel if you have
enough interfaces. The EtherChannel is local to the ASA, and is not a Spanned EtherChannel.

The cluster control link interface configuration is not replicated from the control unit to data units; however,
you must use the same configuration on each unit. Because this configuration is not replicated, you must
configure the cluster control link interfaces separately on each unit.

a)

b)

d)

* You cannot use a VLAN subinterface as the cluster control link.
* You cannot use a Management X/X interface as the cluster control link, either alone or as an EtherChannel.

* For the ASA 5585-X with an ASA FirePOWER module, Cisco recommends that you use ASA interfaces
for the cluster control link, and not interfaces on the ASA FirePOWER module. Module interfaces can
drop traffic for up to 30 seconds during a module reload, including reloads that occur during a software
upgrade. However, if needed, you can use module interfaces and ASA interfaces in the same cluster
control link EtherChannel. When the module interfaces drop, the remaining interfaces in the EtherChannel
are still up. The ASA 5585-X Network Module does not run a separate operating system, so it is not
affected by this issue.

Enter interface configuration mode:
interface interface id

Example:

ciscoasa(config)# interface tengigabitethernet 0/6

(Optional, for an EtherChannel) Assign this physical interface to an EtherChannel:
channel-group channel_id mode on

Example:

ciscoasa(config-if)# channel-group 1 mode on

The channel_id is between 1 and 48. If the port-channel interface for this channel ID does not yet exist
in the configuration, one will be added automatically:

interface port-channel channel_id

We recommend using the On mode for cluster control link member interfaces to reduce unnecessary traffic
on the cluster control link. The cluster control link does not need the overhead of LACP traffic because
it is an isolated, stable network. Note: We recommend setting data EtherChannels to Active mode.

Enable the interface:
no shutdown

You only need to enable the interface; do not configure a name for the interface, or any other parameters.

(For an EtherChannel) Repeat for each additional interface you want to add to the EtherChannel:
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Step 2

Step 3

Step 4

Step 5

Example:

ciscoasa(config) # interface tengigabitethernet 0/7
ciscoasa(config-if)# channel-group 1 mode on
ciscoasa(config-if)# no shutdown

Specify the maximum transmission unit for the cluster control link interface to be at least 100 bytes higher
than the highest MTU of the data interfaces.

mtu cluster bytes

Example:

ciscoasa(config)# mtu cluster 9198

Set the MTU between 1400 and 9198 bytes. The default MTU is 1500 bytes. We suggest setting the cluster
control link MTU to the maximum, which requires you to enable jumbo frame reservation before continuing
with this procedure. Jumbo frame reservation requires a reload of the ASA. Because the cluster control link
traffic includes data packet forwarding, the cluster control link needs to accommodate the entire size of a data
packet plus cluster traffic overhead.

For example, because the maximum MTU is 9198 bytes, then the highest data interface MTU can be 9098,
while the cluster control link can be set to 9198.

This command is a global configuration command, but is also part of the bootstrap configuration that is not
replicated between units.

Name the cluster and enter cluster configuration mode:
cluster group name

Example:

ciscoasa(config)# cluster group podl

The name must be an ASCII string from 1 to 38 characters. You can only configure one cluster group per
unit. All members of the cluster must use the same name.

Name this member of the cluster:
local-unit unit_name

Use aunique ASCII string from 1 to 38 characters. Each unit must have a unique name. A unit with a duplicated
name will be not be allowed in the cluster.

Example:

ciscoasa(cfg-cluster)# local-unit unitl

Specify the cluster control link interface, preferably an EtherChannel:
cluster-interface interface idip ip_address mask

Example:

ciscoasa(cfg-cluster)# cluster-interface port-channel2 ip 192.168.1.1 255.255.255.0
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Step 6

Step 7

Step 8

Step 9

Step 10

Configure the Control Unit Bootstrap Settings .

INFO: Non-cluster interface config is cleared on Port-Channel2

Subinterfaces and Management interfaces are not allowed.

Specify an IPv4 address for the IP address; IPv6 is not supported for this interface. This interface cannot have
a hameif configured.

For each unit, specify a different IP address on the same network.

If you use inter-site clustering, set the site ID for this unit so it uses a site-specific MAC address:
site-id number

Example:

ciscoasa(cfg-cluster)# site-id 1

The number is between 1 and 8.

Set the priority of this unit for control unit elections:
priority priority_number

Example:

ciscoasa(cfg-cluster)# priority 1

The priority is between 1 and 100, where 1 is the highest priority.

(Optional) Set an authentication key for control traffic on the cluster control link:
key shared_secret

Example:

ciscoasa(cfg-cluster)# key chuntheunavoidable

The shared secret is an ASCII string from 1 to 63 characters. The shared secret is used to generate the key.
This command does not affect datapath traffic, including connection state update and forwarded packets,
which are always sent in the clear.

(Optional) Disable dynamic port priority in LACP:
clacp static-port-priority

Some switches do not support dynamic port priority, so this command improves switch compatibility. Moreover,
it enables support of more than 8 active spanned EtherChannel members, up to 32 members. Without this
command, only 8 active members and 8 standby members are supported. If you enable this command, then
you cannot use any standby members; all members are active.

(Optional) Manually specify the cLACP system ID and system priority:
clacp system-mac {mac_address| auto} [system-priority number]

Example:

ciscoasa(cfg-cluster)# clacp system-mac 000a.0000.aaaa
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Step 11

When using Spanned EtherChannels, the ASA uses cLACP to negotiate the EtherChannel with the neighbor
switch. ASAs in a cluster collaborate in cLACP negotiation so that they appear as a single (virtual) device to
the switch. One parameter in cLACP negotiation is a system ID, which is in the format of a MAC address.
All ASAs in the cluster use the same system ID: auto-generated by the control unit (the default) and replicated
to all secondaries; or manually specified in this command in the form H.H.H, where H is a 16-bit hexadecimal
digit. (For example, the MAC address 00-0A-00-00-AA-AA is entered as 000A.0000.AAAA.) You might
want to manually configure the MAC address for troubleshooting purposes, for example, so that you can use
an easily identified MAC address. Typically, you would use the auto-generated MAC address.

The system priority, between 1 and 65535, is used to decide which unit is in charge of making a bundling
decision. By default, the ASA uses priority 1, which is the highest priority. The priority needs to be higher
than the priority on the switch.

This command is not part of the bootstrap configuration, and is replicated from the control unit to the data
units. However, you cannot change this value after you enable clustering.

Enable clustering:
enable [noconfirm]

Example:

ciscoasa(cfg-cluster)# enable
INFO: Clustering is not compatible with following commands:
policy-map global policy
class inspection default
inspect skinny
policy-map global policy
class inspection default
inspect sip
Would you like to remove these commands? [Y]es/[N]o:Y

INFO: Removing incompatible commands from running configuration...
Cryptochecksum (changed): fl6b7fc2 a742727e e40bc0b0 cd169999
INFO: Done

When you enter the enable command, the ASA scans the running configuration for incompatible commands
for features that are not supported with clustering, including commands that may be present in the default
configuration. You are prompted to delete the incompatible commands. If you respond No, then clustering is
not enabled. Use the noconfirm keyword to bypass the confirmation and delete incompatible commands
automatically.

For the first unit enabled, a control unit election occurs. Because the first unit should be the only member of
the cluster so far, it will become the control unit. Do not perform any configuration changes during this period.

To disable clustering, enter the no enable command.

Note If you disable clustering, all data interfaces are shut down, and only the management-only interface
is active.
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Examples

The following example configures a management interface, configures a device-local EtherChannel
for the cluster control link, and then enables clustering for the ASA called “unitl,” which will become
the control unit because it is added to the cluster first:

ip local pool mgmt 10.1.1.2-10.1.1.9

ipv6 local pool mgmtipve 2001:DB8::1002/32 8

interface management 0/0
nameif management
ip address 10.1.1.1 255.255.255.0 cluster-pool mgmt
ipv6 address 2001:DB8::1001/32 cluster-pool mgmtipvé
security-level 100
management-only
no shutdown

interface tengigabitethernet 0/6
channel-group 1 mode on
no shutdown

interface tengigabitethernet 0/7
channel-group 1 mode on
no shutdown

cluster group podl
local-unit unitl
cluster-interface port-channell ip 192.168.1.1 255.255.255.0
priority 1
key chuntheunavoidable
enable noconfirm

Configure Data Unit Bootstrap Settings

Perform the following procedure to configure the data units.

Before you begin

* You must use the console port to enable or disable clustering. You cannot use Telnet or SSH.

* Back up your configurations in case you later want to leave the cluster, and need to restore your
configuration.

* For multiple context mode, complete this procedure in the system execution space. To change from the
context to the system execution space, enter the changeto system command.

* Enable jumbo frame reservation for use with the cluster control link, so you can set the cluster control
link MTU to the recommended value. Enabling jumbo frames causes the ASA to reload, so you must
perform this step before continuing with this procedure.

* If you have any interfaces in your configuration that have not been configured for clustering (for example,
the default configuration Management 0/0 interface), you can join the cluster as a data unit (with no
possibility of becoming the control unit in a current election).

* When you add a unit to a running cluster, you may see temporary, limited packet/connection drops; this
is expected behavior.
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Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Procedure

Configure the same cluster control link interface as you configured for the control unit.

Example:

ciscoasa(config) # interface tengigabitethernet 0/6
ciscoasa(config-if)# channel-group 1 mode on
ciscoasa(config-if)# no shutdown

ciscoasa(config) # interface tengigabitethernet 0/7
ciscoasa(config-if)# channel-group 1 mode on
ciscoasa(config-if) # no shutdown

Specify the same MTU that you configured for the control unit:

Example:

ciscoasa(config)# mtu cluster 9198

Identify the same cluster name that you configured for the control unit:

Example:

ciscoasa (config)# cluster group podl

Name this member of the cluster with a unique string:
local-unit unit_name

Example:

ciscoasa(cfg-cluster)# local-unit unit2

Specify an ASCII string from 1 to 38 characters.

Each unit must have a unique name. A unit with a duplicated name will be not be allowed in the cluster.

Specify the same cluster control link interface that you configured for the control unit, but specify a different
IP address on the same network for each unit:

cluster-interface interface id ip ip_address mask

Example:

ciscoasa(cfg-cluster)# cluster-interface port-channel2 ip 192.168.1.2 255.255.255.0
INFO: Non-cluster interface config is cleared on Port-Channel?2

Specify an IPv4 address for the IP address; IPv6 is not supported for this interface. This interface cannot have
a nameif configured.

Each unit must have a unique name. A unit with a duplicated name will not be allowed in the cluster.

If you use inter-site clustering, set the site ID for this unit so it uses a site-specific MAC address:

site-id number
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Step 7

Step 8

Step 9

Configure Data Unit Bootstrap Settings .

Example:

ciscoasa(cfg-cluster)# site-id 1

The number is between 1 and 8.
Set the priority of this unit for control unit elections, typically to a higher value than the control unit:
priority priority_number

Example:

ciscoasa(cfg-cluster)# priority 2

Set the priority between 1 and 100, where 1 is the highest priority.

Set the same authentication key that you set for the control unit:

Example:

ciscoasa(cfg-cluster)# key chuntheunavoidable

Enable clustering:
enable as-dave

You can avoid any configuration incompatibilities (primarily the existence of any interfaces not yet configured
for clustering) by using the enable as-slave command. This command ensures the data unit joins the cluster
with no possibility of becoming the control unit in any current election. Its configuration is overwritten with
the one synced from the control unit.

To disable clustering, enter the no enable command.

Note If you disable clustering, all data interfaces are shut down, and only the management interface is
active.

Examples

The following example includes the configuration for a data unit, unit2:

interface tengigabitethernet 0/6

channel-group 1 mode on
no shutdown

interface tengigabitethernet 0/7

channel-group 1 mode on
no shutdown

cluster group podl

local-unit unit2
cluster-interface port-channell ip 192.168.1.2 255.255.255.0
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priority 2
key chuntheunavoidable
enable as-slave

Customize the Clustering Operation

You can customize clustering health monitoring, TCP connection replication delay, flow mobility and other
optimizations.

Perform these procedures on the control unit.

Configure Basic ASA Cluster Parameters

You can customize cluster settings on the control unit.

Before you begin

* For multiple context mode, complete this procedure in the system execution space on the control unit.
To change from the context to the system execution space, enter the changeto system command.

Procedure

Step 1 Enter cluster configuration mode:

cluster group name
Step 2 (Optional) Enable console replication from data units to the control unit:
console-replicate

This feature is disabled by default. The ASA prints out some messages directly to the console for certain
critical events. If you enable console replication, data units send the console messages to the control unit so
that you only need to monitor one console port for the cluster.

Step 3 Set the minimum trace level for clustering events:
trace-level level
Set the minimum level as desired:
e critical—Ceritical events (severity=1)
* warning—Warnings (severity=2)
« infor mational—Informational events (severity=3)

» debug—Debugging events (severity=4)

Configure Health Monitoring and Auto-Rejoin Settings

This procedure configures unit and interface health monitoring.
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Step 1

Step 2

Step 3

Configure Health Monitoring and Auto-Rejoin Settings .

You might want to disable health monitoring of non-essential interfaces, for example, the management
interface. You can monitor any port-channel ID, redundant ID, or single physical interface ID, or the software
or hardware module, such as the ASA Firepower module. Health monitoring is not performed on VLAN
subinterfaces or virtual interfaces such as VNIs or BVIs. You cannot configure monitoring for the cluster
control link; it is always monitored.

Procedure

Enter cluster configuration mode.
cluster group name

Example:

ciscoasa(config)# cluster group test
ciscoasa(cfg-cluster) #

Customize the cluster unit health check feature.
health-check [holdtime timeout] [vss-enabled]

To determine unit health, the ASA cluster units send heartbeat messages on the cluster control link to other
units. If a unit does not receive any heartbeat messages from a peer unit within the holdtime period, the peer
unit is considered unresponsive or dead.

« holdtime timeout—Determines the amount of time between unit heartbeat status messages, between .3
and 45 seconds; The default is 3 seconds.

* vss-enabled—Floods the heartbeat messages on all EtherChannel interfaces in the cluster control link
to ensure that at least one of the switches can receive them. If you configure the cluster control link as
an EtherChannel (recommended), and it is connected to a VSS or vPC pair, then you might need to enable
the vss-enabled option. For some switches, when one unit in the VSS/vPC is shutting down or booting
up, EtherChannel member interfaces connected to that switch may appear to be Up to the ASA, but they
are not passing traffic on the switch side. The ASA can be erroneously removed from the cluster if you
set the ASA holdtime timeout to a low value (such as .8 seconds), and the ASA sends keepalive messages
on one of these EtherChannel interfaces.

When any topology changes occur (such as adding or removing a data interface, enabling or disabling an
interface on the ASA or the switch, or adding an additional switch to form a VSS or vPC) you should disable
the health check feature and also disable interface monitoring for the disabled interfaces (no health-check
monitor-interface). When the topology change is complete, and the configuration change is synced to all
units, you can re-enable the health check feature.

Example:

ciscoasa(cfg-cluster)# health-check holdtime 5

Disable the interface health check on an interface.
no health-check monitor-interface [interface id | service-module]

The interface health check monitors for link failures. If all physical ports for a given logical interface fail on
a particular unit, but there are active ports under the same logical interface on other units, then the unit is
removed from the cluster. The amount of time before the ASA removes a member from the cluster depends
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. Configure Health Monitoring and Auto-Rejoin Settings

Step 4

Step 5

on the type of interface and whether the unit is an established member or is joining the cluster. Health check
is enabled by default for all interfaces. You can disable it per interface using the no form of this command.
You might want to disable health monitoring of non-essential interfaces, for example, the management
interface.

« interface_id—Disables monitoring of any port-channel ID, redundant ID, or single physical interface
ID. Health monitoring is not performed on VLAN subinterfaces or virtual interfaces such as VNIs or
BVIs. You cannot configure monitoring for the cluster control link; it is always monitored.

* service-module—Disables monitoring of a hardware or software module, such as the ASA FirePOWER
module. Note that for the ASA 5585-X, if you disable monitoring of the service module, you may also
want to disable monitoring of the interfaces on the module, which are monitored separately.

When any topology changes occur (such as adding or removing a data interface, enabling or disabling an
interface on the ASA or the switch, or adding an additional switch to form a VSS or vPC) you should disable
the health check feature (no health-check) and also disable interface monitoring for the disabled interfaces.
When the topology change is complete, and the configuration change is synced to all units, you can re-enable
the health check feature.

Example:

ciscoasa(cfg-cluster)# no health-check monitor-interface management0/0

Customize the auto-rejoin cluster settings after a health check failure.

health-check {data-interface| cluster-interface| system} auto-rejoin [unlimited | auto_rejoin_max]
auto_rejoin_interval auto_rejoin_interval_variation

* system—Specifies the auto-rejoin settings for internal errors. Internal failures include: application sync
timeout; inconsistent application statuses; and so on.

* unlimited—(Default for the cluster-interface) Does not limit the number of rejoin attempts.

* auto-rejoin-max—sSets the number of rejoin attempts, between 0 and 65535. 0 disables auto-rejoining.
The default for the data-interface and system is 3.

* auto_rejoin_interval—Defines the interval duration in minutes between rejoin attempts, between 2 and
60. The default value is 5 minutes. The maximum total time that the unit attempts to rejoin the cluster is
limited to 14400 minutes (10 days) from the time of last failure.

* auto_rejoin_interval_variation—Defines if the interval duration increases. Set the value between 1 and
3: 1 (no change); 2 (2 x the previous duration), or 3 (3 x the previous duration). For example, if you set
the interval duration to 5 minutes, and set the variation to 2, then the first attempt is after 5 minutes; the
2nd attempt is 10 minutes (2 x 5); the 3rd attempt 20 minutes (2 x 10), and so on. The default value is 1
for the cluster-interface and 2 for the data-interface and system.

Example:

ciscoasa(cfg-cluster)# health-check data-interface auto-rejoin 10 3 3

Configure the debounce time before the ASA considers an interface to be failed and the unit is removed from
the cluster.

health-check monitor-inter face debounce-time ms
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Configure Connection Rebalancing and the Cluster TCP Replication Delay .

Example:

ciscoasa(cfg-cluster)# health-check monitor-interface debounce-time 300

Set the debounce time between 300 and 9000 ms. The default is 500 ms. Lower values allow for faster detection
of interface failures. Note that configuring a lower debounce time increases the chances of false-positives.
When an interface status update occurs, the ASA waits the number of milliseconds specified before marking
the interface as failed and the unit is removed from the cluster. In the case of an EtherChannel that transitions
from a down state to an up state (for example, the switch reloaded, or the switch enabled an EtherChannel),
a longer debounce time can prevent the interface from appearing to be failed on a cluster unit just because
another cluster unit was faster at bundling the ports.

Example

The following example configures the health-check holdtime to .3 seconds; enables VSS; disables
monitoring on the Ethernet 1/2 interface, which is used for management; sets the auto-rejoin for data
interfaces to 4 attempts starting at 2 minutes, increasing the duration by 3 x the previous interval;
and sets the auto-rejoin for the cluster control link to 6 attempts every 2 minutes.

ciscoasa (config) # cluster group test

ciscoasa(cfg-cluster)# health-check holdtime .3 vss-enabled

ciscoasa (cfg-cluster)# no health-check monitor-interface ethernetl/2
ciscoasa(cfg-cluster)# health-check data-interface auto-rejoin 4 2 3
ciscoasa(cfg-cluster)# health-check cluster-interface auto-rejoin 6 2 1

Configure Connection Rebalancing and the Cluster TCP Replication Delay

Step 1

You can configure connection rebalancing. For more information, see Rebalancing New TCP Connections
Across the Cluster, on page 433

Enable the cluster replication delay for TCP connections to help eliminate the “unnecessary work” related to
short-lived flows by delaying the director/backup flow creation. Note that if a unit fails before the
director/backup flow is created, then those flows cannot be recovered. Similarly, if traffic is rebalanced to a
different unit before the flow is created, then the flow cannot be recovered. You should not enable the TCP
replication delay for traffic on which you disable TCP randomization.

Procedure

Enable the cluster replication delay for TCP connections:

cluster replication delay seconds {http | match tcp {host ip_address| ip_address mask| any | any4 | any6}
[{eq | It | gt} port] {host ip_address|ip_address mask | any | any4 | any6} [{eq | It | gt} port]}

Example:

ciscoasa (config)# cluster replication delay 15 match tcp any any eq ftp
ciscoasa (config)# cluster replication delay 15 http

Set the seconds between 1 and 15. The http delay is enabled by default for 5 seconds.
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. Configure Inter-Site Features

Step 2

Step 3

In multiple context mode, configure this setting within the context.

Enter cluster configuration mode:

cluster group name

(Optional) Enable connection rebalancing for TCP traffic:
conn-rebalance [frequency seconds]

Example:

ciscoasa(cfg-cluster)# conn-rebalance frequency 60

This command is disabled by default. If enabled, ASAs exchange load information periodically, and offload
new connections from more loaded devices to less loaded devices. The frequency, between 1 and 360 seconds,
specifies how often the load information is exchanged. The default is 5 seconds.

Do not configure connection rebalancing for inter-site topologies; you do not want connections rebalanced
to cluster members at a different site.

Configure Inter-Site Features

For inter-site clustering, you can customize your configuration to enhance redundancy and stability.

Enable Director Localization

Step 1

To improve performance and reduce round-trip time latency for inter-site clustering for data centers, you can
enable director localization. New connections are typically load-balanced and owned by cluster members
within a given site. However, the ASA assigns the director role to a member at any site. Director localization
enables additional director roles: a local director at the same site as the owner, and a global director that can
be at any site. Keeping the owner and director at the same site improves performance. Also, if the original
owner fails, the local director chooses a new connection owner at the same site. The global director is used
if a cluster member receives packets for a connection that is owned on a different site.

Before you begin

* Set the site ID for the cluster member in the bootstrap configuration.

* The following traffic types do not support localization: NAT or PAT traffic; SCTP-inspected traffic;
Fragmentation owner query.

Procedure

Enter cluster configuration mode.
cluster group name

Example:

ciscoasa(config)# cluster group clusterl
ciscoasa(cfg-cluster) #
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Step 2

Enable Site Redundancy .

Enable director localization.

director-localization

Enable Site Redundancy

Step 1

Step 2

To protect flows from a site failure, you can enable site redundancy. If the connection backup owner is at the
same site as the owner, then an additional backup owner will be chosen from another site to protect flows
from a site failure.

Before you begin

* Set the site ID for the cluster member in the bootstrap configuration.

Procedure

Enter cluster configuration mode.
cluster group name

Example:

ciscoasa(config)# cluster group clusterl
ciscoasa (cfg-cluster) #

Enable site redundancy.

site-redundancy

Configure Cluster Flow Mobility

About LISP Inspection

About LISP

You can inspect LISP traffic to enable flow mobility when a server moves between sites.

You can inspect LISP traffic to enable flow mobility between sites.

Data center virtual machine mobility such as VMware VMotion enables servers to migrate between data
centers while maintaining connections to clients. To support such data center server mobility, routers need to
be able to update the ingress route towards the server when it moves. Cisco Locator/ID Separation Protocol
(LISP) architecture separates the device identity, or endpoint identifier (EID), from its location, or routing
locator (RLOC), into two different numbering spaces, making server migration transparent to clients. For
example, when a server moves to a new site and a client sends traffic to the server, the router redirects traffic
to the new location.

LISP requires routers and servers in certain roles, such as the LISP egress tunnel router (ETR), ingress tunnel
router (ITR), first hop routers, map resolver (MR), and map server (MS). When the first hop router for the
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server senses that the server is connected to a different router, it updates all of the other routers and databases
so that the ITR connected to the client can intercept, encapsulate, and send traffic to the new server location.

ASA LISP Support

The ASA does not run LISP itself; it can, however, inspect LISP traffic for location changes and then use this
information for seamless clustering operation. Without LISP integration, when a server moves to a new site,
traffic comes to an ASA cluster member at the new site instead of to the original flow owner. The new ASA
forwards traffic to the ASA at the old site, and then the old ASA has to send traffic back to the new site to
reach the server. This traffic flow is sub-optimal and is known as “tromboning” or “hair-pinning.”

With LISP integration, the ASA cluster members can inspect LISP traffic passing between the first hop router
and the ETR or ITR, and can then change the flow owner to be at the new site.

LISP Guidelines

* The ASA cluster members must reside between the first hop router and the ITR or ETR for the site. The
ASA cluster itself cannot be the first hop router for an extended segment.

* Only fully-distributed flows are supported; centralized flows, semi-distributed flows, or flows belonging
to individual units are not moved to new owners. Semi-distributed flows include applications, such as
SIP, where all child flows are owned by the same ASA that owns the parent flow.

* The cluster only moves Layer 3 and 4 flow states; some application data might be lost.

* For short-lived flows or non-business-critical flows, moving the owner may not be worthwhile. You can
control the types of traffic that are supported with this feature when you configure the inspection policy,
and should limit flow mobility to essential traffic.

ASA LISP Implementation

This feature includes several inter-related configurations (all of which are described in this chapter):

1

(Optional) Limit inspected EIDs based on the host or server IP address—The first hop router might send
EID-notify messages for hosts or networks the ASA cluster is not involved with, so you can limit the
EIDs to only those servers or networks relevant to your cluster. For example, if the cluster is only involved
with 2 sites, but LISP is running on 3 sites, you should only include EIDs for the 2 sites involved with
the cluster.

LISP traffic inspection—The ASA inspects LISP traffic on UDP port 4342 for the EID-notify message
sent between the first hop router and the ITR or ETR. The ASA maintains an EID table that correlates
the EID and the site ID. For example, you should inspect LISP traffic with a source IP address of the first
hop router and a destination address of the ITR or ETR. Note that LISP traffic is not assigned a director,
and LISP traffic itself does not participate in cluster state sharing.

Service Policy to enable flow mobility on specified traffic—You should enable flow mobility on
business-critical traffic. For example, you can limit flow mobility to only HTTPS traffic, and/or to traffic
to specific servers.

Site IDs—The ASA uses the site ID for each cluster unit to determine the new owner.

Cluster-level configuration to enable flow mobility—You must also enable flow mobility at the cluster
level. This on/off toggle lets you easily enable or disable flow mobility for a particular class of traffic or
applications.
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Configure LISP Inspection .

Configure LISP Inspection

Step 1

Step 2

You can inspect LISP traffic to enable flow mobility when a server moves between sites.

Before you begin

* Assign each cluster unit to a site ID according to Configure the Control Unit Bootstrap Settings, on page
366 and Configure Data Unit Bootstrap Settings, on page 371.

* LISP traffic is not included in the default-inspection-traffic class, so you must configure a separate class
for LISP traffic as part of this procedure.

Procedure

(Optional) Configure a LISP inspection map to limit inspected EIDs based on IP address, and to configure
the LISP pre-shared key:

a) Create an extended ACL; only the destination IP address is matched to the EID embedded address:
accesslist eid_acl_name extended per mit ip source_address mask destination_address mask

Both IPv4 and IPv6 ACLs are accepted. See the command reference for exact access-list extended syntax.
b) Create the LISP inspection map, and enter parameters mode:

policy-map type inspect lisp inspect_map_name

parameters
¢) Define the allowed EIDs by identifying the ACL you created:

allowed-eid access-list eid_acl _name

The first hop router or ITR/ETR might send EID-notify messages for hosts or networks that the ASA
cluster is not involved with, so you can limit the EIDs to only those servers or networks relevant to your
cluster. For example, if the cluster is only involved with 2 sites, but LISP is running on 3 sites, you should
only include EIDs for the 2 sites involved with the cluster.

d) If necessary, enter the pre-shared key:
validate-key key

Example:

ciscoasa(config) # access-list TRACKED EID LISP extended permit ip any 10.10.10.0 255.255.255.0
ciscoasa(config)# policy-map type inspect lisp LISP_EID INSPECT

ciscoasa (config-pmap) # parameters

ciscoasa(config-pmap-p)# allowed-eid access-list TRACKED EID LISP

ciscoasa (config-pmap-p)# validate-key MadMaxShinyandChrome

Configure LISP inspection for UDP traffic between the first hop router and the ITR or ETR on port 4342:
a) Configure the extended ACL to identify LISP traffic:

access list inspect_acl_name extended per mit udp source_address mask destination_address mask eq
4342
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. Configure LISP Inspection

Step 3

You must specify UDP port 4342. Both IPv4 and IPv6 ACLs are accepted. See the command reference
for exact access-list extended syntax.

b) Create a class map for the ACL:
class-map inspect_class_name
match access-list inspect_acl_name

¢) Specify the policy map, the class map, enable inspection using the optional LISP inspection map, and
apply the service policy to an interface (if new):

policy-map policy_map_name
classinspect_class name

inspect lisp [inspect_map_name]
service-policy policy_map_name {global | interface ifc_name}

If you have an existing service policy, specify the existing policy map name. By default, the ASA includes
a global policy called global_poalicy, so for a global policy, specify that name. You can also create one
service policy per interface if you do not want to apply the policy globally. LISP inspection is applied to
traffic bidirectionally so you do not need to apply the service policy on both the source and destination
interfaces; all traffic that enters or exits the interface to which you apply the policy map is affected if the
traffic matches the class map for both directions.

Example:

ciscoasa(config)# access-list LISP ACL extended permit udp host 192.168.50.89 host
192.168.10.8 eq 4342

ciscoasa(config)# class-map LISP_CLASS

ciscoasa(config-cmap) # match access-list LISP_ACL

ciscoasa (config-cmap) # policy-map INSIDE POLICY

ciscoasa (config-pmap) # class LISP CLASS

ciscoasa (config-pmap-c)# inspect lisp LISP EID INSPECT

ciscoasa(config)# service-policy INSIDE POLICY interface inside

The ASA inspects LISP traffic for the EID-notify message sent between the first hop router and the ITR or
ETR. The ASA maintains an EID table that correlates the EID and the site ID.

Enable Flow Mobility for a traffic class:

a) Configure the extended ACL to identify business critical traffic that you want to re-assign to the most
optimal site when servers change sites:

accesslist flow_acl_nameextended per mit udp source_address mask destination_address mask eq port

Both IPv4 and IPv6 ACLs are accepted. See the command reference for exact access-list extended syntax.
You should enable flow mobility on business-critical traffic. For example, you can limit flow mobility to
only HTTPS traffic, and/or to traffic to specific servers.

b) Create a class map for the ACL:
class-map flow_map_name
match access-list flow_acl_name

c) Specify the same policy map on which you enabled LISP inspection, the flow class map, and enable flow
mobility:
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policy-map policy_map_name
classflow_map_name

cluster flow-mobility lisp
Example:

ciscoasa(config) # access-list IMPORTANT-FLOWS extended permit tcp any 10.10.10.0 255.255.255.0
eq https

ciscoasa(config)# class-map IMPORTANT-FLOWS-MAP

ciscoasa(config)# match access-list IMPORTANT-FLOWS

ciscoasa (config-cmap) # policy-map INSIDE POLICY

ciscoasa (config-pmap)# class IMPORTANT-FLOWS-MAP

ciscoasa (config-pmap-c)# cluster flow-mobility lisp

Step 4 Enter cluster group configuration mode, and enable flow mobility for the cluster:
cluster group name
flow-mobility lisp
This on/off toggle lets you easily enable or disable flow mobility.

Examples
The following example:

» Limits EIDs to those on the 10.10.10.0/24 network

* Inspects LISP traffic (UDP 4342) between a LISP router at 192.168.50.89 (on inside) and an
ITR or ETR router (on another ASA interface) at 192.168.10.8

* Enables flow mobility for all inside traffic going to a server on 10.10.10.0/24 using HTTPS.

* Enables flow mobility for the cluster.

access-list TRACKED EID LISP extended permit ip any 10.10.10.0 255.255.255.0
policy-map type inspect lisp LISP_EID INSPECT
parameters
allowed-eid access-list TRACKED EID LISP
validate-key MadMaxShinyandChrome
|
access-list LISP ACL extended permit udp host 192.168.50.89 host 192.168.10.8 eq 4342
class-map LISP CLASS
match access-list LISP_ACL
policy-map INSIDE POLICY
class LISP CLASS
inspect lisp LISP EID INSPECT
service-policy INSIDE POLICY interface inside
|
access-list IMPORTANT-FLOWS extended permit tcp any 10.10.10.0 255.255.255.0 eq https
class-map IMPORTANT-FLOWS-MAP
match access-list IMPORTANT-FLOWS
policy-map INSIDE POLICY
class IMPORTANT-FLOWS-MAP
cluster flow-mobility lisp
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. Manage Cluster Members

cluster group clusterl
flow-mobility lisp

Manage Cluster Members

After you deploy the cluster, you can change the configuration and manage cluster members.

Become an Inactive Member

\}

To become an inactive member of the cluster, disable clustering on the unit while leaving the clustering
configuration intact.

Note

Step 1

Step 2

When an ASA becomes inactive (either manually or through a health check failure), all data interfaces are
shut down; only the management-only interface can send and receive traffic. To resume traffic flow, re-enable
clustering; or you can remove the unit altogether from the cluster. The management interface remains up using
the IP address the unit received from the cluster IP pool. However if you reload, and the unit is still inactive
in the cluster (for example, you saved the configuration with clustering disabled), then the management
interface is disabled. You must use the console port for any further configuration.

Before you begin

* You must use the console port; you cannot enable or disable clustering from a remote CLI connection.

* For multiple context mode, perform this procedure in the system execution space. If you are not already
in the System configuration mode, enter the changeto system command.

Procedure

Enter cluster configuration mode:
cluster group name

Example:

ciscoasa(config)# cluster group podl

Disable clustering:
no enable

If this unit was the control unit, a new control election takes place, and a different member becomes the control
unit.

The cluster configuration is maintained, so that you can enable clustering again later.
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Deactivate a Unit .

Deactivate a Unit

\}

To deactivate a member other than the unit you are logged into, perform the following steps.

Note

When an ASA becomes inactive, all data interfaces are shut down; only the management-only interface can
send and receive traffic. To resume traffic flow, re-enable clustering. The management interface remains up
using the IP address the unit received from the cluster IP pool. However if you reload, and the unit is still
inactive in the cluster (for example, if you saved the configuration with clustering disabled), the management
interface is disabled. You must use the console port for any further configuration.

Before you begin

For multiple context mode, perform this procedure in the system execution space. If you are not already in
the System configuration mode, enter the changeto system command.

Procedure

Remove the unit from the cluster.
cluster remove unit unit_name

The bootstrap configuration remains intact, as well as the last configuration synched from the control unit, so
that you can later re-add the unit without losing your configuration. If you enter this command on a data unit
to remove the control unit, a new control unit is elected.

To view member names, enter cluster remove unit ?, or enter the show cluster info command.

Example:

ciscoasa(config)# cluster remove unit ?

Current active units in the cluster:
asaz

ciscoasa(config)# cluster remove unit asaZ2
WARNING: Clustering will be disabled on unit asa2. To bring it back
to the cluster please logon to that unit and re-enable clustering

Rejoin the Cluster

If a unit was removed from the cluster, for example for a failed interface or if you manually deactivated a
member, you must manually rejoin the cluster.

Before you begin

* You must use the console port to reenable clustering. Other interfaces are shut down.
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* For multiple context mode, perform this procedure in the system execution space. If you are not already
in the System configuration mode, enter the changeto system command.

» Make sure the failure is resolved before you try to rejoin the cluster.

Procedure

At the console, enter cluster configuration mode:
cluster group name

Example:

ciscoasa (config)# cluster group podl

Enable clustering.

enable

Leave the Cluster

Step 1

Step 2

If you want to leave the cluster altogether, you need to remove the entire cluster bootstrap configuration.
Because the current configuration on each member is the same (synced from the primary unit), leaving the
cluster also means either restoring a pre-clustering configuration from backup, or clearing your configuration
and starting over to avoid IP address conflicts.

Before you begin

You must use the console port; when you remove the cluster configuration, all interfaces are shut down,
including the management interface and cluster control link. Moreover, you cannot enable or disable clustering
from a remote CLI connection.

Procedure

For a secondary unit, disable clustering:

cluster group cluster_name
no enable

Example:

ciscoasa(config)# cluster group clusterl
ciscoasa(cfg-cluster)# no enable

You cannot make configuration changes while clustering is enabled on a secondary unit.

Clear the cluster configuration:
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Step 3

Step 4

Step 5

Step 6

Change the Control Unit .

clear configure cluster

The ASA shuts down all interfaces including the management interface and cluster control link.
Disable cluster interface mode:

no cluster interface-mode

The mode is not stored in the configuration and must be reset manually.

If you have a backup configuration, copy the backup configuration to the running configuration:
copy backup_cfg running-config

Example:

ciscoasa(config)# copy backup cluster.cfg running-config
Source filename [backup cluster.cfg]?
Destination filename [running-config]?

ciscoasa (config) #

Save the configuration to startup:

write memory

If you do not have a backup configuration, reconfigure management access. Be sure to change the interface
IP addresses, and restore the correct hostname, for example.

Change the Control Unit

A

Caution

The best method to change the control unit is to disable clustering on the control unit, wait for a new control
election, and then re-enable clustering. If you must specify the exact unit you want to become the control unit,
use the procedure in this section. Note, however, that for centralized features, if you force a control unit change
using this procedure, then all connections are dropped, and you have to re-establish the connections on the
new control unit.

To change the control unit, perform the following steps.

Before you begin

For multiple context mode, perform this procedure in the system execution space. If you are not already in
the System configuration mode, enter the changeto system command.

Procedure

Set a new unit as the control unit:

cluster master unit unit_name
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Example:

ciscoasa(config)# cluster master unit asaZ2

You will need to reconnect to the Main cluster IP address.

To view member names, enter cluster master unit ? (to see all names except the current unit), or enter the
show cluster info command.

Execute a Command Cluster-Wide

To send a command to all members in the cluster, or to a specific member, perform the following steps.
Sending a show command to all members collects all output and displays it on the console of the current unit.
Other commands, such as capture and copy, can also take advantage of cluster-wide execution.

Procedure

Send a command to all members, or if you specify the unit name, a specific member:
cluster exec [unit unit_name] command

Example:

ciscoasa# cluster exec show xlate

To view member names, enter cluster exec unit ? (to see all names except the current unit), or enter the show
cluster info command.

Examples

To copy the same capture file from all units in the cluster at the same time to a TFTP server, enter
the following command on the control unit:

ciscoasa# cluster exec copy /pcap capture: tftp://10.1.1.56/capturel.pcap

Multiple PCAP files, one from each unit, are copied to the TFTP server. The destination capture file
name is automatically attached with the unit name, such as capturel asal.pcap, capturel asa2.pcap,
and so on. In this example, asal and asa2 are cluster unit names.

The following sample output for the cluster exec show port-channel summary command shows
EtherChannel information for each member in the cluster:

ciscoasa# cluster exec show port-channel summary
master(LocAL) :***********************************************************

Number of channel-groups in use: 2
Group Port-channel Protocol Span-cluster Ports
—————— o
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1 Pol LACP Yes Gi0/0(P)
2 Po2 LACP Yes Gi0/1(P)

Slaveo******************************************************************

Number of channel-groups in use: 2

Group Port-channel Protocol Span-cluster Ports
—————— e
1 Pol LACP Yes Gi0/0(P)
2 Po2 LACP Yes Gi0/1(P)

Monitoring the ASA Cluster

You can monitor and troubleshoot cluster status and connections.

Monitoring Cluster Status

See the following commands for monitoring cluster status:
« show cluster info [health [details]]
With no keywords, the show cluster info command shows the status of all members of the cluster.

The show cluster info health command shows the current health of interfaces, units, and the cluster
overall. The details keyword shows the number heartbeat message failures.

See the following output for the show cluster info command:
ciscoasa# show cluster info

Cluster stbu: On
This is "C" in state SLAVE

D : 0
Site ID : 1

Version : 9.4(1)
Serial No.: P3000000025
CCL IP : 10.0.0.3
CCL MAC : 000b.fcf8.cl92

Last join : 17:08:59 UTC Sep 26 2011
Last leave: N/A
Other members in the cluster:
Unit "D" in state SLAVE

D : 1
Site ID : 1

Version : 9.4 (1)
Serial No.: P3000000001
CCL IP : 10.0.0.4
CCL MAC : 000b.fcf8.cl62

Last join : 19:13:11 UTC Sep 23 2011
Last leave: N/A
Unit "A" in state MASTER

D : 2
Site ID : 2

Version : 9.4(1)
Serial No.: JABO0815R0JY
CCL IP : 10.0.0.1
CCL MAC : 000f£.£775.541e

Last join : 19:13:20 UTC Sep 23 2011
Last leave: N/A

Unit "B" in state SLAVE
ID : 3
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Site ID : 2

Version : 9.4 (1)
Serial No.: P3000000191
CCL IP : 10.0.0.2
CCL MAC : 000b.fcf8.cble

Last join : 19:13:50 UTC Sep 23 2011
Last leave: 19:13:36 UTC Sep 23 2011

« show cluster info auto-join

Shows whether the cluster unit will automatically rejoin the cluster after a time delay and if the failure
conditions (such as waiting for the license, chassis health check failure, and so on) are cleared. If the unit
is permanently disabled, or if the unit is already in the cluster, then this command will not show any
output.

See the following outputs for the show cluster info auto-join command:

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit will try to join cluster in 253 seconds.
Quit reason: Received control message DISABLE

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit will try to join cluster when quit reason is cleared.
Quit reason: Master has application down that slave has up.

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit will try to join cluster when quit reason is cleared.
Quit reason: Chassis-blade health check failed.

ciscoasa(cfg-cluster)# show cluster info auto-join

Unit will try to join cluster when quit reason is cleared.
Quit reason: Service chain application became down.

ciscoasa(cfg-cluster)# show cluster info auto-join

Unit will try to join cluster when quit reason is cleared.
Quit reason: Unit is kicked out from cluster because of Application health check failure.

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit join is pending (waiting for the smart license entitlement: entl)

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit join is pending (waiting for the smart license export control flag)

+ show cluster info transport {asp | cp [detail]}
Shows transport related statistics for the following:

» asp —Data plane transport statistics.

» cp —Control plane transport statistics.

If you enter the detail keyword, you can view cluster reliable transport protocol usage so you can
identify packet drop issues when the buffer is full in the control plane. See the following output for
the show cluster info transport cp detail command:

ciscoasa# show cluster info transport cp detail
Member ID to name mapping:
0 - unit-1-1 2 - unit-4-1 3 - unit-2-1
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Legend:
U - unreliable messages
UE - unreliable messages error
SN - sequence number
ESN - expecting sequence number
R - reliable messages
RE - reliable messages error
RDC - reliable message deliveries confirmed
RA - reliable ack packets received
RFR - reliable fast retransmits
RTR - reliable timer-based retransmits
RDP - reliable message dropped
RDPR - reliable message drops reported
RI - reliable message with old sequence number
RO - reliable message with out of order sequence number
ROW - reliable message with out of window sequence number
ROB - out of order reliable messages buffered
RAS - reliable ack packets sent

This unit as a sender

all 0 2 3
U 123301 3867966 3230662 3850381
UE 0 0 0 0
SN 1656ad4ce acb2b6fe 5£839f76 7b680831
R 733840 1042168 852285 867311
RE 0 0 0 0

RDC 699789 934969 740874 756490
RA 385525 281198 204021 205384

RFR 27626 56397 0 0
RTR 34051 107199 111411 110821
RDP 0 0 0 0
RDPR O 0 0 0

This unit as a receiver of broadcast messages

0 2 3
U 111847 121862 120029
R 7503 665700 749288
ESN 5d75b4b3 6d81d23 365ddd50
RI 630 34278 40291
RO 0 582 850
ROW 0 566 850
ROB 0 16 0
RAS 1571 123289 142256

This unit as a receiver of unicast messages

0 2 3
U 1 3308122 4370233
R 513846 879979 1009492
ESN 4458903a 6d841a84 TbdeT7fa’
RI 66024 108924 102114
RO 0 0 0
ROW 0 0 0
ROB 0 0 0

RAS 130258 218924 228303
Gated Tx Buffered Message Statistics

current sequence number: 0

total: 0
current: 0
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high watermark: 0
delivered: 0
deliver failures: 0
buffer full drops: 0
message truncate drops: 0
gate close ref count: 0

num of supported clients:45

MRT Tx of broadcast messages

Message high watermark: 3%
Total messages buffered at high watermark: 5677
[Per-client message usage at high watermark]

Client name Total messages Percentage
Cluster Redirect Client 4153 73%
Route Cluster Client 419 7%
RRI Cluster Client 1105 19%

Current MRT buffer usage: 0%
Total messages buffered in real-time: 1
[Per-client message usage in real-time]
Legend:
F - MRT messages sending when buffer is full
L - MRT messages sending when cluster node leave
R - MRT messages sending in Rx thread
Client name Total messages Percentage F L R
VPN Clustering HA Client 1 100% 0 0 0

MRT Tx of unitcast messages (to member id:0)

Message high watermark: 31%
Total messages buffered at high watermark: 4059
[Per-client message usage at high watermark]

Client name Total messages Percentage
Cluster Redirect Client 3731 91%
RRI Cluster Client 328 8%

Current MRT buffer usage: 29%
Total messages buffered in real-time: 3924
[Per-client message usage in real-time]
Legend:
F - MRT messages sending when buffer is full
L - MRT messages sending when cluster node leave
R - MRT messages sending in Rx thread

Client name Total messages Percentage F L R
Cluster Redirect Client 3607 91% 0 0 0
RRI Cluster Client 317 8% 0 0 0

MRT Tx of unitcast messages (to member id:2)

Message high watermark: 14%
Total messages buffered at high watermark: 578
[Per-client message usage at high watermark]
Client name Total messages Percentage
VPN Clustering HA Client 578 100%
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Current MRT buffer usage: 0%
Total messages buffered in real-time: 0

MRT Tx of unitcast messages (to member id:3)

Message high watermark: 12%
Total messages buffered at high watermark: 573
[Per-client message usage at high watermark]

Client name Total messages Percentage
VPN Clustering HA Client 572 99%
Cluster VPN Unique ID Client 1 0%

Current MRT buffer usage: 0%
Total messages buffered in real-time: 0

« show cluster history

Shows the cluster history.

Capturing Packets Cluster-Wide

See the following command for capturing packets in a cluster:
cluster exec capture

To support cluster-wide troubleshooting, you can enable capture of cluster-specific traffic on the control unit
using the cluster exec capture command, which is then automatically enabled on all of the data units in the
cluster.

Monitoring Cluster Resources

See the following command for monitoring cluster resources:
show cluster {cpu | memory | resource} [options]

Displays aggregated data for the entire cluster. The options available depends on the data type.

Monitoring Cluster Traffic

See the following commands for monitoring cluster traffic:
« show conn [detail], cluster exec show conn

The show conn command shows whether a flow is a director, backup, or forwarder flow. Use the cluster
exec show conn command on any unit to view all connections. This command can show how traffic for
a single flow arrives at different ASAs in the cluster. The throughput of the cluster is dependent on the

efficiency and configuration of load balancing. This command provides an easy way to view how traffic
for a connection is flowing through the cluster, and can help you understand how a load balancer might
affect the performance of a flow.

The show conn detail command also shows which flows are subject to flow mobility.

The following is sample output for the show conn detail command:
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ciscoasa/ASA2/slave# show conn detail
12 in use, 13 most used
Cluster stub connections: 0 in use, 46 most used

Flags: A - awaiting inside ACK to SYN, a - awaiting outside ACK to SYN,
B - initial SYN from outside, b - TCP state-bypass or nailed,
C - CTIQBE media, c¢ - cluster centralized,
D - DNS, d - dump, E - outside back connection, e - semi-distributed,
F - outside FIN, f - inside FIN,
G - group, g - MGCP, H - H.323, h - H.225.0, I - inbound data,
i - incomplete, J - GTP, j - GTP data, K - GTP t3-response
k - Skinny media, L - LISP triggered flow owner mobility,
M - SMTP data, m - SIP media, n - GUP
O - outbound data, o - offloaded,
P - inside back connection,
Q - Diameter, g - SQL*Net data,
R - outside acknowledged FIN,
R - UDP SUNRPC, r - inside acknowledged FIN, S - awaiting inside SYN,
s - awaiting outside SYN, T - SIP, t - SIP transient, U - up,
V - VPN orphan, W - WAAS,
w - secondary domain backup,
X - inspected by service module,
X - per session, Y - director stub flow, y - backup stub flow,
Z - Scansafe redirection, z - forwarding stub flow
ESP outside: 10.1.227.1/53744 NP Identity Ifc: 10.1.226.1/30604, , flags c, idle Os,
uptime

1m21s, timeout 30s, bytes 7544, cluster sent/rcvd bytes 0/0, owners (0,255) Traffic
received

at interface outside Locally received: 7544 (93 byte/s) Traffic received at interface

NP

Identity Ifc Locally received: 0 (0 byte/s) UDP outside: 10.1.227.1/500 NP Identity
Ifc:

10.1.226.1/500, flags -c, idle 1m22s, uptime 1m22s, timeout 2m0Os, bytes 1580, cluster
sent/rcvd bytes 0/0, cluster sent/rcvd total bytes 0/0, owners (0,255) Traffic received
at

interface outside Locally received: 864 (10 byte/s) Traffic received at interface NP
Identity

Ifc Locally received: 716 (8 byte/s)

To troubleshoot the connection flow, first see connections on all units by entering the cluster exec show
conn command on any unit. Look for flows that have the following flags: director (Y), backup (y), and
forwarder (z). The following example shows an SSH connection from 172.18.124.187:22 to
192.168.103.131:44727 on all three ASAs; ASA 1 has the z flag showing it is a forwarder for the
connection, ASA3 has the Y flag showing it is the director for the connection, and ASA2 has no special
flags showing it is the owner. In the outbound direction, the packets for this connection enter the inside
interface on ASA?2 and exit the outside interface. In the inbound direction, the packets for this connection
enter the outside interface on ASA 1 and ASA3, are forwarded over the cluster control link to ASA2,
and then exit the inside interface on ASA2.

ciscoasa/ASAl/master# cluster exec show conn

ASAl (LOCAL) :************************~k~k~k*******************************

18 in use, 22 most used

Cluster stub connections: 0 in use, 5 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:00, bytes
37240828, flags z

ASA2:*****************************************************************

12 in use, 13 most used

Cluster stub connections: 0 in use, 46 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:00, bytes
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37240828, flags UIO

ASA3-‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k**********************************************

10 in use, 12 most used

Cluster stub connections: 2 in use, 29 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:03, bytes 0,
flags Y

show cluster info [conn-distribution | packet-distribution | loadbalance | flow-mobility counter s

The show cluster info conn-distribution and show cluster info packet-distribution commands show
traffic distribution across all cluster units. These commands can help you to evaluate and adjust the
external load balancer.

The show cluster info loadbalance command shows connection rebalance statistics.

The show cluster info flow-mobility counter scommand shows EID movement and flow owner movement
information. See the following output for show cluster info flow-mobility counters:

ciscoasa# show cluster info flow-mobility counters

EID movement notification received : 4
EID movement notification processed : 4
Flow owner moving requested H

show cluster {access-list | conn | traffic | user-identity | xlate} [options]
Displays aggregated data for the entire cluster. The options available depends on the data type.

See the following output for the show cluster access-list command:

ciscoasa# show cluster access-list

hitcnt display order: cluster-wide aggregated result, unit-A, unit-B, unit-C, unit-D

access-1list cached ACL log flows: total 0, denied 0 (deny-flow-max 4096) alert-interval
300

access-1list 101; 122 elements; name hash: 0Oxe7d586b5

access-1list 101 line 1 extended permit tcp 192.168.143.0 255.255.255.0 any eq www
(hitcnt=0, 0, 0, 0, 0) 0x207a2b7d

access-1list 101 line 2 extended permit tcp any 192.168.143.0 255.255.255.0 (hitcnt=0,
0, 0, 0, 0) Oxfedfd4947

access-1list 101 line 3 extended permit tcp host 192.168.1.183 host 192.168.43.238
(hitcnt=1, 0, 0, 0, 1) 0x7b521307

access-1list 101 line 4 extended permit tcp host 192.168.1.116 host 192.168.43.238
(hitcnt=0, 0, 0, 0, 0) 0x5795c069

access-1list 101 line 5 extended permit tcp host 192.168.1.177 host 192.168.43.238
(hitcnt=1, 0, 0, 1, 0) 0x5lbde7ee

access list 101 line 6 extended permit tcp host 192.168.1.177 host 192.168.43.13
(hitcnt=0, 0, 0, 0, 0) 0xle68697c

access-1list 101 line 7 extended permit tcp host 192.168.1.177 host 192.168.43.132
(hitcnt=2, 0, 0, 1, 1) Oxclce5c49

access-1list 101 line 8 extended permit tcp host 192.168.1.177 host 192.168.43.192
(hitcnt=3, 0, 1, 1, 1) 0xb6£59512

access-1list 101 line 9 extended permit tcp host 192.168.1.177 host 192.168.43.44
(hitcnt=0, 0, 0, 0, 0) 0xdcl04200

access-1list 101 line 10 extended permit tcp host 192.168.1.112 host 192.168.43.44
(hitcnt=429, 109, 107, 109, 104)

Oxcedf281d

access-1list 101 line 11 extended permit tcp host 192.168.1.170 host 192.168.43.238
(hitcnt=3, 1, 0, 0, 2) 0x4143a818

access-1list 101 line 12 extended permit tcp host 192.168.1.170 host 192.168.43.169
(hitcnt=2, 0, 1, 0, 1) Oxbl8dfead

access-1list 101 line 13 extended permit tcp host 192.168.1.170 host 192.168.43.229
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(hitcnt=1, 1, 0, 0, 0) 0x21557d71
access-1list 101 line 14 extended permit tcp host 192.168.1.170 host 192.168.43.106
(hitent=0, 0, 0, 0, 0) 0x7316e016
access-1list 101 line 15 extended permit tcp host 192.168.1.170 host 192.168.43.196
(hitent=0, 0, 0, 0, 0) 0x013fd5b8
access-1list 101 line 16 extended permit tcp host 192.168.1.170 host 192.168.43.75
(hitcnt=0, 0, 0, 0, 0) 0x2c7dbald

To display the aggregated count of in-use connections for all units, enter:

ciscoasa# show cluster conn count
Usage Summary In Cluster:~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k*~k~k~k~k~k************************

200 in use (cluster-wide aggregated)
Cl2 (LOCAL) :~k~k~k~k~k~k~k~k***************************************~k~k~k~k~k~k~k~k~k~k~k~k

100 in use, 100 most used

Cll-~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k**********************~k************************

100 in use, 100 most used

» show asp cluster counter

This command is useful for datapath troubleshooting.

Monitoring Cluster Routing
See the following commands for cluster routing:
* show route cluster

« debug route cluster

Shows cluster information for routing.
« show lisp eid
Shows the ASA EID tabl