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CHAPTER 1

Getting Started

The following topics explain how to get started configuring the Firepower Threat Defense (FTD) .

* Is This Guide for You?, on page 1

* New Features in FDM/FTD Version 6.5.0, on page 2
* Logging Into the System, on page 9

* Setting Up the System, on page 12

* Configuration Basics, on page 33

Is This Guide for You?

This guide explains how to configure FTD using the Firepower Device Manager (FDM) web-based
configuration interface included on the FTD devices.

The FDM lets you configure the basic features of the software that are most commonly used for small or
mid-size networks. It is especially designed for networks that include a single device or just a few, where you
do not want to use a high-powered multiple-device manager to control a large network containing many FTD
devices.

If you are managing large numbers of devices, or if you want to use the more complex features and
configurations that FTD allows, use the Firepower Management Center (FMC) to configure your devices
instead of the integrated FDM.

You can use the FDM on the following devices.

Table 1: FDM Supported Models

Device Model Minimum FTD Software Version
Firepower 1010, 1120, 1140 6.4

Firepower 1150 6.5

Firepower 2110, 2120, 2130, 2140 6.2.1

Firepower 4110, 4115, 4120, 4125, 4140, 4145, 4150 6.5

Firepower 9300 6.5

FTDv (FTDv)for VMware 6.2.2
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Device Model Minimum FTD Software Version
FTDv for Kernel-based Virtual Machine (KVM) hypervisor 6.2.3
FTDyv for the Microsoft Azure Cloud 6.5
ASA 5508-X, 5516-X 6.1
ASA 5525-X, 5545-X, 5555-X 6.1
ASA 5515-X 6.1
Note Support for the ASA 5515-X ends with 6.4 being the last
allowed version. You cannot install version 6.5 or later on
this model.
ISA 3000 (Cisco 3000 Series Industrial Security Appliances) 6.2.3

Released: September 26, 2019

New Features in FDM/FTD Version 6.5.0

The following table lists the new features available in FTD 6.5.0 when configured using FDM.

Feature

Description

FDM support for the Firepower
4100/9300.

You can now use FDM to configure FTD on the Firepower 4100/9300.
Only native instances are supported; container instances are not
supported.

FDM support for FTDv for the
Microsoft Azure Cloud.

You can configure on FTDv for the Microsoft Azure Cloud using FDM.

Support for the Firepower 1150.

We introduced the FTD for the Firepower 1150.

Firepower 1010 hardware switch
support, PoE+ support.

The Firepower 1010 supports setting each Ethernet interface to be a
switch port or a regular firewall interface. Assign each switch port to a
VLAN interface. The Firepower 1010 also supports Power over
Ethernet+ (PoE+) on Ethernet1/7 and Ethernet 1/8.

The default configuration now sets Ethernetl/1 as outside, and
Ethernet1/2 through 1/8 as switch ports on the inside VLAN1 interface.
Upgrading to version 6.5 retains the existing interface configuration.

Interface scan and replace.

An interface scan detects any added, removed, or restored interfaces on
the chassis. You can also replace an old interface with a new interface
in the configuration, making interface changes seamless.
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Feature

Description

Improved interfaces display.

The Device > Interfaces page has been reorganized. There are now
separate tabs for physical interfaces, bridge groups, EtherChannels, and
VLAN:S. For any given device model, only those tabs relevant for the
model are shown. For example, the VLANS tab is available on the
Firepower 1010 model only. In addition, the lists provide more detailed
information about the configuration and usage of each interface.

ISA 3000 new default
configuration.

The ISA 3000 default configuration has changed so that:

+ All interfaces are bridge group members in BVI1, which is unnamed
so it does not participate in routing

* GigabitEthernet1/1 and 1/3 are outside interfaces, and
GigabitEthernetl/2 and 1/4 are inside interfaces

» Hardware bypass is enabled for each inside/outside pair, when
available

« All traffic is allowed from inside to outside, and outside to inside

Upgrading to version 6.5 retains the existing interface configuration.

Support ends for the ASA 5515-X.
The last supported release is FTD
6.4.

You cannot install FTD 6.5 on an ASA 5515-X. The last supported
release for the ASA 5515-X is FTD 6.4.

Support for Common Industrial
Protocol (CIP) and Modbus
application filtering in access
control rules on Cisco ISA 3000
devices.

You can enable the Common Industrial Protocol (CIP) and Modbus
preprocessors on Cisco ISA 3000 devices, and filter on CIP and Modbus
applications in access control rules. All CIP application names start with
“CIP,” such as CIP Write. There is only one application for Modbus.

To enable the preprocessors, you must go into expert mode in a CLI
session (SSH or Console) and issue the sudo
{usr/local/sf/bin/enable_scada.sh {cip | modbus | both} command.
You must issue this command after every deployment, as deployment
turns off the preprocessors.

Precision Time Protocol (PTP)
configuration for ISA 3000 devices.

You can use FlexConfig to configure the Precision Time Protocol (PTP)
on ISA 3000 devices. PTP is a time-synchronization protocol developed
to synchronize the clocks of various devices in a packet-based network.
The protocol is designed specifically for industrial, networked
measurement and control systems.

We now allow you to include the ptp and igmp (interface mode)
commands, and the global commands ptp mode e2etransparent and
ptp domain, in FlexConfig objects. We also added the show ptp
command to the FTD CLI.
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Feature

Description

EtherChannel (port channel)
interfaces.

You can configure EtherChannel interfaces, which are also known as
port channels.

Note You can only add EtherChannels in FDM to the Firepower
1000 and 2100 series. The Firepower 4100/9300 supports
EtherChannels, but you must perform all hardware
configuration of EtherChannels in FXOS on the chassis.
Firepower 4100/9300 EtherChannels appear in the FDM
Interfaces page alongside single physical interfaces.

We updated the Device > Interfaces page to allow the creation of
EtherChannels.

Ability to reboot and shut down the
system from FDM.

You can now reboot or shut down the system from the new
Reboot/Shutdown system settings page. Previously, you needed to
issue the reboot and shutdown commands through the CLI Console in
FDM or from an SSH or console session. You must have Administrator
privileges to use these commands.

Support for the failover command
in the FDM CLI Console.

You can now issue the failover command in the FDM CLI Console.

Service Level Agreement (SLA)
Monitor for static routes.

Configure Service Level Agreement (SLA) Monitor objects for use with
static routes. By using an SLA monitor, you can track the health of a
static route and automatically replace a failed route with a new one. We
added SLA Monitors to the Objects page, and updated static routes so
you can select the SLA Monitor object.

Routing changes in Smart CLI and
the FTD APL

This release includes some changes to routing configuration in Smart
CLI and the FTD API. In previous releases, there was a single Smart
CLI template for BGP. Now, there are separate templates for BGP (the
routing process configuration) and BGP General Settings (global
settings).

In the FTD API, the paths for all methods have changed, with
“/virtualrouters” inserted in the paths, with the exception of the new
BGP general settings methods.

* The path for static route methods was
/devices/default/routing/ {parentld}/staticrouteentries, and it is now
/devices/default/routing/virtualrouters/default/staticrouteentries.

* BGP methods were split into two new paths:
/devices/default/routing/bgpgeneralsettings and
/devices/default/routing/virtualrouters/default/bgp.

* OSPF paths are now
/devices/default/routing/virtualrouters/default/ospf and
/devices/default/routing/virtualrouters/default/ospfinterfacesettings.

If you are using the FTD API to configure any routing process, please
examine your calls and correct as necessary.
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Feature

Description

New URL category and reputation
database.

The system uses a different URL database, from Cisco Talos. The new
database has some differences in URL categories. Upon upgrade, if any
access control or SSL decryption rules use categories that no longer
exist, the system will replace the category with an appropriate new
category. To make the change effective, deploy the configuration after
upgrade. The pending changes dialog will show details about the category
changes. You might want to examine your URL filtering policies to
verify that they continue to provide the desired results.

We also added a URL lookup feature to the URL tabs in the access
control and SSL decryption policies, and on the Device > System
Settings > URL Filtering Preferences page. You can use this feature
to check which category a particular URL is assigned to. If you disagree,
there is also a link to submit a category dispute. Both of these features
take you to an external web site, which will provide detailed information
about the URL.

Security Intelligence uses the 1P
address reputation for URL
requests that use [P addresses
instead of hostnames.

If an HTTP/HTTPS request is to a URL that uses an IP address instead
of a hostname, the system looks up the IP address reputation in the
network address lists. You do not need to duplicate IP addresses in the
network and URL lists. This makes it harder for end users to use proxies
to avoid Security Intelligence reputation blocking.

Support for sending connection and
high-priority intrusion, file, and
malware events to the Cisco Cloud.

You can send events to the Cisco cloud server. From there, various Cisco
cloud services can access the events. You can then use these cloud
applications, such as Cisco Threat Response, to analyze the events and
to evaluate threats that the device might have encountered. When you
enable this service, the device will send connection and high-priority
intrusion, file, and malware events to the Cisco cloud.

We renamed the Cisco Threat Response item on Device > System
Settings > Cloud Services to “Send Events to the Cisco Cloud.”

Cisco Cloud Services region
support.

You are now asked to select the Cisco Cloud Services region when you
register with smart licensing. This region is used for Cisco Defense
Orchestrator, Cisco Threat Response, Cisco Success Network, and any
cloud feature that goes through the Cisco Cloud. If you upgrade a
registered device from a previous release, you are automatically assigned
to the US Region; you must unregister from Smart Licensing, then
reregister and select a new region, if you need to change regions.

We added a step to the license registration process on the Smart License
page and in the initial device setup wizard. You can also see the region
on the Device > System Settings > Cloud Services page.
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Feature

Description

FTD REST API version 4 (v4).

The FTD REST API for software version 6.5 has been incremented to
version 4. You must replace v1/v2/v3 in the API URLs with v4. The v4
API includes many new resources that cover all features added in
software version 6.5. Please re-evaluate all existing calls, as changes
might have been mode to the resource models you are using. To open
the API Explorer, where you can view the resources, log into FDM, then

click the more options button ( ) and choose API Explorer.

FTD API support for TrustSec
security groups as matching criteria
for source and destination in access
control rules.

You can use the FTD API to configure access control policy rules that
use TrustSec security groups for source or destination traffic matching
criteria. The system downloads the list of security group tags (SGTs)
from ISE. You can configure the system to listen for SXP updates to
obtain static SGT-to-IP address mappings.

You can view the list of downloaded tags using the GET
/object/securitygrouptag method, and create dynamic objects for one or
more tags using the SGTDynamicObject resource. It is the dynamic
objects that you can use in access control rules to define traffic matching
criteria based on source or destination security group.

Note that any changes you make to the ISE object or access control rules
related to security group are preserved if you edit those objects in FDM.
However, you cannot see the security group criteria in an access rule if
you edit the rule in FDM. If you configure security-group-based access
rules using the API, please be careful when subsequently editing rules

in the access control policy using FDM.

We added or modified the following FTD API resources: AccessRule
(sourceDynamicObjects and destinationDynamicObjects attributes),
IdentityServicesEngine (subscribeToSessionDirectoryTopic and
subscribeToSxpTopic attributes), SecurityGroupTag,
SGTDynamicObject.

We added source and destination security group tag and name as columns
in Event Viewer.

Configuration import/export using
the FTD APL

You can use the FTD API to export the device configuration and to
import a configuration file. You can edit the configuration file to change
values, such as the IP addresses assigned to interfaces. Thus, you can
use import/export to create a template for new devices, so that you can
quickly apply a baseline configuration and get new devices online more
quickly. You can also use import/export to restore a configuration after
you reimage a device. Or you can simply use it to distribute a set of
network objects or other items to a group of devices.

We added the ConfigurationlmportExport resources and methods
(/action/configexport, /jobs/configexportstatus,
/action/downloadconfigfile, /action/uploadconfigfile, /action/configfiles,
/action/configimport, /jobs/configimportstatus).
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Feature

Description

Creation and selection of custom
file policies.

You can use the FTD API to create custom file policies, and then select
these policies on access control rules using FDM.

We added the following FTD API FileAndMalwarePolicies resources:
filepolicies, filetypes, filetypecategories, ampcloudconfig, ampservers,
and ampcloudconnections.

We also removed two pre-defined policies, “Block Office Document
and PDF Upload, Block Malware Others” and “Block Office Documents
Upload, Block Malware Others.” If you are using these policies, during
upgrade they are converted to user-defined policies so that you can edit
them.

Security Intelligence DNS policy
configuration using the FTD APIL

You can configure the Security Intelligence DNS policy using the FTD
API. This policy does not appear in FDM.

We added the following SecurityIntelligence resources:
domainnamefeeds, domainnamegroups, domainnamefeedcategories,
securityintelligencednspolicies.

Remote access VPN two-factor
authentication using Duo LDAP.

You can configure Duo LDAP as the second authentication source for
a remote access VPN connection profile to provide two-factor
authentication using Duo passcode, push notification, or phone call.
Although you must use the FTD API to create the Duo LDAP identity
source object, you can use FDM to select that object as the authentication
source for the RA VPN connection profile.

We added the duoldapidentitysources resource and methods to the FTD
APL

FTD API support for LDAP
attribute maps used in authorizing
remote access VPN connections.

You can augment LDAP authorization for remote access VPN using
custom LDAP attribute maps. An LDAP attribute map equates
customer-specific LDAP attribute names and values with Cisco attribute
names and values. You can use these mappings to assign group policies
to users based on LDAP attribute values. You can configure these maps
using the FTD API only; you cannot configure them using FDM.
However, if you set these options using the API, you can subsequently
edit the Active Directory identity source in FDM and your settings are
preserved.

We added or modified the following FTD API object models:
LdapAttributeMap, LdapAttributeMapping,
LdapAttributeToGroupPolicyMapping, LDAPRealm,
LdapToCiscoValueMapping, LdapToGroupPolicy ValueMapping,
RadiusIdentitySource.
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Feature

Description

FTD API support for site-to-site
VPN connection reverse route

injection and security association
(SA) lifetime.

You can use the FTD API to enable reverse route injection for a
site-to-site VPN connection. Reverse route injection (RRI) is the ability
for static routes to be automatically inserted into the routing process for
those networks and hosts protected by a remote tunnel endpoint. By
default, static RRI, where routes are added when you configure the
connection is enabled. Dynamic RRI, where routes are inserted only
when the security association (SA) is established, and then are deleted
when the SA is torn down, is disabled. Note that dynamic RRI is
supported for IKEv2 connections only.

You can also set the security association (SA) lifetime (in seconds or in
kilobytes transmitted) for the connection. You can also set an unlimited
lifetime. The default lifetimes are 28,800 seconds (eight hours) and
4,608,000 kilobytes (10 megabytes per second for one hour). When the
lifetime is reached, the endpoints negotiate a new security association
and secret key.

You cannot configure these features using FDM. However, if you set
these options using the API, you can subsequently edit the connection
profile in FDM and your settings are preserved.

We added the following attributes to the SToSConnectionProfile
resource: dynamicRRIEnabled, ipsecLifetimeInSeconds,
ipsecLifetimelnKiloBytes, ipsecLifetimeUnlimited, rriEnabled.

Support for Diffie-Hellman groups
14, 15, and 16 in IKE policies.

You can now configure IKEv1 policies to use DH group 14, and IKEv2
policies to use DH groups 14, 15, and 16. If you are using IKEv1, please
upgrade all your policies to DH group 14, as groups 2 and 5 will be
removed in a future release. In addition, you should avoid using DH
group 24 in IKEv2 policies, and MDS5 in any IKE version, as these will
also be removed in a future release.

Performance improvements when
deploying changes.

If you add, edit, or delete access control rules, the system has been
enhanced to deploy your changes more quickly than was done in previous
releases.

For systems configured in a high availability group for failover, the
process for synchronizing the deployed changes to the standby device
has been improved so that the synchronization completes more quickly.

Improved CPU and memory usage
calculations on the System
dashboard.

The method for calculating CPU and memory usage has been improved
so that the information shown on the System dashboard more accurately
reflects the actual state of the device.

When upgrading to FTD 6.5,
historical report data is no longer
available.

When you upgrade an existing system to FTD 6.5, historical report data
will not be available due to a database schema change. Thus, you will
not see usage data in the dashboards for times prior to the upgrade.
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Logging Into the System

There are two interfaces to the FTD device:
FDM Web Interface

The FDM runs in your web browser. You use this interface to configure, manage, and monitor the system.
Command Line Interface (CLI, Console)

Use the CLI for troubleshooting. You can also use it for initial setup instead of the FDM.

The following topics explain how to log into these interfaces and manage your user account.

Your User Role Controls What You Can See and Do

Your username is assigned a role, and your role determines what you can do or what you can see in the FDM.
The locally-defined admin user has all privileges, but if you log in using a different account, you might have
fewer privileges.

The upper-right corner of the FDM window shows your username and privilege level.

admin
Administrator

The privileges are:

« Administrator—You can see and use all features.

» Read-Write User—You can do everything a read-only user can do, and you can also edit and deploy
the configuration. The only restrictions are for system-critical actions, which include installing upgrades,
creating and restoring backups, viewing the audit log, and ending the sessions of other FDM users.

» Read-Only User—You can view dashboards and the configuration, but you cannot make any changes.
If you try to make a change, the error message explains that this is due to lack of permission.

These privileges are not related to those available for CLI users.

Logging Into the FDM

Use the FDM to configure, manage, and monitor the system. The features that you can configure through the
browser are not configurable through the command-line interface (CLI); you must use the web interface to
implement your security policies.

Use a current version of the following browsers: Firefox, Chrome, Safari, Edge, or Internet Explorer.

\)

Note If you type in the wrong password and fail to log in on 3 consecutive attempts, your account is locked
for 5 minutes. You must wait before trying to log in again.
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. Logging Into the Command Line Interface (CLI)

Step 1

Step 2

Before you begin

Initially, you can log into the FDM using the admin username only. However, you can then configure
authorization for additional users defined in an external AAA server, as described in Managing FDM and
FTD User Access, on page 603.

There can be up to 5 active logins at one time. This includes users logged into the device manager and active
API sessions, which are represented by non-expired API tokens. If you exceed this limit, the oldest session,
either the device manager login or API token, is expired to allow the new session. These limits do not apply
to SSH sessions.

Procedure

Using a browser, open the home page of the system, for example, https://ftd.example.com.

You can use any of the following addresses. You can use the IPv4 or IPv6 address or the DNS name, if you
have configured one.

» The management address. By default (on most platforms), this is 192.168.45.45 on the Management
interface.

* The address of a data interface that you have opened for HTTPS access. By default (on most platforms),
the “inside” interface allows HTTPS access, so you can connect to the default inside address 192.168.1.1.
See Default Configuration Prior to Initial Setup, on page 27 for details about your model's inside IP
address.

Tip If your browser is not configured to recognize the server certificate, you will see a warning about
an untrusted certificate. Accept the certificate as an exception, or in your trusted root certificate
store.

Enter your username and password defined for the device, then click Login.
You can use the admin username, which is a pre-defined user. The default admin password is Admin123.

Your session will expire after 30 minutes of inactivity, and you will be prompted to log in again. You can log
out by selecting Log Out from the user icon drop-down menu in the upper right of the page.

Logging Into the Command Line Interface (CLI)

Use the command-line interface (CLI) to set up the system and do basic system troubleshooting. You cannot
configure policies through a CLI session.

To log into the CLI, do one of the following:

» Use the console cable included with the device to connect your PC to the console using a terminal emulator
set for 9600 baud, 8 data bits, no parity, 1 stop bit, no flow control. See the hardware guide for your
device for more information about the console cable.
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\}

Note  On the Firepower device models, the CLI on the Console port is the
Firepower eXtensible Operating System (FXOS). For the Firepower
1000/2100, you can get to the FTD CLI using the connect ftd command.
For the Firepower 4100/9300, see Connect to the Console of the Application,
on page 176. Use the FXOS CLI for chassis-level troubleshooting only. Use
the FTD CLI for basic configuration, monitoring, and normal system
troubleshooting. See the FXOS documentation for information on FXOS
commands.

* For the FTDv, open the virtual console.

* Use an SSH client to make a connection to the management IP address. You can also connect to the
address on a data interface if you open the interface for SSH connections (see Configuring the Management
Access List, on page 565). SSH access to data interfaces is disabled by default. Log in using the admin
username or another CLI user account. The default admin password is Admin123.

Tips

* After logging in, for information on the commands available in the CLI, enter help or ?. For usage
information, see Cisco Firepower Threat Defense Command Reference at http://www.cisco.com/c/en/
us/td/docs/security/firepower/command ref/b_ Command Reference for Firepower Threat Defense.html.

* You can create local user accounts that can log into the CLI using the configure user add command.
However, these users can log into the CLI only. They cannot log into the FDM web interface.

* You can create user accounts for SSH access in an external server. For information about configuring
external authentication for SSH access, see Configuring External Authorization (AAA) for the FTD CLI
(SSH) Users, on page 605.

Changing Your Password

You should periodically change your password. The following procedure explains how to change the password
while logged into FDM.

)

Note Ifyou are logged into the CLI, you can change your password using the configure password command.
You can change the password for a different CLI user with the configure user password username
command.

Before you begin

This procedure applies to local users only. If your user account is defined on an external AAA server, you
must change your password with that server.
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. Setting User Profile Preferences

Step 1

Step 2
Step 3
Step 4
Step 5

Procedure

Select Profile from the user icon drop-down list in the upper right of the menu.

Click the Password tab.

Enter your current password.

Enter your new password and then confirm it.
Click Change.

Setting User Profile Preferences

Step 1

Step 2

Step 3

You can set preferences for the user interface and change your password.

Procedure

Select Profile from the user icon drop-down list in the upper right of the menu.

On the Profile tab, configure the following and click Save.

« Time Zone for Scheduling Tasks—Select the time zone you want to use for scheduling tasks such as
backups and updates. The browser time zone is used for dashboards and events, if you set a different
zone.

» Color Theme—Select the color theme you want to use in the user interface.

On the Password tab, you can enter a new password and click Change.

Setting Up the System

You must complete an initial configuration to make the system function correctly in your network. Successful
deployment includes attaching cables correctly and configuring the addresses needed to insert the device into
your network and connect it to the Internet or other upstream router. The following procedure explains the
process.

Before you begin

Before you start the initial setup, the device includes some default settings. For details, see Default Configuration
Prior to Initial Setup, on page 27.
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Procedure

Step 1 Connect the Interfaces, on page 13
Step 2 Complete the Initial Configuration Using the Setup Wizard, on page 23

For details about the resulting configuration, see Configuration After Initial Setup, on page 29.

Connect the Interfaces

The default configuration assumes that certain interfaces are used for the inside and outside networks. Initial
configuration will be easier to complete if you connect network cables to the interfaces based on these
expectations.

The default configuration for most models is designed to let you attach your management computer to the
inside interface. Alternatively, you can also directly attach your workstation to the Management port. The
interfaces are on different networks, so do not try to connect any of the inside interfaces and the Management
port to the same network.

Do not connect any of the inside interfaces or the Management interface to a network that has an active DHCP
server. This will conflict with the DHCP servers already running on the inside interface and Management
interface. If you want to use a different DHCP server for the network, disable the unwanted DHCP server
after initial setup.

The following topics show how to cable the system for this topology when using the inside interfaces to
configure the device.

Cabling for ASA 5508-X and 5516-X

Figure 1: Cabling the ASA 5508-X or 5516-X

GigabitEthernet 1/1  GigabitEthernet 1/2 (Alternative) Management 1/1
outside, DHCP from outside nw  inside, 192.168.1.1 1?2.168.45.45
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(Optional) Console ports

Management Computer
Qutside DHCP from inside ifc: 192.168.1.x

* Connect your management computer to either of the following interfaces:

* GigabitEthernet 1/2—Connect your management computer directly to GigabitEthernet 1/2 for initial
configuration, or connect GigabitEthernet 1/2 to your inside network. GigabitEthernet 1/2 has a
default IP address (192.168.1.1) and also runs a DHCP server to provide IP addresses to clients
(including the management computer), so make sure these settings do not conflict with any existing
inside network settings
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* Management 1/1—Connect your management computer directly to Management 1/1 for initial
configuration, or connect Management 1/1 to your management network. Management 1/1 has a
default IP address (192.168.45.45) and also runs a DHCP server to provide IP addresses to clients
(including the management computer), so make sure these settings do not conflict with any existing
inside network settings.

If you need to change the Management 1/1 IP address from the default, you must also cable your
management PC to the console port. See (Optional) Change Management Network Settings at the
CLI on page 22.

You can later configure the FDM management access from other interfaces.

» Connect the outside network to the GigabitEthernet1/1 interface.

By default, the IP address is obtained using IPv4 DHCP, but you can set a static address during initial
configuration.

* Connect other networks to the remaining interfaces.

Cabling for ASA 5525-X, 5545-X, and 5555-X

Figure 2: Cabling the ASA 5500-X

(Alternative) Management 0/0
management, 192.168.45.45
l GigabitEthernet 01

(Optional) Console port inside, 192 168.1.1

GigabitEthernet 0/0
outside, DHCP from outside nw

7 Outside B

\—.J'l
Management Computer
DHCP from inside ife: 192.168.1.x

Other Data Networks

» Connect your management computer to either of the following interfaces:

* GigabitEthernet 0/ —Connect your management computer directly to GigabitEthernet 0/1 for initial
configuration, or connect GigabitEthernet 0/1 to your inside network. GigabitEthernet 0/1 has a
default IP address (192.168.1.1) and also runs a DHCP server to provide IP addresses to clients
(including the management computer), so make sure these settings do not conflict with any existing
inside network settings

* Management 0/0—Connect your management computer directly to Management 0/0 for initial
configuration, or connect Management 0/0 to your management network. Management 0/0 has a
default IP address (192.168.45.45) and also runs a DHCP server to provide IP addresses to clients
(including the management computer), so make sure these settings do not conflict with any existing
inside network settings.
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If you need to change the Management 0/0 IP address from the default, you must also cable your
management computer to the console port. See (Optional) Change Management Network Settings
at the CLI, on page 22.

You can later configure the FDM management access from other interfaces.

» Connect the outside network to the GigabitEthernet 0/0 interface.

By default, the IP address is obtained using DHCP, but you can set a static address during initial
configuration.

» Connect other networks to the remaining interfaces.

Cabling for the Firepower 1010

Figure 3: Cabling the Firepower 1010
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» Connect your management computer to one of the following interfaces:

* Ethernet 1/2 through 1/8—Connect your management computer directly to one of the inside switch
ports (Ethernet 1/2 through 1/8). inside has a default IP address (192.168.1.1) and also runs a DHCP
server to provide IP addresses to clients (including the management computer), so make sure these
settings do not conflict with any existing inside network settings.

* Management 1/1—Connect your management computer directly to Management 1/1. Or connect
Management 1/1 to your management network. Management 1/1 has a default IP address
(192.168.45.45) and also runs a DHCP server to provide IP addresses to clients (including the
management computer), so make sure these settings do not conflict with any existing management
network settings.

If you need to change the Management 1/1 IP address from the default, you must also cable your
management computer to the console port. See (Optional) Change Management Network Settings
at the CLI, on page 22.
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. Cabling for the Firepower 1100

You can later configure management access from other interfaces.

» Connect the outside network to the Ethernet 1/1 interface.

By default, the IP address is obtained using IPv4 DHCP, but you can set a static address during initial
configuration.

* Connect inside devices to the remaining switch ports, Ethernet 1/2 through 1/8.

Ethernet 1/7 and 1/8 are Power over Ethernet+ (PoE+) ports.

Cabling for the Firepower 1100

Figure 4: Cabling the Firepower 1100

Outside
(Alternative) Management 1/1 Ethernet 1/1

management, 192.168.45.45 [ outside, DHCP from outside nw

(Optional) Console ports ]

Ethernet 1/2
inside, 192.168.1.1 N
Management Computer B B
DHCP from inside: 192.168.1.x Other Data Networks

* Connect your management computer to either of the following interfaces:

* Ethernet 1/2—Connect your management computer directly to Ethernet 1/2 for initial configuration,
or connect Ethernet 1/2 to your inside network. Ethernet 1/2 has a default IP address (192.168.1.1)
and also runs a DHCP server to provide IP addresses to clients (including the management computer),
so make sure these settings do not conflict with any existing inside network settings.

* Management 1/1 (labeled MGMT)—Connect your management computer directly to Management
1/1 for initial configuration, or connect Management 1/1 to your management network. Management
1/1 has a default IP address (192.168.45.45) and also runs a DHCP server to provide IP addresses
to clients (including the management computer), so make sure these settings do not conflict with
any existing inside network settings.

If you need to change the Management 1/1 IP address from the default, you must also cable your
management computer to the console port. See (Optional) Change Management Network Settings
at the CLI, on page 22.

You can later configure management access from other interfaces.

* Connect the outside network to the Ethernetl/1 interface (labeled WAN).

By default, the IP address is obtained using IPv4 DHCP, but you can set a static address during initial
configuration.
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Cabling for the Firepower 2100 .

* Connect other networks to the remaining interfaces.

Cabling for the Firepower 2100

Figure 5: Cabling the Firepower 2100
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(Optional) Console port J ‘[

+ Connect your management computer to either of the following interfaces:

* Ethernet 1/2—Connect your management computer directly to Ethernet 1/2 for initial configuration,
or connect Ethernet 1/2 to your inside network. Ethernet 1/2 has a default IP address (192.168.1.1)
and also runs a DHCP server to provide IP addresses to clients (including the management computer),
so make sure these settings do not conflict with any existing inside network settings

* Management 1/1 (labeled MGMT)—Connect your management computer directly to Management
1/1 for initial configuration, or connect Management 1/1 to your management network. Management
1/1 has a default IP address (192.168.45.45) and also runs a DHCP server to provide IP addresses
to clients (including the management computer), so make sure these settings do not conflict with
any existing inside network settings.

If you need to change the Management 1/1 IP address from the default, you must also cable your
management computer to the console port. See (Optional) Change Management Network Settings
at the CLI, on page 22.

You can later configure management access from other interfaces.

* Connect the outside network to the Ethernet1/1 interface (labeled WAN).

By default, the IP address is obtained using [Pv4 DHCP, but you can set a static address during initial
configuration.

* Connect other networks to the remaining interfaces.
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. Cabling for the Firepower 4100

Cabling for the Firepower 4100

Console port Chassis Management port FTD Logical Device Management

DDD@@ -g;}}r::ol: DDD@O
] @ 11 ]
5 BRI |,
Management 1 _ Inside 3 Outside
Computer | Network ) | Network ) {  Network
‘\\_7‘_,)’ '\\H_ _//' \\_\_ _,-'I

Perform the initial FTD configuration on the logical device Management interface. You can later enable
management from any data interface. The FTD device requires internet access for licensing and updates, and
the default behavior is to route management traffic to the gateway IP address you specified when you deployed
the device. If you want to route management traffic over the backplane to the data interfaces instead, you can
configure that setting in the FDM later.

Cable the following interfaces for initial chassis setup, continued monitoring, and logical device use.

* Console port—Connect your management computer to the console port to perform initial setup of the
chassis. The Firepower 4100 includes an RS-232—to—RJ-45 serial console cable. You might need to use
a third party serial-to-USB cable to make the connection.

* Chassis Management port—Connect the chassis management port to your management network for
configuration and ongoing chassis management.

* FTD Logical device Management interface—You can choose any interface on the chassis for this purpose
other than the chassis management port, which is reserved for FXOS management.

* Data interfaces—Connect the data interfaces to your logical device data networks. You can configure
physical interfaces, EtherChannels, and breakout ports to divide up high-capacity interfaces.

For High Availability, use a Data interface for the failover/state link.

)

Note  All interfaces other than the console port require SFP/SFP+/QSFP transceivers. See the hardware
installation guide for supported transceivers.
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Cabling for the Firepower 9300
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Perform the initial FTD configuration on the logical device Management interface. You can later enable
management from any data interface. The FTD device requires internet access for licensing and updates, and
the default behavior is to route management traffic to the gateway IP address you specified when you deployed
the device. If you want to route management traffic over the backplane to the data interfaces instead, you can
configure that setting in the FDM later.

Cable the following interfaces for initial chassis setup, continued monitoring, and logical device use.

* Console port—Connect your management computer to the console port to perform initial setup of the
chassis. The Firepower 9300 includes an RS-232—to—RJ-45 serial console cable. You might need to use
a third party serial-to-USB cable to make the connection.

* Chassis Management port—Connect the chassis management port to your management network for
configuration and ongoing chassis management.

* Logical device Management interface—Use one or more interfaces to manage logical devices. You can
choose any interfaces on the chassis for this purpose other than the chassis management port, which is
reserved for FXOS management. Management interfaces can be shared among logical devices, or you
can use a separate interface per logical device. Typically, you share a management interface with all
logical devices, or if you use separate interfaces, put them on a single management network. But your
exact network requirements may vary.

* Data interfaces—Connect the data interfaces to your logical device data networks. You can configure
physical interfaces, EtherChannels, and breakout ports to divide up high-capacity interfaces. You can
cable multiple logical devices to the same networks or to different networks, as your network needs
dictate. All traffic must exit the chassis on one interface and return on another interface to reach another
logical device.

For High Availability, use a Data interface for the failover/state link.
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\)

Note All interfaces other than the console port require SFP/SFP+/QSFP transceivers. See the hardware
installation guide for supported transceivers.

Virtual Cabling for the FTDv

To install the FTDv, see the quick start guide for your virtual platform at http://www.cisco.com/c/en/us/support/
security/firepower-ngfw-virtual/products-installation-guides-list.html. The FDM is supported on the following
virtual platforms: VMware, KVM, Microsoft Azure.

The FTDv default configuration puts the management interface and inside interface on the same subnet. You
must have Internet connectivity on the management interface in order to use Smart Licensing and to obtain
updates to system databases.

Thus, the default configuration is designed so that you can connect both the Management(0/0 and
GigabitEthernet0/1 (inside) to the same network on the virtual switch. The default management address uses
the inside IP address as the gateway. Thus, the management interface routes through the inside interface, then
through the outside interface, to get to the Internet.

You also have the option of attaching Management0/0 to a different subnet than the one used for the inside
interface, as long as you use a network that has access to the Internet. Ensure that you configure the management
interface IP address and gateway appropriately for the network.

Note that the management interface IP configuration is defined on Device > System Settings > Management
Interface. It is not the same as the IP address for the Management0/0 (diagnostic) interface listed on Device >
Interfaces > View Configuration.

How VMware Network Adapters and Interfaces Map to the FTD Physical Interfaces

You can configure up to 10 interfaces for a VMware FTDv device. You must configure a minimum of 4
interfaces.

Ensure that the Management0-0 source network is associated to a VM network that can access the Internet.
This is required so that the system can contact the Cisco Smart Software Manager and also to download system
database updates.

You assign the networks when you install the OVF. As long as you configure an interface, you can later
change the virtual network through the VMware Client. However, if you need to add a new interface, be sure
to add an interface at the end of the list; if you add or remove an interface anywhere else, then the hypervisor
will renumber your interfaces, causing the interface IDs in your configuration to line up with the wrong
interfaces.

The following table explains how the VMware network adapter and source interface map to the FTDv physical
interface names. For additional interfaces, the naming follows the same pattern, increasing the relevant numbers
by one. All additional interfaces are data interfaces. For more information on assigning virtual networks to
virtual machines, see the VMware online help.

Table 2: Source to Destination Network Mapping

Destination Network
Network Adapter Source Network (Physical Interface Name) | Function

Network adapter 1 Management0-0 Management0/0 Management
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Cabling for 1SA 3000 [

Destination Network

Network Adapter Source Network (Physical Interface Name) | Function
Network adapter 2 Diagnostic0-0 Diagnostic0/0 Diagnostic
Network adapter 3 GigabitEthernet0-0 GigabitEthernet0/0 Outside data
Network adapter 4 GigabitEthernet0-1 GigabitEthernet0/1 Inside data
Network adapter 5 GigabitEthernet0-2 GigabitEthernet0/2 Data traffic
Network adapter 6 GigabitEthernet0-3 GigabitEthernet0/3 Data traffic
Network adapter 7 GigabitEthernet0-4 GigabitEthernet0/4 Data traffic
Network adapter 8 GigabitEthernet0-5 GigabitEthernet0/5 Data traffic
Network adapter 9 GigabitEthernet0-6 GigabitEthernet0/6 Data traffic
Network adapter 10 GigabitEthernet0-7 GigabitEthernet0/7 Data traffic

Cabling for ISA 3000

Figure 6: ISA 3000

GigabitEthernet 1/2
inside1

(Optional)
Console ports

Inside

GigabitEthernet 1/4
inside2

Management 1/
192.168.45.45
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Management Computer
DHCP: 192.168.45.x

GigabitEthernet 1/1
outside1

Router IP addresses on

same network as BVI

Outside

| /| GigabitEthernet 1/3
' outside2

* Connect GigabitEthernet 1/1 to an outside router, and GigabitEthernet 1/2 to an inside router.

~
\

>
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. (Optional) Change Management Network Settings at the CLI

These interfaces form a hardware bypass pair.

* Connect GigabitEthernet 1/3 to a redundant outside router, and GigabitEthernet 1/4 to a redundant inside
router.

These interfaces form a hardware bypass pair if your model has copper ports; fiber does not support
hardware bypass. These interfaces provide a redundant network path if the other pair fails. All 4 of these
data interfaces are on the same network of your choice. You will need to configure the BVI 1 IP address
to be on the same network as the inside and outside routers.

» Connect Management 1/1 to your management computer (or network).

If you need to change the Management 1/1 IP address from the default, you must also cable your
management computer to the console port. See (Optional) Change Management Network Settings at the
CLI, on page 22.

(Optional) Change Management Network Settings at the CLI

If you cannot use the default management IP address, then you can connect to the console port and perform
initial setup at the CLI, including setting the Management IP address, gateway, and other basic networking

settings. You can only configure the Management interface settings; you cannot configure inside or outside
interfaces, which you can later configure in the GUIL.

)

Note You do not need to use this procedure for the Firepower 4100/9300, because you set the IP address
manually when you deployed.

\}

Note  You cannot repeat the CLI setup script unless you clear the configuration; for example, by reimaging.
However, all of these settings can be changed later at the CLI using configure network commands. See
Cisco Secure Firewall Threat Defense Command Reference.

Procedure

Step 1 Connect to the FTD console port. See Logging Into the Command Line Interface (CLI), on page 10 for more
information.

Step 2 Log in with the username admin.

The default admin password is Admin123.

Step 3 The first time you log into the FTD, you are prompted to accept the End User License Agreement (EULA).
You are then presented with the CLI setup script.

Defaults or previously-entered values appear in brackets. To accept previously entered values, press Enter.
See the following guidelines:

« Enter the IPv4 default gateway for the management interface—If you set a manual IP address, enter
either data-interfaces or the IP address of the gateway router. The data-interfaces setting sends outbound
management traffic over the backplane to exit a data interface. This setting is useful if you do not have

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0


https://www.cisco.com/c/en/us/td/docs/security/firepower/command_ref/b_Command_Reference_for_Firepower_Threat_Defense.html

| Getting Started
Complete the Initial Configuration Using the Setup Wizard .

a separate Management network that can access the internet. Traffic originating on the Management
interface includes license registration and database updates that require internet access. If you use
data-interfaces, you can still use the FDM (or SSH) on the Management interface if you are
directly-connected to the Management network, but for remote management for specific networks or
hosts, you should add a static route using the configure network static-routes command. Note that the
FDM management on data interfaces is not affected by this setting. If you use DHCP, the system uses
the gateway provided by DHCP.

« If your networking information has changed, you will need to reconnect—If you are connected with
SSH to the default IP address but you change the IP address at initial setup, you will be disconnected.
Reconnect with the new IP address and password. Console connections are not affected. Note also that
the DHCP server on Management will be disabled if you change the IP address.

» Manage the device locally?—Enter yes to use the FDM. A no answer means you intend to use the FMC
to manage the device.

Example:

You must accept the EULA to continue.
Press <ENTER> to display the EULA:
End User License Agreement

[...]
Please enter 'YES' or press <ENTER> to AGREE to the EULA:

System initialization in progress. Please stand by.

You must configure the network to continue.

You must configure at least one of IPv4 or IPv6.

Do you want to configure IPv4? (y/n) [y]:

Do you want to configure IPv6? (y/n) [n]:

Configure IPv4 via DHCP or manually? (dhcp/manual) [manuall]:

Enter an IPv4 address for the management interface [192.168.45.45]: 10.10.10.15

Enter an IPv4 netmask for the management interface [255.255.255.0]: 255.255.255.192
Enter the IPv4 default gateway for the management interface [data-interfaces]: 10.10.10.1
Enter a fully qualified hostname for this system [firepower]: ftd-1l.cisco.com

Enter a comma-separated list of DNS servers or 'none' [208.67.222.222,208.67.220.220]:
Enter a comma-separated list of search domains or 'none' []:

If your networking information has changed, you will need to reconnect.

DHCP Server Disabled

The DHCP server has been disabled. You may re-enable with configure network ipvi4
dhcp-server-enable

For HTTP Proxy configuration, run 'configure network http-proxy'
Manage the device locally? (yes/no) [yes]: yes

>

Step 4 Log into the FDM on the new Management IP address.

Complete the Initial Configuration Using the Setup Wizard

When you initially log into the FDM, you are taken through the device setup wizard to complete the initial
system configuration.
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. Complete the Initial Configuration Using the Setup Wizard

Step 1

Step 2

Step 3

If you plan to use the device in a high availability configuration, please read Prepare the Two Units for High
Availability, on page 191.

\)

Note The Firepower 4100/9300 and ISA 3000 do not support the setup wizard, so this procedure does not
apply to these models. For the Firepower 4100/9300, all initial configuration is set when you deploy the
logical device from the chassis. For the ISA 3000, a special default configuration is applied before

shipping.

Before you begin

Ensure that you connect a data interface to your gateway device, for example, a cable modem or router. For
edge deployments, this would be your Internet-facing gateway. For data center deployments, this would be a
back-bone router. Use the default “outside” interface for your model (see Connect the Interfaces, on page 13
and Default Configuration Prior to Initial Setup, on page 27).

Then, connect your management computer to the “inside” interface for your hardware model. Alternatively,
you can connect to the Management interface. For the FTDv, simply ensure that you have connectivity to the
management [P address.

(Except for the FTDv, which requires connectivity to the internet from the management IP address.) The
Management interface does not need to be connected to a network. By default, the system obtains system
licensing and database and other updates through the data interfaces, typically the outside interface, that
connect to the internet. If you instead want to use a separate management network, you can connect the
Management interface to a network and configure a separate management gateway after you complete initial
setup.

To change the Management interface network settings if you cannot access the default IP address, see (Optional)
Change Management Network Settings at the CLI, on page 22.

Procedure

Log into the FDM.

a) Assuming you did not go through initial configuration in the CLI, open the FDM at https://ip-address,
where the address is one of the following.

* If you are connected to the inside interface: https://192.168.1.1.

* (Required for the FTDv) If you are connected to the Management interface: https://192.168.45.45.

b) Log in with the username admin. The default admin password is Admin123. .

If this is the first time logging into the system, and you did not use the CLI setup wizard, you are prompted
to read and accept the End User License Agreement and change the admin password.

You must complete these steps to continue.

Configure the following options for the outside and management interfaces and click Next.

Caution  Your settings are deployed to the device when you click Next. The interface will be named “outside”
and it will be added to the “outside zone” security zone. Ensure that your settings are correct.

Outside Interface
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Step 4

Step 5

Step 6

Complete the Initial Configuration Using the Setup Wizard .

+ Configure IPv4—The IPv4 address for the outside interface. You can use DHCP or manually enter a
static IP address, subnet mask, and gateway. You can also select Off to not configure an IPv4 address.
Do not configure an IP address on the same subnet as the default inside address (see Default Configuration
Prior to Initial Setup, on page 27), either statically or through DHCP.

« Configure IPv6—The IPv6 address for the outside interface. You can use DHCP or manually enter a
static IP address, prefix, and gateway. You can also select Off to not configure an IPv6 address.

Management Interface

* DNS Servers—The DNS server for the system's management address. Enter one or more addresses of
DNS servers for name resolution. The default is the OpenDNS public DNS servers. If you edit the fields
and want to return to the default, click Use OpenDNS to reload the appropriate IP addresses into the
fields. Your ISP might require that you use specific DNS servers. If after completing the wizard, you
find that DNS resolution is not working, see Troubleshooting DNS for the Management Interface, on
page 616.

* Firewall Hostname—The hostname for the system's management address.

Configure the system time settings and click Next.

 Time Zone—Select the time zone for the system.

* NTP Time Server—Select whether to use the default NTP servers or to manually enter the addresses
of your NTP servers. You can add multiple servers to provide backups.

Configure the smart licenses for the system.

You must have a smart license account to obtain and apply the licenses that the system requires. Initially, you
can use the 90-day evaluation license and set up smart licensing later.

To register the device now, select the option to register the device, click the link to log into your Smart Software
Manager account, generate a new token, and copy the token into the edit box. You must also select your
services region, and decide whether to send usage data to the Cisco Success Network. The on-screen text
explains these settings in more detail.

If you do not want to register the device yet, select the evaluation mode option. The evaluation period last up
to 90 days. To later register the device and obtain smart licenses, click Device, then click the link in the Smart
Licenses group.

Click Finish.

What to do next

« If you want to use features covered by optional licenses, such as category-based URL filtering, intrusion
inspection, or malware prevention, enable the required licenses. See Enabling or Disabling Optional
Licenses, on page 90.

* Connect the other data interfaces to distinct networks and configure the interfaces. For information on
configuring interfaces, see How to Add a Subnet, on page 71 and Interfaces, on page 219.

* If you are managing the device through the inside interface, and you want to open CLI sessions through
the inside interface, open the inside interface to SSH connections. See Configuring the Management
Access List, on page 565.
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. What to Do if You Do Not Obtain an IP Address for the Outside Interface

* Go through the use cases to learn how to use the product. See Best Practices: Use Cases for FTD, on
page 43.

What to Do if You Do Not Obtain an IP Address for the Qutside Interface

Step 1

Step 2
Step 3

Step 4

Step 5
Step 6

Step 7

The default device configuration includes a static IPv4 address for the inside interface. You cannot change
this address through the initial device setup wizard, although you can change it afterwards.

The default inside IP address might conflict with other networks attached to the device. This is especially true
if you use DHCP on the outside interface to obtain an address from your Internet Service Provider (ISP).
Some ISPs use the same subnet as the inside network as the address pool. Because you cannot have two data
interfaces with addresses on the same subnet, conflicting addresses from the ISP cannot be configured on the
outside interface.

If there is a conflict between the inside static IP address and the DHCP-provided address on the outside
interface, the connection diagram should show the outside interface as administratively UP, but with no IPv4
address.

The setup wizard will complete successfully in this case, and all the default NAT, access, and other policies
and settings will be configured. Simply follow the procedure below to eliminate the conflict.

Before you begin

Verify that you have a healthy connection to the ISP. Although a subnet conflict will prevent you from getting
an address on the outside interface, you will also fail to get one if you simply do not have a link to the ISP.

Procedure

Click Device, then click the link in the Interfaces summary.

Mouse over the Actions column for the inside interface and click the edit icon (O).
On the IPv4 Address tab, enter a static address on a unique subnet, for example, 192.168.2.1/24 or
192.168.46.1/24. Note that the default management address is 192.168.45.45/24, so do not use that subnet.

You also have the option to use DHCP to obtain an address if you have a DHCP server already running on
the inside network. However, you must first click Delete in the DHCP SERVER IS DEFINED FOR THIS
INTERFACE group to remove the DHCP server from the interface.

In the DHCP SERVER IS DEFINED FOR THIS INTERFACE area, click Edit and change the DHCP
pool to a range on the new subnet, for example, 192.168.2.5-192.168.2.254.

Click OK to save the interface changes.
Click the Deploy button in the menu to deploy your changes.

Click Deploy Now.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Getting Started

Default Configuration Prior to Initial Setup .

After deployment completes, the connection graphic should show that the outside interface now has an IP
address. Use a client on the inside network to verify you have connectivity to the Internet or other upstream

network.

Default Configuration Prior to Initial Setup

Before you initially configure the FTD device using the local manager (FDM), the device includes the following
default configuration.

For many models, this configuration assumes that you open the device manager through the inside interface,
typically by plugging your computer directly into the interface, and use the DHCP server defined on the inside
interface to supply your computer with an IP address. Alternatively, you can plug your computer into the
Management interface and use DHCP to obtain an address. However, some models have different default
configurations and management requirements. See the table below for details.

\}

Note

You can pre-configure many of these settings using the CLI setup ((Optional) Change Management
Network Settings at the CLI, on page 22) before you perform setup using the wizard.

Default Configuration Settings

Setting

Default

Can be changed during initial
configuration?

Password for admin user.

Adminl23

Firepower 4100/9300: Set the password
when you deploy the logical device.

Yes. You must change the default
password.

Management IP address.

FTDv192.168.45.45

Firepower 4100/9300: Set the management
IP address when you deploy the logical
device.

No.
For Firepower 4100/9300: Yes.

Management gateway.

The data interfaces on the device. Typically
the outside interface becomes the route to
the Internet. This gateway works for
from-the-device traffic only.

Firepower 4100/9300: Set the gateway IP
address when you deploy the logical device.

ISA 3000: 192.168.45.1.
FTDv: 192.168.45.1

No.
For Firepower 4100/9300: Yes.
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Setting

Default

Can be changed during initial
configuration?

DHCP server on the management interface.

Enabled with the address pool
192.168.45.46-192.168.45.254.

Firepower 4100/9300: No DHCP server
enabled.

ISA 3000: No DHCP server enabled.
FTDv: No DHCP server enabled.

No.

DNS servers for the management interface.

The OpenDNS public DNS servers,
208.67.220.220 and 208.67.222.222.

Firepower 4100/9300: Set the DNS servers
when you deploy the logical device.

Yes

Inside interface IP address.

192.168.1.1/24

Firepower 4100/9300: Data interfaces are
not pre-configured.

ISA 3000: BVI1 IP address is not
preconfigured. BVI1 includes all inside and
outside interfaces.

FTDv: 192.168.45.1/24

DHCP server for inside clients.

Running on the inside interface with the
address pool 192.168.1.5 - 192.168.1.254.

Firepower 4100/9300: No DHCP server
enabled.

ISA 3000: No DHCP server enabled.

FTDv: The address pool on the inside
interface is 192.168.45.46 -
192.168.45.254.

No.

DHCP auto-configuration for inside clients.
(Auto-configuration supplies clients with
addresses for WINS and DNS servers.)

Enabled on outside interface.

Yes, but indirectly. If you configure a static
IPv4 address for the outside interface,
DHCEP server auto-configuration is
disabled.

Outside interface IP address.

Obtained through DHCP from Internet
Service Provider (ISP) or upstream router.

Firepower 4100/9300: Data interfaces are
not pre-configured.

ISA 3000: BVI1 IP address is not
preconfigured. BVI1 includes all inside and
outside interfaces.

Yes.
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You cannot select different inside and outside interfaces during initial configuration. To change the interface
assignments after configuration, edit the interface and DHCP settings. You must remove an interface from
the bridge group before you can configure it as a non-switched interface.

FTD device Outside Interface Inside Interface

ASA 5508-X GigabitEthernet1/1 GigabitEthernet1/2

ASA 5516-X

ASA 5525-X GigabitEthernet0/0 GigabitEthernet0/1

ASA 5545-X

ASA 5555-X

Firepower 1010 Ethernetl/1 VLANI1, which includes all other switch
ports except the outside interface, which is
a physical firewall interface.

Firepower 1120, 1140, 1150 Ethernetl/1 Ethernet1/2

Firepower 2100 series Ethernetl/1 Ethernet1/2

Firepower 4100 series

Data interfaces are not pre-configured.

Data interfaces are not pre-configured.

Firepower 9300 appliance

Data interfaces are not pre-configured.

Data interfaces are not pre-configured.

FTDv

GigabitEthernet0/0

GigabitEthernet0/1

ISA 3000

GigabitEthernet1/1 and GigabitEthernet1/3

GigabitEthernetl/1 (outsidel) and 1/2
(insidel), and GigabitEthernet1/3 (outside2)
and 1/4 (inside2) (non-fiber models only)
are configured as Hardware Bypass pairs.

All inside and outside interfaces are part of
BVII.

GigabitEthernet1/2 and GigabitEthernet1/4

Configuration After Initial Setup

After you complete the setup wizard, the device configuration will include the following settings. The table
shows whether a particular setting is something you explicitly chose or whether it was defined for you based
on your other selections. Validate any "implied" configurations and edit them if they do not serve your needs.

N\

Note The Firepower 4100/9300 and ISA 3000 do not support the setup wizard. For the Firepower 4100/9300,
all initial configuration is set when you deploy the logical device from the chassis. For the ISA 3000, a
special default configuration is applied before shipping.
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Setting

Configuration

Explicit, implied, or default
configuration

Password for admin user.

Whatever you entered.

Explicit.

Management [P address.

FTDv: 192.168.45.45

Firepower 4100/9300: The management IP address you set when
you deployed the logical device.

Default.

Management gateway.

The data interfaces on the device. Typically the outside interface
becomes the route to the Internet. The management gateway works
for from-the-device traffic only.

Firepower 4100/9300: The gateway IP address you set when you
deployed the logical device.

ISA 3000: 192.168.45.1
FTDv: 192.168.45.1

Default.

DHCP server on management
interface.

Enabled with the address pool 192.168.45.46-192.168.45.254.
Firepower 4100/9300: No DHCP server enabled.

ISA 3000: No DHCP server enabled.

FTDv: No DHCP server enabled.

Default.

DNS servers for the
management interface.

The OpenDNS public DNS servers, 208.67.220.220,
208.67.222.222, or whatever you entered. DNS servers obtained
from DHCP are never used.

Firepower 4100/9300: The DNS servers you set when you
deployed the logical device.

Explicit.

Management hostname.

firepower or whatever you entered.

Firepower 4100/9300: The hostname you set when you deployed
the logical device.

Explicit.

Management access through
data interfaces.

A data interface management access list rule allows HTTPS access
through the inside interface. SSH connections are not allowed.
Both IPv4 and IPv6 connections are allowed.

Firepower 4100/9300: No data interfaces have default
management access rules.

ISA 3000: No data interfaces have default management access
rules.

FTDv: No data interfaces have default management access rules.

Implied.

System time.

The time zone and NTP servers you selected.
Firepower 4100/9300: System time is inherited from the chassis.

ISA 3000: Cisco NTP servers: 0.sourcefire.pool.ntp.org,
1.sourcefire.pool.ntp.org, 2.sourcefire.pool.ntp.org.

Explicit.
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Explicit, implied, or default

Setting Configuration configuration
Smart license. Either registered with a base license, or the evaluation period Explicit.
activated, whichever you selected.
Subscription licenses are not enabled. Go to the smart licensing
page to enable them.
Inside interface IP address. 192.168.1.1/24 Default.
Firepower 4100/9300: Data interfaces are not pre-configured.
ISA 3000: None. You must set the BVI1 IP address manually.
FTDv: 192.168.45.1/24
DHCEP server for inside clients. | Running on the inside interface with the address pool 192.168.1.5 | Default.

- 192.168.1.254.
Firepower 4100/9300: No DHCP server enabled.
ISA 3000: No DHCP server enabled.

FTDv: The address pool on the inside interface is 192.168.45.46
- 192.168.45.254.

DHCP auto-configuration for
inside clients.
(Auto-configuration supplies
clients with addresses for WINS
and DNS servers.)

Enabled on outside interface if you use DHCP to obtain the outside
interface IPv4 address.

If you use static addressing, DHCP auto-configuration is disabled.

Explicit, but indirectly.

Data interface configuration.

* Firepower 1010—The outside interface, Ethernetl/1, is a
physical firewall interface. All other interfaces are switch
ports that are enabled and part of VLANI, the inside
interface. You can plug end points or switches into these
ports and obtain addresses from the DHCP server for the
inside interface.

* Firepower 4100/9300—All data inetrfaces are disabled.

* ISA 3000—All data interfaces are enabled and part of the
same bridge group, BVI1. GigabitEthernetl/1 and 1/3 are
outside interfaces, and GigabitEthernet1/2 and 1/4 are inside
interfaces. GigabitEthernetl/1 (outsidel) and 1/2 (insidel),
and GigabitEthernet1/3 (outside2) and 1/4 (inside2)
(non-fiber models only) are configured as Hardware Bypass
pairs.

 All other models—The outside and inside interfaces are the
only ones configured and enabled. All other data interfaces
are disabled.

Default.

Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0 [Jj



. Configuration After Initial Setup

Getting Started |

Setting

Configuration

Explicit, implied, or default
configuration

Outside physical interface and
IP address.

The default outside port based on the device model. See Default
Configuration Prior to Initial Setup, on page 27.

The IP address is obtained by DHCP, or it is a static address as
entered (IPv4, IPv6, or both).

Firepower 4100/9300: Data interfaces are not pre-configured.

ISA 3000: None. You must set the BVI1 IP address manually.

Interface is Default.

Addressing is Explicit.

Static routes.

If you configure a static IPv4 or IPv6 address for the outside
interface, a static default route is configured for IPv4/IPv6 as
appropriate, pointing to the gateway you defined for that address
type. If you select DHCP, the default route is obtained from the
DHCEP server.

Network objects are also created for the gateway and the "any"
address, that is, 0.0.0.0/0 for IPv4, ::/0 for IPv6.

Implied.

Security zones.

inside_zone, containing the inside interfaces. For the Firepower
4100/9300, you need to add interfaces manually to this security
zone.

outside_zone, containing the outside interfaces. For the Firepower
4100/9300, you need to add interfaces manually to this zone.

(You can edit these zones to add other interfaces, or create your
own zones.)

Implied.

Access control policy.

A rule trusting all traffic from the inside zone to the outside zone.
This allows without inspection all traffic from users inside your
network to get outside, and all return traffic for those connections.

The default action for any other traffic is to block it. This prevents
any traffic initiated from outside to enter your network.

Firepower 4100/9300: There are no pre-configured access rules.

ISA 3000: A rule trusting all traffic from the inside zone to the
outside zone, and a rule trusting all traffic from the outside zone
to the inside_zone. Traffic is not blocked. The device also has
rules trusting all traffic between the interfaces in the inside zone
and in the outside _zone. This allows without inspection all traffic
between users on the inside, and between users on the outside.

Implied.
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Setting

Explicit, implied, or default
Configuration configuration

NAT

An interface dynamic PAT rule translates the source address for | Implied.
any IPv4 traffic destined to the outside interface to a unique port
on the outside interface's IP address.

There are additional hidden PAT rules to enable HTTPS access
through the inside interfaces, and routing through the data
interfaces for the management address. These do not appear in
the NAT table, but you will see them if you use the show nat
command in the CLI.

Firepower 4100/9300: NAT is not pre-configured.
ISA 3000: NAT is not pre-configured.

Configuration Basics

The following topics explain the basic methods for configuring the device.

Configuring the Device

Step 1

Step 2

When you initially log into FDM, you are guided through a setup wizard to help you configure basic settings.
Once you complete the wizard, use the following method to configure other features and to manage the device
configuration.

If you have trouble distinguishing items visually, select a different color scheme in the user profile. Select
Profile from the user icon drop-down menu in the upper right of the page.

Procedure

Click Device to get to the Device Summary.

The dashboard shows a visual status for the device, including enabled interfaces and whether key settings are
configured (colored green) or still need to be configured. For more information, see Viewing Interface and
Management Status, on page 38.

Above the status image is a summary of the device model, software version, VDB (System and Vulnerability
Database) version, and the last time intrusion rules were updated. This area also shows high availability status,
including links to configure the feature; see High Availability (Failover), on page 179.

Below the image are groups for the various features you can configure, with summaries of the configurations
in each group, and actions you can take to manage the system configuration.

Click the links in each group to configure the settings or perform the actions.

Following is a summary of the groups:
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« Interface—You should have at least two data interfaces configured in addition to the management
interface. See Interfaces, on page 219.

* Routing—The routing configuration. You must define a default route. Other routes might be necessary
depending on your configuration. See Routing, on page 273.

+» Updates—Geolocation, intrusion rule, and vulnerability database updates, and system software upgrades.
Set up a regular update schedule to ensure that you have the latest database updates if you use those
features. You can also go to this page if you need to download an update before the regularly schedule
update occurs. See Updating System Databases and Feeds, on page 587.

« System Settings—This group includes a variety of settings. Some are basic settings that you would
configure when you initially set up the device and then rarely change. See System Settings, on page 565.

» Smart License—Shows the current state of the system licenses. You must install the appropriate licenses
to use the system. Some features require additional licenses. See Licensing the System, on page 85.

 Backup and Restore—Back up the system configuration or restore a previous backup. See Backing Up
and Restoring the System, on page 592.

* Troubleshoot—Generate a troubleshooting file at the request of the Cisco Technical Assistance Center.
See Creating a Troubleshooting File, on page 621.

« Site-to-Site VPN—The site-to-site virtual private network (VPN) connections between this device and
remote devices. See Managing Site-to-Site VPNs, on page 471.

* Remote Access VPN—The remote access virtual private network (VPN) configuration that allows
outside clients to connect to your inside network. See Configuring Remote Access VPN, on page 504.

» Advanced Configuration—Use FlexConfig and Smart CLI to configure features that you otherwise
cannot configure using FDM. See Advanced Configuration, on page 629.

« Device Administration—View the audit log or export a copy of the configuration. See Auditing and
Change Management, on page 597.

Step 3 Click the Deploy button in the menu to deploy your changes.
Changes are not active on the device until you deploy them. See Deploying Your Changes, on page 36.

What to do next

Click Policies in the main menu and configure the security policy for the system. You can also click Objects
to configure the objects needed in those policies.

Configuring Security Policies

Use the security policies to implement your organization’s acceptable use policy and to protect your network
from intrusions and other threats.
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Procedure

Step 1 Click Policies.

The Security Policies page shows the general flow of a connection through the system, and the order in which
security policies are applied.

Step 2 Click the name of a policy and configure it.

You might not need to configure each policy type, although you must always have an access control policy.
Following is a summary of the policies:

* SSL Decryption—If you want to inspect encrypted connections (such as HTTPS) for intrusions, malware,
and so forth, you must decrypt the connections. Use the SSL decryption policy to determine which
connections need to be decrypted. The system re-encrypts the connection after inspecting it. See
Configuring SSL Decryption Policies, on page 293.

+ ldentity—If you want to correlate network activity to individual users, or control network access based
on user or user group membership, use the identity policy to determine the user associated with a given
source IP address. See Configuring Identity Policies, on page 312.

« Security Intelligence—Use the Security Intelligence policy to quickly drop connections from or to
selected IP addresses or URLs. By blocking known bad sites, you do not need to account for them in
your access control policy. Cisco provides regularly updated feeds of known bad addresses and URLs
so that the Security Intelligence block lists update dynamically. Using feeds, you do not need to edit the
policy to add or remove items in the block lists. See Configuring Security Intelligence, on page 323.

* NAT (Network Address Translation)—Use the NAT policy to convert internal IP addresses to externally
routeable addresses. See Configure NAT, on page 389.

* Access Control—Use the access control policy to determine which connections are allowed on the
network. You can filter by security zone, IP address, protocol, port, application, URL, user or user group.
You also apply intrusion and file (malware) policies using access control rules. Use this policy to
implement URL filtering. See Configuring the Access Control Policy, on page 337.

« Intrusion—Use the intrusion policies to inspect for known threats. Although you apply intrusion policies
using access control rules, you can edit the intrusion policies to selectively enable or disable specific
intrusion rules. See Intrusion Policies, on page 367.

Step 3 Click the Deploy button in the menu to deploy your changes.

Changes are not active on the device until you deploy them. See Deploying Your Changes, on page 36.

Searching for Rules or Objects

You can use full-text search on lists of policy rules or objects to help you find the item you want to edit. This
is especially helpful when dealing with policies that have hundreds of rules, or long object lists.
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The method for using search on rules and objects is the same for any type of policy (except the intrusion
policy) or object: in the Search field, enter a string to find, and press Enter.

This string can exist in any part of the rule or object, and it can be a partial string. You can use the asterisk *
as a wildcard that matches zero or more characters. Do not include the following characters, they are not
supported as part of the search string: ?~!{}<>:%. The following characters are ignored: ;#&.

The string can appear within an object in the group. For example, you can enter an IP address and find the
network objects or groups that specify that address.

When done, click the X on the right side of the search box to clear the filter.

Deploying Your Changes

When you update a policy or setting, the change is not immediately applied to the device. There is a two step
process for making configuration changes:

1. Make your changes.

2. Deploy your changes.

This process gives you the opportunity to make a group of related changes without forcing you to run a device
in a “partially configured” manner. In most cases, the deployment includes just your changes. However, if
necessary, the system will reapply the entire configuration, which might be disruptive to your network. In
addition, some changes require inspection engines to restart, with traffic dropping during the restart. Thus,
consider deploying changes when potential disruptions will have the least impact.

\)

Note If the deployment job fails, the system must roll back any partial changes to the previous configuration.

Rollback includes clearing the data plane configuration and redeploying the previous version. This will
disrupt traffic until the rollback completes.

After you complete the changes you want to make, use the following procedure to deploy them to the device.

A

Step 1

Caution The FTD device drops traffic when the inspection engines are busy because of a software resource issue,

or down because a configuration requires the engines to restart during configuration deployment. For
detailed information on changes that require a restart, see Configuration Changes that Restart Inspection
Engines, on page 37.

Procedure

Click the Deploy Changes icon in the upper right of the web page.
The icon is highlighted with a dot when there are undeployed changes.
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The Pending Changes window shows a comparison of the deployed version of the configuration with the
pending changes. These changes are color-coded to indicate removed, added, or edited elements. See the
legend in the window for an explanation of the colors.

If the deployment requires that inspection engines be restarted, the page includes a message that provides
detail on what changed that requires a restart. If momentary traffic loss at this time would be unacceptable,
close the dialog box and wait until a better time to deploy changes.

If the icon is not highlighted, you can still click it to see the date and time of the last successful deployment
job. There is also a link to show you the deployment history, which takes you to the audit page filtered to
show deployment jobs only.

Step 2 If you are satisfied with the changes, you can click Deploy Now to start the job immediately.

The window will show that the deployment is in progress. You can close the window, or wait for deployment
to complete. If you close the window while deployment is in progress, the job does not stop. You can see
results in the task list or audit log. If you leave the window open, click the Deployment History link to view
the results.

Optionally, you can do the following:

» Name the Job—To name the deployment job, click the drop-down arrow on the Deploy Now button
and select Name the Deployment Job. Enter a name, then click Deploy. The name will appear in the
audit and deployment history as part of the job, which might make it easier for you to find the job.

For example, if you name a job “DMZ Interface Configuration,” a successful deployment will be named
“Deployment Completed: DMZ Interface Configuration.” In addition, the name is used as the Event
Name in Task Started and Task Completed events related to the deployment job.

» Discard Changes—To discard all pending changes, click More Options > Discard All. You are prompted
for confirmation.

 Copy Changes—To copy the list of changes to the clipboard, click More Options > Copy to Clipboard.
This option works only if there are fewer than 500 changes.

» Download Changes—To download the list of changes as a file, click More Options > Download as
Text. You are prompted to save the file to your workstation. The file is in YAML format. You can view
it in a text editor if you do not have an editor that specifically supports YAML format.

Configuration Changes that Restart Inspection Engines

Any of the following configurations or actions restart inspection engines when you deploy configuration
changes.

A

Caution  When you deploy, resource demands may result in a small number of packets dropping without inspection.
Additionally, deploying some configurations requires inspection engines to restart, which interrupts
traffic inspection and drops traffic.
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Deployment

Some changes require that inspection engines be restarted, which will result in momentary traffic loss. Following
are the changes that require inspection engine restart:

* SSL decryption policy is enabled or disabled.

* The MTU changed on one or more physical interfaces (but not subinterfaces).
* You add or remove a file policy on an access control rule.

» The VDB was updated.

* Creating or breaking the high availability configuration.

In addition, some packets might be dropped during deployment if the Snort process is busy, with the total
CPU utilization exceeding 60%. You can check the current CPU utilization for Snort using the show asp
inspect-dp snort command.

System Database Updates

If you download an update to the Rules database or VDB, you must deploy the update for it to become active.
This deployment might restart inspection engines. When you manually download an update, or schedule an
update, you can indicate whether the system should automatically deploy changes after the download is
complete. If you do not have the system automatically deploy the update, the update is applied the next time
you deploy changes, at which time inspection engines might restart.

System Updates

Installing a system update or patch that does not reboot the system and includes a binary change requires
inspection engines to restart. Binary changes can include changes to inspection engines, a preprocessor, the
vulnerability database (VDB), or a shared object rule. Note also that a patch that does not include a binary
change can sometimes require a Snort restart.

Viewing Interface and Management Status

The Device Summary includes a graphical view of your device and select settings for the management address.
To open the Device Summary, click Device.

Elements on this graphic change color based on the status of the element. Mousing over elements sometimes
provides additional information. Use this graphic to monitor the following items.

\)

Note The interface portion of the graphic, including interface status information, is also available on the
Interfaces page and the Monitoring > System dashboard.

Interface Status

Mouse over a port to see its IP addresses, and enabled and link statuses. The IP addresses can be statically
assigned or obtained using DHCP. Mousing over a Bridge Virtual Interface (BVI) also shows the list of
member interfaces.

Interface ports use the following color coding:

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Getting Started
Viewing System Task Status .

» Green—The interface is configured, enabled, and the link is up.
» Gray—The interface is not enabled.

* Orange/Red—The interface is configured and enabled, but the link is down. If the interface is wired, this
is an error condition that needs correction. If the interface is not wired, this is the expected status.

Inside, Outside Network Connections

The graphic indicates which port is connected to the outside (or upstream) and inside networks, under the
following conditions.

* Inside Network—The port for the inside network is shown for the interface named “inside” only. If there
are additional inside networks, they are not shown. If you do not name any interface “inside,” no port is
marked as the inside port.

* Outside Network—The port for the outside network is shown for the interface named “outside” only.
As with the inside network, this name is required, or no port is marked as the outside port.

Management Setting Status

The graphic shows whether the gateway, DNS servers, NTP servers, and Smart Licensing are configured for
the management address, and whether those settings are functioning correctly.

Green indicates that the feature is configured and functioning correctly, gray indicates that it is not configured
or not functioning correctly. For example, the DNS box is gray if the servers cannot be reached. Mouse over
the elements to see more information.

If you find problems, correct them as follows:
» Management port and gateway—Select System Settings > Management Interface.
* DNS servers—Select System Settings > DNS Server.
* NTP servers—Select System Settings > NTP. Also see Troubleshooting NTP, on page 615.

* Smart License—Click the View Configuration link in the Smart License group.

Viewing System Task Status

System tasks include actions that occur without your direct involvement, such as retrieving and applying
various database updates. You can view a list of these tasks and their status to verify that these system tasks
are completing successfully.

The task list shows consolidated status for system tasks and deployment jobs. The audit log contains more
detailed information, and is available under Device > Device Administration > Audit Log. For example,
the audit log shows separate events for task start and task end, whereas the task list merges those events into
a single entry. In addition, the audit log entry for a deployment includes detailed information about the deployed
changes.

Procedure

Step 1 Click the Task List button in the main menu.
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Step 2

The task list opens, displaying the status and details of system tasks.

Evaluate the task status.

If you find a persistent problem, you might need to fix the device configuration. For example, a persistent
failure to obtain database updates could indicate that there is no path to the Internet for the device's management
IP address. You might need to contact the Cisco Technical Assistance Center (TAC) for some issues as indicted
in the task descriptions.

You can do the following with the task list:

« Click the Success or Failures buttons to filter the list based on these statuses.

* Click the delete icon (O) for a task to remove it from the list.

* Click Remove All Completed Tasks to empty the list of all tasks that are not in progress.

Using the CLI Console to Monitor and Test the Configuration

FTD devices include a command line interface (CLI) that you can use for monitoring and troubleshooting.
Although you can open an SSH session to get access to all of the system commands, you can also open a CLI
Console in the FDM to use read-only commands, such as the various show commands and ping, traceroute,
and packet-tracer. If you have Administrator privileges, you can also enter the failover, reboot, and shutdown
commands.

You can keep the CLI Console open as you move from page to page, configure, and deploy features. For
example, after deploying a new static route, you could use ping in the CLI Console to verify that the target
network is reachable.

The CLI Console uses the base FTD CLI. You cannot enter the diagnostic CLI, expert mode, or FXOS CLI
(on models that use FXOS) using the CLI Console. Use SSH if you need to enter those other CLI modes.

For detailed information on commands, see Cisco Firepower Threat Defense Command Reference,
https://www.cisco.com/c/en/us/td/docs/security/firepower/command _ref/b_ Command Reference for
Firepower Threat Defense.html.

Notes:

« Although ping is supported in CLI Console, the ping system command is not supported.

* The system can process at most 2 concurrent commands. Thus, if another user is issuing commands (for
example, using the REST API), you might need to wait for other commands to complete before entering
a command. If this is a persistent problem, use an SSH session instead of the CLI Console.

» Commands return information based on the deployed configuration. If you make a configuration change
in the FDM, but do not deploy it, you will not see the results of your change in the command output. For
example, if you create a new static route but do not deploy it, that route will not appear in show route
output.
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Using FDM and the REST APl Together .

Procedure

Click the CLI Console button in the upper right of the web page.

Type the commands at the prompt and press Enter.

Some commands take longer to produce output than others, please be patient. If you get a message that the
command execution timed out, please try again. You will also get a time out error if you enter a command
that requires interactive responses, such as show perfstats. If the problem persists, you might need to use an
SSH client instead of the CLI Console.

Following are some tips on how to use the window.

* Press the Tab key to automatically complete a command after partially typing it. Also, Tab will list out
the parameters available at that point in the command. Tab works down to three levels of keyword. After
three levels, you need to use the command reference for more information.

* You can stop command execution by pressing Ctrl+C.

* To move the window, click and hold anywhere in the header, then drag the window to the desired location.
* Click the Expand (E) or Collapse (E) button to make the window bigger or smaller.

* Click the Undock Into Separate Window () button to detach the window from the web page into its
own browser window. To dock it again, click the Dock to Main Window (@) button.

* Click and drag to highlight text, then press Ctrl+C to copy output to the clipboard.
* Click the Clear CLI (ﬂ) button to erase all output.

* Click the Copy Last Output (ﬂ) button to copy the output from the last command you entered to the
clipboard.

When you are finished, simply close the console window. Do not use the exit command.

Although the credentials you use to log into the FDM validate your access to the CLI, you are never actually
logged into the CLI when using the console.

Using FDM and the REST API Together

When you set up the device in local management mode, you can configure the device using the FDM and the
FTD REST APL In fact, the FDM uses the REST API to configure the device.

However, please understand that the REST API can provide additional features than the ones available through
the FDM. Thus, for any given feature, you might be able to configure settings using the REST API that cannot
appear when you view the configuration through the FDM.

If you do configure a feature setting that is available in the REST API but not in the FDM, and then make a
change to the overall feature (such as remote access VPN) using the FDM, that setting might be undone.
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Whether an API-only setting is preserved can vary, and in many cases, API changes to settings not available
in the FDM are preserved through the FDM edits. For any given feature, you should verify whether your
changes are preserved.

In general, you should avoid using both the FDM and the REST API simultaneously for any given feature.
Instead, choose one method or the other, feature by feature, for configuring the device.

You can view, and try out, the API methods using API Explorer. Click the more options button ( * ) and choose
API Explorer.
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CHAPTER 2

Best Practices: Use Cases for FTD

The following topics explain some common tasks you might want to accomplish with FTD using the FDM.
These use cases assume that you completed the device configuration wizard and that you retained this initial
configuration. Even if you modified the initial configuration, you should be able to use these examples to
understand how to use the product.

* How to Configure the Device in FDM, on page 43

* How to Gain Insight Into Your Network Traffic, on page 48

* How to Block Threats, on page 55

* How to Block Malware, on page 60

» How to Implement an Acceptable Use Policy (URL Filtering), on page 63
* How to Control Application Usage, on page 68

* How to Add a Subnet, on page 71

* How to Passively Monitor the Traffic on a Network, on page 76

* More Examples, on page 81

How to Configure the Device in FDM

After you complete the setup wizard, you should have a functioning device with a few basic policies in place:
* An outside and an inside interface. No other data interfaces are configured.
* (Firepower 4100/9300) No data interfaces are pre-configured.

* (ISA 3000) A bridge group contains 2 inside interfaces and 2 outside interfaces. You need to manually
set the IP address of BVI1 to complete your setup.

* (Except for the Firepower 4100/9300) Security zones for the inside and outside interfaces.

* (Except for the Firepower 4100/9300) An access rule trusting all inside to outside traffic. For the ISA
3000, there are access rules that allow all traffic from inside to outside, and from outside to inside.

* (Except for the Firepower 4100/9300 and ISA 3000) An interface NAT rule that translates all inside to
outside traffic to unique ports on the IP address of the outside interface.

* (Except for the Firepower 4100/9300 and ISA 3000) A DHCP server running on the inside interface.

The following steps provide an overview of additional features you might want to configure. Please click the
help button (?) on a page to get detailed information about each step.
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Procedure

Step 1 Choose Device, then click View Configuration in the Smart License group.

Click Enable for each of the optional licenses you want to use: Threat, Malware, URL. If you registered the
device during setup, you can also enable the RA VPN license desired. Read the explanation of each license
if you are unsure of whether you need it.

If you have not registered, you can do so from this page. Click Register Device and follow the instructions.
Please register before the evaluation license expires.

For example, an enabled Threat license should look like the following:

Threat DISABLE

nse allows you to perform intrusion detection and prevention and file control. You must
t in access rules. You also must have this license to

hav is license to app!
file policies that ¢

Includes: Q; Intrusion Policy

Step 2 If you wired other interfaces, choose Device, then click the link in the Interfaces summary, and then click
the interfaces type to view the list of interfaces.

* For the Firepower 4100/9300, no data interfaces are pre-configured with names, IP addresses, or security
zones, so you need to enable and configure any interfaces that you want to use.

* Because the ISA 3000 comes pre-configured with a bridge group containing all data interfaces, there is
no need to configure these interfaces. However, you must manually configure an IP address for the BVI.
If you want to break apart the bridge group, you can edit it to remove the interfaces you want to treat
separately. Then you can configure those interfaces as hosting separate networks.

For other models, you can create a bridge group for the other interfaces, or configure separate networks,
or some combination of both.

* For the Firepower 1010, all interfaces except for Ethernet1/1 (outside) are access mode switch ports
assigned to VLANT1 (inside). You can change switch ports to be firewall ports; add new VLAN interfaces
and assign switch ports to them; or configure trunk mode switch ports.

Click the edit icon (O) for each interface to define the IP address and other settings.

The following example configures an interface to be used as a “demilitarized zone” (DMZ), where you place
publically-accessible assets such as your web server. Click Save when you are finished.
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Edit Physical Interface (

Interface Name Mode Status

dmz Routed v D

Description

IPv4 Address IPvE Address Advanced Options

Type

Static v

IP Address and Subnet Mask

192.168.6.1 / 24

Step 3 If you configured new interfaces, choose Objects, then select Security Zones from the table of contents.

Edit or create new zones as appropriate. Each interface must belong to a zone, because you configure policies
based on security zones, not interfaces. You cannot put the interfaces in zones when configuring them, so you
must always edit the zone objects after creating new interfaces or changing the purpose of existing interfaces.

The following example shows how to create a new dmz-zone for the dmz interface.

Add Security Zone

MName

dmz-zone

Description

Mode

@ Routed O Passive

Interfaces

+

@ dmz

Step 4 If you want internal clients to use DHCP to obtain an IP address from the device, choose Device, then System
Settings > DHCP Server. Select the DHCP Servers tab.
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Step 5

There is already a DHCP server configured for the inside interface, but you can edit the address pool or even
delete it. If you configured other inside interfaces, it is very typical to set up a DHCP server on those interfaces.
Click + to configure the server and address pool for each inside interface.

You can also fine-tune the WINS and DNS list supplied to clients on the Configuration tab.

The following example shows how to set up a DHCP server on the inside2 interface with the address pool
192.168.4.50-192.168.4.240.

Add Server

Enabled DHCP Server ()

Interface

inside2

Address Pool

192.168.4.50-192.168.4.240

Choose Device, then click View Configuration (or Create First Static Route) in the Routing group and
configure a default route.

The default route normally points to the upstream or ISP router that resides off the outside interface. A default
IPv4 route is for any-ipv4 (0.0.0.0/0), whereas a default IPv6 route is for any-ipv6 (::0/0). Create routes for
each IP version you use. If you use DHCP to obtain an address for the outside interface, you might already
have the default routes that you need.

The routes you define on this page are for the data interfaces only. They do not impact the management
interface. Set the management gateway on System Settings > Management Interface.

The following example shows a default route for IPv4. In this example, isp-gateway is a network object that
identifies the IP address of the ISP gateway (you must obtain the address from your ISP). You can create this
object by clicking Create New Network at the bottom of the Gateway drop-down list.

Add Static Route

Protocol

@ Pva O mve

Gateway

isp-gateway

Interface

outside

Metric

1

Networks

:.CJ any-ipvd
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Step 6

Step 7

How to Configure the Device in FDM .

Choose Policies and configure the security policies for the network.

The device setup wizard enables traffic flow between the inside-zone and outside-zone, and interface NAT
for all interfaces when going to the outside interface. Even if you configure new interfaces, if you add them
to the inside-zone object, the access control rule automatically applies to them.

However, if you have multiple inside interfaces, you need an access control rule to allow traffic flow from
inside-zone to inside-zone. If you add other security zones, you need rules to allow traffic to and from those
zones. These would be your minimum changes.

In addition, you can configure other policies to provide additional services, and fine-tune NAT and access
rules to get the results that your organization requires. You can configure the following policies:

+ SSL Decryption—If you want to inspect encrypted connections (such as HTTPS) for intrusions, malware,
and so forth, you must decrypt the connections. Use the SSL decryption policy to determine which
connections need to be decrypted. The system re-encrypts the connection after inspecting it.

* Identity—If you want to correlate network activity to individual users, or control network access based
on user or user group membership, use the identity policy to determine the user associated with a given
source IP address.

« Security Intelligence—Use the Security Intelligence policy to quickly drop connections from or to
selected IP addresses or URLs. By blocking known bad sites, you do not need to account for them in
your access control policy. Cisco provides regularly updated feeds of known bad addresses and URLs
so that the Security Intelligence block lists update dynamically. Using feeds, you do not need to edit the
policy to add or remove items in the block lists.

* NAT (Network Address Translation)—Use the NAT policy to convert internal IP addresses to externally
routeable addresses.

* Access Control—Use the access control policy to determine which connections are allowed on the
network. You can filter by security zone, IP address, protocol, port, application, URL, user or user group.
You also apply intrusion and file (malware) policies using access control rules. Use this policy to
implement URL filtering.

« Intrusion—Use the intrusion policies to inspect for known threats. Although you apply intrusion policies
using access control rules, you can edit the intrusion policies to selectively enable or disable specific
intrusion rules.

The following example shows how to allow traffic between the inside-zone and dmz-zone in the access control
policy. In this example, no options are set on any of the other tabs except for Logging, where At End of
Connection is selected.

Add Access Rule

Order Title Action
2 pae Inside_DMZ
Source/Destination Applications URLs Users Intrusion Policy File policy Loegging
SOURCE DESTINATION
Zones £ Networks 1 Port t Zones
g inside_zone B dmz-zone

Commit your changes.

a) Click the Deploy Changes icon in the upper right of the web page.
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b) Click the Deploy Now button.

You can wait until deployment completes, or click OK and check the task list or deployment history later.

How to Gain Insight Into Your Network Traffic

After completing initial device setup, you have an access control policy that allows all inside traffic access
to the Internet or other upstream network, and a default action to block all other traffic. Before you create
additional access control rules, you might find it beneficial to gain insight into the traffic that is actually
occurring on your network.

You can use the monitoring capabilities of the FDM to analyze network traffic. FDM reporting helps you
answer the following questions:

* What is my network being used for?
* Who is using the network the most?
* Where are my users going?

» What devices are they using?

» What access control rules (policies) are being hit the most?

The initial access rule can provide some insight into traffic, including policies, destinations, and security
zones. But to obtain user information, you need to configure an identity policy that requires users to authenticate
(identify) themselves. To obtain information on applications used on the network, you need to make some
additional adjustments.

The following procedure explains how to set up the FTD device to monitor traffic and provides an overview
of the end-to-end process of configuring and monitoring policies.

N

Note This procedure does not provide insight into the web site categories and reputations of sites visited by
users, so you cannot see meaningful information in the URL categories dashboard. You must implement
category-based URL filtering, and enable the URL license, to obtain category and reputation data. If
you just want to obtain this information, you can add a new access control rule that allows access to an
acceptable category, such as Finance, and make it the first rule in the access control policy. For details
on implementing URL filtering, see How to Implement an Acceptable Use Policy (URL Filtering), on
page 63.

Procedure

Step 1 To gain insight into user behavior, you need to configure an identity policy to ensure that the user associated
with a connection is identified.
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By enabling the identity policy, you can collect information about who is using the network, and what resources
they are using. This information is available in the User monitoring dashboard. User information is also
available for connection events shown in Event Viewer.

In this example, we will implement active authentication to acquire user identity. With active authentication,
the device prompts the user for username and password. Users are authenticated only when they use a web
browser for HTTP connections.

If a user fails to authenticate, the user is not prevented from making web connections. This just means that
you do not have user identity information for the connections. If you want, you can create an access control
rule to drop traffic for Failed Authentication users.

a)

b)
<)

d)
e)

g)

Click Policies in the main menu, then click ldentity.

The identity policy is initially disabled. When using active authentication, the identity policy uses your
Active Directory server to authenticate users and associate them with the IP address of the workstation
they are using. Subsequently, the system will identify traffic for that IP address as being the user's traffic.

Click Enable Identity Policy.
Click the Create Identity Rule button, or the + button, to create the rule to require active authentication.

In this example, we will assume you want to require authentication for everyone.

Enter a Name for the rule, which can be anything you choose, for example, Require Authentication.
On the Source/Destination tab, leave the defaults, which apply to Any criteria.

You can constrain the policy as you see fit to a more limited set of traffic. However, active authentication
will only be attempted for HTTP traffic, so it does not matter that non-HTTP traffic matches the
source/destination criteria. For more details about identity policy properties, see Configure Identity Rules,
on page 314

For Action, select Active Auth.

Assuming you have not configured the identity policy settings, the Identity Policy Configuration dialog
box will open because there are some undefined settings.

Configure the Captive Portal and SSL Decryption settings that are required for active authentication.

When an identity rule requires active authentication for a user, the user is redirected to the captive portal
port on the interface through which they are connected and then they are prompted to authenticate. Captive
portal requires SSL decryption rules, which the system will generate automatically, but you must select
the certificate to use for the SSL decryption rules.

« Server Certificate—Select the internal certificate to present to users during active authentication.
You can select the predefined self-signed DefaultInternalCertificate, or you can click Create New
Internal Certificate and upload a certificate that your browsers already trust.

Users will have to accept the certificate if you do not upload a certificate that their browsers already
trust.

» Port—The captive portal port. The default is 885 (TCP). If you configure a different port, it must
be in the range 1025-65535.

« Decrypt Re-Sign Certificate—Select the internal CA certificate to use for rules that implement
decryption with re-signed certificates. You can use the pre-defined NGFW-Default-Internal CA
certificate (the default), or one that you created or uploaded. If the certificate does not yet exist, click
Create Internal CA to create it. (You are prompted for the decrypt re-sign certificate only if you
have not yet enabled the SSL decryption policy.)
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If you have not already installed the certificate in client browsers, click the download button (E) to
obtain a copy. See the documentation for each browser for information on how to install the certificate.
Also see Downloading the CA Certificate for Decrypt Re-Sign Rules, on page 303.

Example:

The Identity Policy Configuration dialog box should now look like the following.

Identity Policy Configuration

Identity Policy

ACTIVE AUTHENTICATION

Server Certificate Port

DefaultinternalCertificate v 885

SSL Decryption

Decrypt Re-Sign Certificate

NGFW-Default-InternalCA v g

@ Download the selected certificate. @ Install it on all client machines for all
browsers. Read detailed instructions (2

If you do not install the certificate, users will see warnings for untrusted HTTPS
connections.

h) Click Save to save the active authentication settings.

)

The Active Authentication tab now appears below the Action setting.
On the Active Authentication tab, select HT TP Negotiate.

This allows the browser and directory server to negotiate the strongest authentication protocol, in order,
NTLM, then HTTP basic.

Note For the HTTP Basic, HTTP Response Page, and NTLM authentication methods, the user is
redirected to the captive portal using the IP address of the interface. However, for HTTP
Negotiate, the user is redirected using the fully-qualified DNS name
firewall-hostname.AD-domain-name. If you want to use HTTP Negotiate, you must also update
your DNS server to map this name to the IP addresses of all inside interfaces where you are
requiring active authentication. Otherwise, the redirection cannot complete, and users cannot
authenticate. If you cannot, or do not want to, update the DNS server, select one of the other
authentication methods.

For AD Identity Source, click Create New ldentity Realm.

If you already created your realm server object, simply select it and skip the steps for configuring the
server.

Fill in the following fields, then click OK.

* Name—A name for the directory realm.
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» Type—The type of directory server. Active Directory is the only supported type, and you cannot
change this field.

+ Directory Username, Directory Password—The distinguished username and password for a user
with appropriate rights to the user information you want to retrieve. For Active Directory, the user
does not need elevated privileges. You can specify any user in the domain. The username must be
fully qualified; for example, Administrator@example.com (not simply Administrator).

Note The system generates ldap-login-dn and ldap-login-password from this information. For
example, Administrator@example.com is translated as
cn=adminisntrator,cn=users,dc=example,dc=com. Note that cn=users is always part of this
translation, so you must configure the user you specify here under the common name
“users” folder.

» Base DN—The directory tree for searching or querying user and group information, that is, the
common parent for users and groups. For example, de=example,dc=com. For information on finding
the base DN, see Determining the Directory Base DN, on page 151.

* AD Primary Domain— The fully qualified Active Directory domain name that the device should
join. For example, example.com.

» Hostname/IP Address—The hostname or IP address of the directory server. If you use an encrypted
connection to the server, you must enter the fully-qualified domain name, not the IP address.

* Port—The port number used for communications with the server. The default is 389. Use port 636
if you select LDAPS as the encryption method.

» Encryption—To use an encrypted connection for downloading user and group information, select
the desired method, STARTTLS or LDAPS. The default is None, which means that user and group
information is downloaded in clear text.

* STARTTLS negotiates the encryption method, and uses the strongest method supported by the
directory server. Use port 389. This option is not supported if you use the realm for remote
access VPN.

* LDAPS requires LDAP over SSL. Use port 636.

» Trusted CA Certificate—If you select an encryption method, upload a Certificate Authority (CA)
certificate to enable a trusted connection between the system and the directory server. If you are
using a certificate to authenticate, the name of the server in the certificate must match the server
Hostname / IP Address. For example, if you use 10.10.10.250 as the IP address but ad.example.com
in the certificate, the connection fails.

Example:

For example, the following image shows how to create an unencrypted connection for the ad.example.com
server. The primary domain is example.com, and the directory username is Administrator@ad.example.com.
All user and group information is under the Distinguished Name (DN) ou=user,dc=example,dc=com.
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Name Type

AD

Directory Usemame Directory Password

Administrator@ad.example.com

Base DN AD Primary Domain

ou=user,dc=example,dc=com example.com

DIRECTORY SERVER CONFIGURATION

B ad.example.com:389 a
Hostname / IP Address Port

ad.example.com 389
Encryption Trusted CA certificate

NONE v

k) For AD ldentity Source, select the object you just created.

The rule should look similar to the following.

Order Title AD Identity Source Action

1 w Require_Authentication AD v

Source [ Destination Active authentication
Type ACTIVE AUTHENTICATION
HTTP Negotiate v For HTTP connections only, prc

specified identity source to obt

connections, even non-HTTP, f

Fall Back as Guest (@ prompted to authenticate agair
— access. You must configure the

Turna — Qalact tha aithantiaatis

1) Click OK to add the rule.

If you look in the upper right of the window, you can see that the Deploy icon button now has a dot, which
indicates that there are undeployed changes. Making changes in the user interface is not sufficient for
getting the changes configured on the device, you must deploy changes. Thus, you can make a set of
related changes before you deploy them, so that you do not face the potential problems of having a
partially-configured set of changes running on the device. You will deploy changes later in this procedure.

Step 2 Change the action on the Inside Outside Rule access control rule to Allow.

The Inside_Outside Rule access rule is created as a trust rule. However, trusted traffic is not inspected, so
the system cannot learn about some of the characteristics of trusted traffic, such as application, when the traffic
matching criteria does not include application or other conditions besides zone, IP address, and port. If you
change the rule to allow rather than trust traffic, the system fully inspects the traffic.
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Note (ISA 3000.) Also consider changing the Outside Inside Rule, Inside Inside Rule and
Outside Outside Rule from Trust to Allow.

a) Click Access Control on the Policies page.
b) Hover over the Actions cell on the right side of the Inside_Outside Rule row to expose the edit and delete

icons, and click the edit icon (O) to open the rule.
¢) Select Allow for the Action.

Order Title Action

1 v Inside_0Outside_Rule

d) Click OK to save the change.
Enable logging on the access control policy default action.

Dashboards contain information about connections only if the connection matches an access control rule that
enables connection logging. The Inside_Outside Rule enables logging, but the default action has logging
disabled. Thus, dashboards show information for the Inside Outside Rule only, and do not reflect connections
that do not match any rules.

a) Click anywhere in the default action at the bottom of the access control policy page.

Default Action ACCESS CONTROL: (@) BLOCK v

b) Select Select Log Action > At Beginning and End of Connection.
¢) Click OK.

Set an update schedule for the vulnerability database (VDB).

Cisco regularly releases updates to the VDB, which includes the application detectors that can identify the
application used in a connection. You should update the VDB on a regular basis. You can either manually
download updates, or you can set up a regular schedule. The following procedure shows how to set up a
schedule. By default, VDB updates are disabled, so you need to take action to get VDB updates.

a) Click Device.
b) Click View Configuration in the Updates group.

Updates

View Configuration >

¢) Click Configure in the VDB group.
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Step 5

VDB

Configure
Set recurring VDB updates

UPDATE NOW

d) Define the update schedule.

Choose a time and frequency that will not be disruptive to your network. Also, please understand that the
system will do an automatic deployment after downloading the update. This is necessary to activate the
new detectors. Thus, any configuration changes that you have made and saved but have not yet deployed
will also be deployed.

For example, the following schedule updates the VDB once a week on Sunday at 12:00 AM (using the
24-hour clock notation).

Set recurring VDB Update

Frequency

Weekly

Days of Week Time

P oo B oo

e) Click Save.

Commit your changes.

a) Click the Deploy Changes icon in the upper right of the web page.

b) Click the Deploy Now button.

You can wait until deployment completes, or click OK and check the task list or deployment history later.

What to do next

At this point, the monitoring dashboards and events should start showing information about users and
applications. You can evaluate this information for undesirable patterns and develop new access rules to
constrain unacceptable use.

If you want to start collecting information about intrusions and malware, you need to enable intrusion and
file policies on one or more access rule. You also need to enable the licenses for those features.

If you want to start collecting information about URL categories, you must implement URL filtering.
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How to Block Threats

Step 1

Step 2

You can implement next generation Intrusion Prevention System (IPS) filtering by adding intrusion policies
to your access control rules. Intrusion policies analyze network traffic, comparing the traffic contents against
known threats. If a connection matches a threat you are monitoring, the system drops the connection, thus
preventing the attack.

All other traffic handling occurs before network traffic is examined for intrusions. By associating an intrusion
policy with an access control rule, you are telling the system that before it passes traffic that matches the
access control rule's conditions, you first want to inspect the traffic with an intrusion policy.

You can configure intrusion policies on rules that allow traffic only. Inspection is not performed on rules set
to trust or block traffic. In addition, you can configure an intrusion policy as part of the default action if the
default action is allow.

The intrusion policies are designed by the Cisco Talos Intelligence Group (Talos), who set the intrusion and
preprocessor rule states and advanced settings.

Besides inspecting traffic that you allow for potential intrusions, you can use the Security Intelligence policy
to preemptively block all traffic to or from known bad IP addresses, or to known bad URLs.

Procedure

If you have not already done so, enable the Threat license.

You must enable the Threat license to use intrusion policies and Security Intelligence. If you are currently
using the evaluation license, you are enabling an evaluation version of the license. If you have registered the
device, you must purchase the required license and add it to your Smart Software Manager account on
Cisco.com.

a) Click Device.
b) Click View Configuration in the Smart License group.

Smart License

View Conflguration >

¢) Click Enable in the Threat group.

The system registers the license with your account, or activates the evaluation license, as appropriate. The
group should indicate that the license is enabled, and the button changes to a Disable button.

Threat DISABLE

Select an intrusion policy for one or more access rules.
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Determine which rules cover traffic that should be scanned for threats. For this example, we will add intrusion
inspection to the Inside Outside Rule.

a)

b)

d)
e)

Click Policies in the main menu.
Ensure that the Access Control policy is displayed.

Hover over the Actions cell on the right side of the Inside_Outside Rule row to expose the edit and delete

icons, and click the edit icon (O) to open the rule.
If you have not already done so, select Allow for the Action.

Order Title Action

1 v Inside_Outside_Rule

Click the Intrusion Policy tab.
Click the Intrusion Policy toggle to enable it, then select the intrusion policy.

The Balanced Security and Connectivity policy is appropriate for most networks. It provides a good
intrusion defense without being overly aggressive, which has the potential of dropping traffic that you
might not want to be dropped. If you determine that too much traffic is getting dropped, you can ease up
on intrusion inspection by selecting the Connectivity over Security policy.

If you need to be aggressive about security, try the Security over Connectivity policy. The Maximum
Detection policy offers even more emphasis on network infrastructure security with the potential for even
greater operational impact.

Edit Access Rule

Order Title Action
1 o Inside_Outside_Rule Bl Allow
Source/Destination Applications URLs Users Intrusion Policy Fili

INTRUSION POLICY

@

LEVEL OF INTRUSION POLICY

Balanced Security and Connectivity v

BALANCED SECURITY AND CONNECTIMTY

This policy is designed to balance overall network performance with network infrastructure
security. This policy is appropriate for most networks. Select this policy for most situations
where you want to apply intrusion prevention.

f) Click OK to save the change.
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Step 3 (Optional.) Go to Policies > Intrusion, click the gear icon, and configure a syslog server for the intrusion
policy.

Intrusion events do not use the syslog server configured for the access control rule.

Step 4 Set an update schedule for the intrusion rule database.

Cisco regularly releases updates to the intrusion rule database, which is used by intrusion policies to determine
whether connections should be dropped. You should update the rule database on a regular basis. You can

either manually download updates, or you can set up a regular schedule. The following procedure shows how
to set up a schedule. By default, database updates are disabled, so you need to take action to get updated rules.

a) Click Device.
b) Click View Configuration in the Updates group.

Updates

View Configuration >

¢) Click Configure in the Rule group.

Rule

Conflgure
Set recurring Rule updates

UPDATE NOW

d) Define the update schedule.

Choose a time and frequency that will not be disruptive to your network. Also, please understand that the
system will do an automatic deployment after downloading the update. This is necessary to activate the
new rules. Thus, any configuration changes that you have made and saved but have not yet deployed will
also be deployed.

For example, the following schedule updates the rule database once a week on Monday at 12:00 AM
(using the 24-hour clock notation).
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Set recurring Rule Update

Frequency

Weekly

Days of Week Time

m v at 00 v - 00 v

Click Save.

Step 5 Configure the Security Intelligence policy to preemptively drop connections with known bad hosts and sites.

By using Security Intelligence to block connections with hosts or sites that are known to be threats, you save
your system the time needed to do deep packet inspection to identify threats in each connection. Security
Intelligence provides an early block of undesirable traffic, leaving more system time to handle the traffic you
really care about.

a)
b)
©)

d)
e)
f)

2)

h)

Click Device, then click View Configuration in the Updates group.

Click Update Now in the Security Intelligence Feeds group.

Also, click Configure and set a recurring update for the feeds. The default, Hourly, is appropriate for
most networks but you can decrease the frequency if necessary.

Click Policies, then click the Security Intelligence policy.

Click Enable Security Intelligence if you have not already enabled the policy.

On the Network tab, click + in the block/drop list, and select all of the feeds on the Network Feeds tab.
You can click the i button next to a feed to read a description of each feed.

If you see a message that there are no feeds yet, please try again later. The feeds download has not yet
completed. If this problem persists, ensure that there is a path between the management IP address and
the Internet.

Click OK to add the selected feeds.

If you know of additional bad IP addresses, you can click + > Network Objects and add the objects that
contain the addresses. You can click Create New Network Object at the bottom of the list to add them
now.

Click the URL tab, then click + > URL Feeds in the block/drop list, and select all of the URL feeds. Click
OK to add them to the list.

Similar to the network list, you can add your own URL objects to the list to block additional sites that are
not in the feeds. Click + > URL Objects. You can add new objects by clicking Create New URL Object
at the end of the list.

Click the gear icon, and enable Connection Events Logging, to enable the policy to generate Security
Intelligence events for matched connections. Click OK to save your changes.

If you do not enable connection logging, you will have no data to use to evaluate whether the policy is
performing to expectations. If you have an external syslog server defined, you can select it now so that
the events are also sent to that server.
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Step 6

How to Block Threats .

Logging Settings

CONNECTION EVENTS LOGGING D

j) Asneeded, you can add network or URL objects to the Do Not Block list on each tab to create exceptions
to the blocked list.

The Do Not Block lists are not real "allow" lists. They are exception lists. If an address or URL in the
exception list also appears in the blocked list, the connection for the address or URL is allowed to pass
on to the access control policy. This way, you can block a feed, but if you later find that a desirable address
or site is being blocked, you can use the exception list to override that block without needing to remove
the feed entirely. Keep in mind that these connections are subsequently evaluated by access control, and
if configured, an intrusion policy. Thus, if any connections do contain threats, they can be identified and
blocked during intrusion inspection.

Use the Access and SI Rules dashboard, and the Security Intelligence view in the Event Viewer, to
determine what traffic is actually being dropped by the policy, and whether you need to add addresses or
URLs to the Do Not Block lists.

Commit your changes.
a) Click the Deploy Changes icon in the upper right of the web page.

b) Click the Deploy Now button.

You can wait until deployment completes, or click OK and check the task list or deployment history later.

What to do next

At this point, the monitoring dashboards and events should start showing information about attackers, targets,
and threats, if any intrusions are identified. You can evaluate this information to determine if your network
needs more security precautions, or if you need to reduce the level of intrusion policy you are using.

For Security Intelligence, you can see policy hits on the Access and SI Rules dashboard. You can also see
Security Intelligence events in the Event Viewer. Security Intelligence blocks are not reflected in intrusion
threat information, because the traffic is blocked before it can be inspected.
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How to Block Malware

Step 1

Users are continually at risk of obtaining malicious software, or malware, from Internet sites or other
communication methods, such as e-mail. Even trusted web sites can be hijacked to serve malware to
unsuspecting users. Web pages can contain objects coming from different sources. These objects can include
images, executables, Javascript, advertisements, and so forth. Compromised web sites often incorporate objects
hosted on external sources. Real security means looking at each object individually, not just the initial request.

Use file policies to detect malware using malware defense. You can also use file policies to perform file
control, which allows control over all files of a specific type regardless of whether the files contain malware.

Malware defense uses the AMP Cloud to retrieve dispositions for possible malware detected in network traffic.
The management interface must have a path to the Internet to reach the AMP Cloud and perform malware
lookups. When the device detects an eligible file, it uses the file's SHA-256 hash value to query the AMP
Cloud for the file's disposition. The possible disposition can be clean, malware, or unknown (no clear verdict).
If the AMP Cloud is unreachable, the disposition is unknown.

By associating a file policy with an access control rule, you are telling the system that before it passes traffic
that matches the access control rule's conditions, you first want to inspect any files in the connection.

You can configure file policies on rules that allow traffic only. Inspection is not performed on rules set to
trust or block traffic.

Procedure

If you have not already done so, enable the Malware and Threat licenses.

You must enable the Malware to use file policies in addition to the Threat license, which is required for
intrusion policies. If you are currently using the evaluation license, you are enabling an evaluation version of
the licenses. If you have registered the device, you must purchase the required licenses and add them to your
Smart Software Manager account on Cisco.com.

a) Click Device.
b) Click View Configuration in the Smart License group.

Smart License

View Conflguration >

¢) Click Enable in the Malware group, and if not already enabled, the Threat group.
The system registers the license with your account, or activates the evaluation license, as appropriate. The

group should indicate that the license is enabled, and the button changes to a Disable button.

Malware L
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Step 2 Select a file policy for one or more access rules.

Determine which rules cover traffic that should be scanned for malware. For this example, we will add file
inspection to the Inside Outside Rule.

a) Click Policies in the main menu.
Ensure that the Access Control policy is displayed.

b) Hover over the Actions cell on the right side of the Inside_Outside Rule row to expose the edit and delete
icons, and click the edit icon (o) to open the rule.

¢) Ifyou have not already done so, select Allow for the Action.

Order Title Action

1 v Inside_Outside_Rule

d) Click the File Policy tab.
e) Click the file policy you want to use.

Your main choice is between Block Malware All, which drops any files that are considered malware, or
Cloud Lookup All, which queries the AMP Cloud to determine the file's disposition, but does no blocking.
If you want to first see how files are being evaluated, use cloud lookup. You can switch to the blocking
policy later if you are satisfied with how files are being evaluated.

There are other policies available that block malware. These policies are coupled with file control, blocking
the upload of Microsoft Office, or Office and PDF, documents. That is, these policies prevent users from
sending these file types to other networks in addition to blocking malware. You can select these policies
if they fit your needs.

For this example, select Block Malware All.

- Editing Rule Inside_Outside_Rule (-]

Name: | Inside_Outside_Rule B Logging B Time Range: | None Rule Enabled ()

PEY

B File Policy: | Block Malware Al

All Zones Networks Ports Applications Users URLs Dynamic Attributes VLAN Tags
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Step 3

Edit Access Rule

Order Title Action

1 > Inside_Outside_Rule Bl Alow ~

Source/Destination Applications URLs Users Intrusion Policy File policy
SELECT THE FILE POLICY [ CONTR(
Use file pol
Malware Pr
lock Malware All i
ikl 58 policies to |
regardless

Cuery the AMP cloud to determineg if files traversing your network contain
malware, then block files that represent threats.

f) Click the Logging tab and verify that Log Files under File Events is selected.

By default, file logging is enabled whenever you select a file policy. You must enable file logging to get
file and malware information in events and dashboards.

FILE EVENTS

Log Files

g) Click OK to save the change.

Commit your changes.
a) Click the Deploy Changes icon in the upper right of the web page.

b) Click the Deploy Now button.

You can wait until deployment completes, or click OK and check the task list or deployment history later.

What to do next

At this point, the monitoring dashboards and events should start showing information about file types and file
and malware events, if any files or malware are transmitted. You can evaluate this information to determine
if your network needs more security precautions related to file transmissions.
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How to Implement an Acceptable Use Policy (URL Filtering)

Step 1

You might have an acceptable use policy for your network. Acceptable use policies differentiate between
network activity that is appropriate in your organization and activity that is considered inappropriate. These
policies are typically focused on Internet usage, and are geared towards maintaining productivity, avoiding
legal liabilities (for example, maintaining a non-hostile workplace), and in general controlling web traffic.

You can use URL filtering to define an acceptable use policy with access policies. You can filter on broad
categories, such as Gambling, so that you do not need to identify every individual web site that should be
blocked. For category matches, you can also specify the relative reputation of sites to allow or block. If a user
attempts to browse to any URL with that category and reputation combination, the session is blocked.

Using category and reputation data also simplifies policy creation and administration. It grants you assurance
that the system will control web traffic as expected. Finally, because Cisco's threat intelligence is continually
updated with new URLs, as well as new categories and risks for existing URLs, you can ensure that the system
uses up-to-date information to filter requested URLs. Malicious sites that represent security threats such as
malware, spam, botnets, and phishing may appear and disappear faster than you can update and deploy new
policies.

The following procedure explains how to implement an acceptable use policy using URL filtering. For purposes
of this example, we will block sites of any reputation in several categories, risky Social Networking sites, and
an unclassified site, badsite.example.com.

Procedure

If you have not already done so, enable the URL license.

You must enable the URL license to use URL category and reputation information, or to see the information
in dashboards and events. If you are currently using the evaluation license, you are enabling an evaluation
version of the license. If you have registered the device, you must purchase the required license and add it to
your Smart Software Manager account on Cisco.com.

a) Click Device.
b) Click View Configuration in the Smart License group.

Smart License

View Conflguration >

¢) Click Enable in the URL License group.

The system registers the license with your account, or activates the evaluation license, as appropriate. The
group should indicate that the license is enabled, and the button changes to a Disable button.

URL License DISABLE
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Step 2

Create a URL filtering access control rule.

You might want to first see the categories for sites your users are visiting before making a blocking rule. If
that is the case, you can create a rule with the Allow action for an acceptable category, such as Finance.
Because all web connections must be inspected to determine if the URL belongs to this category, you would
get category information even for non-Finance sites.

But there are probably URL categories that you already know you want to block. A blocking policy also forces
inspection, so you get category information on connections to unblocked categories, not just the blocked
categories.

a)

b)
¢)

d)

Click Policies in the main menu.
Ensure that the Access Control policy is displayed.

Click + to add a new rule.
Configure the order, title, and action.

» Order—The default is to add new rules to the end of the access control policy. However, you must
place this rule ahead of (above) any rule that would match the same Source/Destination and other
criteria, or the rule will never be matched (a connection matches one rule only, and that is the first
rule it matches in the table). For this rule, we will use the same Source/Destination as the
Inside Outside Rule created during initial device configuration. You might have created other rules
as well. To maximize access control efficiency, it is best to have specific rules early, to ensure the
quickest decision on whether a connection is allowed or dropped. For the purposes of this example,
select 1 as the rule order.

* Title—Give the rule a meaningful name, such as Block Web_Sites.

» Action—Select Block.

Order Title Action

1 v Block_Web_Sites @ Block v

On the Source/Destination tab, click + for Source > Zones, select inside_zone, then click OK in the
zones dialog box.

Adding any of the criteria works the same way. Clicking + opens a little dialog box, where you click the
items you want to add. You can click multiple items, and clicking a selected item de-selects it; the check
marks indicate the selected items. But nothing is added to the policy until you click the OK button; simply
selecting the items is not sufficient.
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Source/Destination Applications URLs Ust
SOURCE
Zones +  Networks +

ﬂ outside_zone

Create New Security Zone CANCEL n

e) Using the same technique, select outside_zone for Destination > Zones.

Source/Destination Applications URLs Users Intrusion Policy File policy Logging

SOURCE DESTINATION

Zones +  Networks +  Ports +  Zones +
8 inside_zone B outside_zone

f) Click the URLS tab.
g) Click the + for Categories, and select the categories you want to fully or partially block.

For purposes of this example, select Botnets, Malicious Sites, Malware Sites, and Social Networking.
There are additional categories that you would most likely want to block. If you know of a site that you
want to block, but you are unsure of the category, enter the URL in the in the URL to Check field and
click Go. You will be taken to a web site that shows the results of the lookup.

URLs Users e Intrusion I"-:JIE(:';ﬂ File ;:lc-lic-,rIB Logging
CATEGORIES
E Botnets Reputation: Risk Any w
E Malicious Sites Reputation: Risk Any e
a Malware Sites Reputation: Risk Any ~
Social Metworking Reputation: Risk Any b

h) To implement reputation-sensitive blocking for the Social Networking category, click Reputation: Risk
Any for that category, deselect Any, then move the slider to Questionable. Click away from the slider
to close it.
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E Social Metworking Reputation: Questionable ~

ANY o—

Questio...  Untrusted

The left of the reputation slider indicates sites that will be allowed, the right side are sites that will be
blocked. In this case, only Social Networking sites with reputations in the Questionable and Untrusted
ranges will be blocked. Thus, your users should be able to get to commonly-used Social Networking sites,
where there are fewer risks.

Using reputation, you can selectively block sites within a category you otherwise want to allow.

i) Click the + next to the URLS list to the left of the categories list.
j) At the bottom of the popup dialog box, click the Create New URL link.
k) Enter badsite.example.com for both the name and URL, then click OK to create the object.

You can name the object the same as the URL or give the object a different name. For the URL, do not
include the protocol portion of the URL, just add the server name.

New URL Object

Name

badsite.example.com

Description

URL

badsite example.com
1) Select the new object, then click OK.

Adding new objects while editing policies simply adds the object to the list. The new object is not
automatically selected.
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Order Title Action
1 v Block_Web_Sites @ Block v
. e B e : - i : N :
Source/Destination URLs Users Intrusion Policy File policy Logging
URLS CATEGORIES
{,"-7 badsite_example_com a Botnets Reputation: Risk Any
a Malicious Sites Reputation: Risk Any

a Malware Sites

ﬁ Social Networking

Reputation: Risk &Any

Reputation: Questionable

m) Click the Logging tab and select Select Log Action > At Beginning and End of Connection.

You must enable logging to get category and reputation information into the web category dashboard and
connection events.

n) Click OK to save the rule.
(Optional.) Set preferences for URL filtering.

When you enable the URL license, the system automatically enables updates to the web category database.
The system checks for updates every 30 minutes, although the data is typically updated once per day. You
can turn off these updates if for some reason you do not want them.

You can also elect to send URLs that are not categorized to Cisco for analysis. Thus, if the installed URL
database does not have a categorization for a site, the Cisco Cloud might have one. The cloud returns the
category and reputation, and your category-based rules can then be applied correctly to the URL request.
Selecting this option is important for lower-end systems, which install a smaller URL database due to memory
limitations. You can set a time to live for the lookup results: the default is Never, which means lookup results
are never refreshed.

a) Click Device.

b) Click System Settings > Traffic Settings > URL Filtering Preferences.
¢) Select Query Cisco CSI for Unknown URLSs.

d) Select a reasonable URL Time to Live, such as 24 hours.

e) Click Save.

Commit your changes.

a) Click the Deploy Changes icon in the upper right of the web page.

b) Click the Deploy Now button.

You can wait until deployment completes, or click OK and check the task list or deployment history later.
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What to do next

At this point, the monitoring dashboards and events should start showing information about URL categories
and reputations, and which connections were dropped. You can evaluate this information to determine if your
URL filtering is dropping just those sites that are objectionable, or if you need to ease up on the reputation
setting for certain categories.

Consider informing users beforehand that you will be blocking access to web sites based on their categorization
and reputation.

How to Control Application Usage

Step 1

The Web has become the ubiquitous platform for application delivery in the enterprise, whether that is browser
based application platforms, or rich media applications that use web protocols as the transport in and out of
enterprise networks.

FTD inspects connections to determine the application being used. This makes it possible to write access
control rules targeted at applications, rather than just targeting specific TCP/UDP ports. Thus, you can
selectively block or allow web-based applications even though they use the same port.

Although you can select specific applications to allow or block, you can also write rules based on type,
category, tag, risk, or business relevance. For example, you could create an access control rule that identifies
and blocks all high risk, low business relevance applications. If a user attempts to use one of those applications,
the session is blocked.

Cisco frequently updates and adds additional application detectors via system and vulnerability database
(VDB) updates. Thus, a rule blocking high risk applications can automatically apply to new applications
without you having to update the rule manually.

In this use case, we will block any application that belongs to the anonymizer/proxy category.

Before you begin

This use case assumes that you completed the use case How to Gain Insight Into Your Network Traffic, on
page 48. That use case explains how to collect application usage information, which you can analyze in the
Applications dashboard. Understanding what applications are actually being used can help you design effective
application-based rules. The use case also explains how to schedule VDB updates, which will not be repeated
here. Ensure that you update the VDB regularly so that applications can be correctly identified.

Procedure

Create the application-based access control rule.
a) Click Policies in the main menu.

Ensure that the Access Control policy is displayed.

b) Click + to add a new rule.
¢) Configure the order, title, and action.

» Order—The default is to add new rules to the end of the access control policy. However, you must
place this rule ahead of (above) any rule that would match the same Source/Destination and other
criteria, or the rule will never be matched (a connection matches one rule only, and that is the first
rule it matches in the table). For this rule, we will use the same Source/Destination as the

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Best Practices: Use Cases for FTD
How to Control Application Usage .

Inside Outside Rule created during initial device configuration. You might have created other rules
as well. To maximize access control efficiency, it is best to have specific rules early, to ensure the
quickest decision on whether a connection is allowed or dropped. For the purposes of this example,
select 1 as the rule order.

* Title—Give the rule a meaningful name, such as Block_Anonymizers.

» Action—Select Block.
Order Title Action

1 v Block_Anonymizers @ Block

d) On the Source/Destination tab, click + for Source > Zones, select inside_zone, then click OK in the
zones dialog box.

Source/Destination Applications URLs Ust
SOURCE
Zones + | Networks +

E outside_zone

Create New Security Zone
sreate W accunty Lont CANCEL

e) Using the same technique, select outside_zone for Destination > Zones.

source/Destination Applications URLs Users Intrusion Policy File policy Logging

SOURCE DESTINATION

Zones +  Networks + | Ports +  Zones i
@ inside_zone B ouside_zone

f) Click the Applications tab.
g) Click the + for Applications, and then click the Advanced Filter link at the bottom of the popup dialog
box.

Although you can create application filter objects beforehand and select them on the Application Filters
list here, you can also specify criteria directly in the access control rule, and optionally save the criteria
as a filter object. Unless you are writing a rule for a single application, it is easier to use the Advanced
Filter dialog box to find applications and construct appropriate criteria.
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As you select criteria, the Applications list at the bottom of the dialog box updates to show exactly which
applications match the criteria. The rule you are writing applies to these applications.

Look at this list carefully. For example, you might be tempted to block all very high risk applications.
However, as of this writing, TFPT is classified as very high risk. Most organizations would not want to
block this application. Take the time to experiment with various filter criteria to see which applications
match your selections. Keep in mind that these lists can change with every VDB update.

For purposes of this example, select anonymizers/proxies from the Categories list.

Filter Applications 7]

1 selected » Any selected

displays ads

r mobile application not work related
VolP high bandwadih
web services provider file sharing/transfer
i E-COMMmerce share media
- -
Filter the list of applications 33 Applications
T
n ASProxy ASProxy open-source web proxy
n Afrer Schoal Anonymous messaging app.
u Avocent Registered with LANA on port 1078 wepfudp
ﬂ Avoidr Web based proxy compatible with many popular social networking sites

h) Click Add in the Advanced Filters dialog box.

)

The filter is added and shown on the Applications tab.

Source/Destination Applications URLs Users Intrusion Policy

APPLICATIONS SAVEASFILTER +

¥ Categories: anonymizer/proxy

Click the Logging tab and select Select Log Action > At Beginning and End of Connection.
You must enable logging to get information about any connections blocked by this rule.

Click OK to save the rule.
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Step 2 Commit your changes.
a) Click the Deploy Changes icon in the upper right of the web page.

b) Click the Deploy Now button.

You can wait until deployment completes, or click OK and check the task list or deployment history later.

Step 3 Click Monitoring and evaluate the results.

You might now see dropped connections on the Applications widget on the Network Overview dashboard.
Use the All/Denied/Allowed drop-down options to focus just on dropped applications.

You can also find information about the applications on the Web Applications dashboard. The Applications
dashboards show protocol-related results. If someone tries to use these applications, you should be able to
correlate the application with the user attempting the connection, assuming that you enable identity policies
and require authentication.

How to Add a Subnet

If you have an available interface on your device, you can wire it to a switch (or another router) to provide
services to another subnet.

There are many potential reasons you would add a subnet. For this use case, we will address the following
typical scenario.

* The subnet is an inside network using the private network 192.168.2.0/24.

* The interface for the network has the static address 192.168.2.1. In this example, the physical interface
is devoted to the network. Another option is to use an already-wired interface and create a subinterface
for the new network.

* The device will provide addresses to workstations on the network using DHCP, using
192.168.2.2-192.168.2.254 as the address pool.

» Network access to other inside networks, and to the outside network, will be allowed. Traffic going to
the outside network will use NAT to obtain a public address.

)

Note This example assumes the unused interface is not part of a bridge group. If it is currently a bridge group
member, you must first remove it from the bridge group before following this procedure.

Before you begin

Physically connect the network cable to the interface and to the switch for the new subnet.
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Procedure

Configure the interface.

a)

b)

<)

d)

Click Device, click the link in the Interfaces summary, and then click the interfaces type to view the list
of interfaces.

Hover over the Actions cell on the right side of the row for the interface you wired, and click the edit icon
@)
Configure the basic interface properties.

* Name—A unique name for the interface. For this example, inside_2.
* Mode—Select Routed.
« Status—Click the status toggle to enable the interface.

* IPv4 Address tab—Select Static for Type, then enter 192.168.2.1/24.

Edit Physical Interface |

Interface Name Meode Status

inside_2 Routed . O

Description

IPvd Address IPv6 Address Advanced Options

Type

Static <7

IP Address and Subnet Mask

192.168.2.1 / 24

Click Save.

The interface list shows the updated interface status and the configured IP address.

GigabitEthernet1/5 inside_2 O Routed 192.168.2.1

Configure the DHCP server for the interface.

a)
b)

<)

Click Device.
Click System Settings > DHCP Server.
Click the DHCP Servers tab.

The table lists any existing DHCP servers. If you are using the default configuration, the list includes one
for the inside interface.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Best Practices: Use Cases for FTD
How to Add a Subnet .

d) Click + above the table.
e) Configure the server properties.

» Enable DHCP Server—Click this toggle to enable the server.

* Interface—Select the interface on which you are providing DHCP services. In this example, select
inside 2.

» Address Pool—The addresses the server can supply to devices on the network. Enter
192.168.2.2-192.168.2.254. Make sure you do not include the network address (.0), the interface
address (.1), or the broadcast address (.255). Also, if you need static addresses for any devices on
the network, exclude those addresses from the pool. The pool must be a single continuous series of
addresses, so choose static addresses from the beginning or ending of the range.

Add Server

Enabled DHCP Server O

Interface

inside_2

Address Pool

192.168.2.2-192.168.2.254

f) Click Add.
INTERFACE ENABLED DHCP SERVER ADDRESS POOL
inside Enabled 192.168.1.5-192.168.1.254
2 inside_2 Enabled 192.168.2.2-192.168.2.254
Step 3 Add the interface to the inside security zone.

To write policies on an interface, the interface must belong to a security zone. You write policies for the
security zones. Thus, as you add and remove interfaces in the zones, you automatically change the policies
applied to the interface.

a) Click Objects in the main menu.
b) Select Security Zones from the objects table of contents.
¢) Hover over the Actions cell on the right side of the row for the inside_zone object, and click the edit icon

@),
d) Click + under Interfaces, select the inside 2 interface, and click OK in the interfaces list.

Interfaces
+

@ inside

@ inside_2
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e) Click Save.

Security Zones
3 objects
o NAME MODE INTERFACES
1 inside_zone Routed inside, inside_2
2 outside_zone Routed outside
Step 4 Create an access control rule that allows traffic between the inside networks.

Traffic is not automatically allowed between any interfaces. You must create access control rules to allow the
traffic that you want. The only exception is if you allow traffic in the access control rule's default action. For
the purposes of this example, we will assume you retained the block default action that the device setup wizard
configures. Thus, you need to create a rule that will allow traffic between the inside interfaces. If you have
already created a rule like this, skip this step.

a) Click Policies in the main menu.
Ensure that the Access Control policy is displayed.

b) Click + to add a new rule.
¢) Configure the order, title, and action.

» Order—The default is to add new rules to the end of the access control policy. However, you must
place this rule ahead of (above) any rule that would match the same Source/Destination and other
criteria, or the rule will never be matched (a connection matches one rule only, and that is the first
rule it matches in the table). For this rule, we will use unique Source/Destination criteria, so adding
the rule to the end of the list is acceptable.

* Title—Give the rule a meaningful name, such as Allow_Inside Inside.

» Action—Select Allow.

Order Title Action

4 v Allow_Inside_Inside

d) On the Source/Destination tab, click + for Source > Zones, select inside_zone, then click OK in the
zones dialog box.
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Step5

e)

2)

h)

How to Add a Subnet .

Source/Destination Applications URLs Ust
SOURCE
Zones + | Networks +

ﬁ outside_zone

Create New Security Zone CANCEL n

Using the same technique, select inside_zone for Destination > Zones.

A security zone must contain at least two interfaces to select the same zone for source and destination.

Applications URLs Users Intrusion Policy File policy Logging
SOURCE DESTINATION
Zones +  Networks t Ports + Zones
8 inside_zone g inside_zone

(Optional.) Configure intrusion and malware inspection.

Although the inside interfaces are in a trusted zone, it is typical for users to connect laptops to the network.
Thus, a user might unknowingly bring a threat inside your network from an outside network or a Wi-Fi
hot spot. Thus, you might want to scan for intrusions and malware in traffic that goes between your inside
networks.

Consider doing the following.

* Click the Intrusion Policy tab, enable the intrusion policy, and use the slider to select the Balanced
Security and Connectivity policy.

* Click the File Policy tab, then select the Block Malware All policy.

Click the Logging tab and select Select Log Action > At Beginning and End of Connection.

You must enable logging to get information about any connections that match this rule. Logging adds
statistics to the dashboard as well as showing events in the event viewer.

Click OK to save the rule.

Verify that required policies are defined for the new subnet.

By adding the interface to the inside_zone security zone, any existing policies for inside zone automatically
apply to the new subnet. However, take the time to inspect your policies and ensure that no additional policies
are needed.

If you completed the initial device configuration, the following policies should already apply.

* Access Control—The Inside_Outside Rule should allow all traffic between the new subnet and the
outside network. If you followed the previous use cases, the policy also provides intrusion and malware
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Step 6

inspection. You must have a rule that allows some traffic between the new network and the outside
network, or users cannot access the Internet or other external networks.

* NAT—The InsideOutsideNATrule applies to any interface going to the outside interface, and applies
interface PAT. If you kept this rule, traffic from the new network going to the outside will have the IP
address translated to a unique port on the outside interface's IP address. If you do not have a rule that
applies to all interfaces, or the inside zone interfaces, when going to the outside interface, you might
need to create one now.

* Identity—There is no default identity policy. However, if you followed previous use cases, you might
have an identity policy that already requires authentication for the new network. If you do not have an
identity policy that applies, create one now if you want to have user-based information for the new
network.

Commit your changes.
a) Click the Deploy Changes icon in the upper right of the web page.

b) Click the Deploy Now button.

You can wait until deployment completes, or click OK and check the task list or deployment history later.

What to do next

Verify that workstations on the new subnet are getting IP addresses using DHCP, and that they can reach
other inside networks and the outside network. Use the monitoring dashboards and the event viewer to evaluate
network usage.

How to Passively Monitor the Traffic on a Network

A FTD device is normally deployed as an active firewall and IPS (intrusion prevention system) security device.
The core function of the device is to provide active protection to the network, dropping undesirable connections
and threats.

However, you can also deploy the system in a passive mode, where the device simply analyzes the traffic on
monitored switch ports. This mode is mainly for demonstration or testing purposes, so that you can become
comfortable with the device before deploying it as an active firewall. Using a passive deployment, you can

monitor the kinds of threats that appear on the network, the URL categories users are browsing, and so forth.

Although you would normally use passive mode for demonstration or testing purposes only, you can also use
passive mode in a production environment if it provides a service that you need, such as IDS (intrusion
detection system, without prevention). You can mix passive interfaces with active firewall routed interfaces
to provide the exact combination of services required by your organization.

The following procedure explains how to deploy the system passively to analyze the traffic coming through
a limited number of switch ports.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Best Practices: Use Cases for FTD

Step 1

Step 2

How to Passively Monitor the Traffic on a Network .

\)

Note This example is for a hardware FTD device. You can also use passive mode for FTDv, but the network

setup is different. For details, see Configure the VLAN for a FTDv Passive Interface, on page 259.
Otherwise, this procedure also applies to FTDv.

Before you begin

This procedure assumes that you have connected the inside and outside interfaces and completed the initial
device setup wizard. Even in a passive deployment, you need a connection to the Internet to download updates
for the system databases. You also need to be able to connect to the management interface to open FDM,
which you can do through direct connections to the inside or management port.

The example also assumes that you have enabled syslog for intrusion policies on the Policies > Intrusion
page.

Procedure

Configure a switch port as a SPAN (Switched Port Analyzer) port and configure a monitoring session for the
source interfaces.

The following example sets up a SPAN port and monitoring session for two source interfaces on a Cisco
Nexus 5000 series switch. If you are using a different type of switch, the required commands might be different.

switch (config) # interface Ethernetl/48

switch(config-if)# switchport monitor

switch (config-if)# exit

switch (config)# monitor session 1

switch (config-monitor)# source interface ethernet 1/7

switch (config-monitor)# source interface ethernet 1/8
( destination interface ethernet 1/48
(

)
switch (config-monitor)
) # no shut

#
switch (config-monitor) #
To verify:

switch# show monitor session 1 brief
session 1

type : local

state :oup

source intf :
rx : Ethl/7 Ethl/8
tx : Ethl/7 Ethl/8
both : Ethl/7 Ethl/8

source VSANs :
destination ports : Ethl/48

Legend: f = forwarding enabled, 1 = learning enabled

Connect the FTD interface to the SPAN port on the switch.
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It is best to select a currently unused port on the FTD device. Based on the example switch configuration, you
would connect the cable to Ethernet 1/48 on the switch. This is the destination interface for the monitoring
session.

Step 3 Configure the FTD interface in passive mode.
a) Click Device, then click the link in the Interfaces summary, and then click Interfaces or EtherChannels.
b) Click the edit icon (o) for the physical interface or EtherChannel you want to edit.

Pick a currently unused interface. If you intend to convert an in-use interface to a passive interface, you
need to first remove the interface from any security zone and remove all other configurations that use the
interface.

c¢) Set the Status slider to the enabled setting (Q).
d) Configure the following:

* Interface Name—The name for the interface, up to 48 characters. Alphabetic characters must be
lower case. For example, monitor.

* Mode—Select Passive.

Interface Name Mode Status
monitor Passive . O
e) Click OK.
Step 4 Create a passive security zone for the interface.

a) Select Objects, then select Security Zones from the table of contents.

b) Click the + button.

¢) Enter a Name for the object and optionally, a description. For example, passive_zone.
d) For Mode, select Passive.

e) Click + and select the passive interface.

Name

passive_zone

Description

Mode
Routed @ Passive

Interfaces

@ monitor
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Step 5

How to Passively Monitor the Traffic on a Network .

f) Click OK.
Configure one or more access control rules for the passive security zone.

The number and type of rules you create depends on the information you want to gather. For example, if you
want to configure the system as an IDS (intrusion detection system), you need at least one Allow rule with
an assigned intrusion policy. If you want to collect URL category data, you need at least one rule that has a
URL category specification.

You can create Block rules to see what connections the system would have blocked on an actively routed
interface. These connections are not actually blocked, because the interface is passive, but you will see clearly
how the system would have groomed the traffic on the network.

The following use cases cover the main uses for access control rules. These also apply to passive interfaces.
Simply select the passive security zone as the source zone for the rules you create.

» How to Block Threats, on page 55
* How to Block Malware, on page 60
* How to Implement an Acceptable Use Policy (URL Filtering), on page 63

* How to Control Application Usage, on page 68

The following procedure creates two Allow rules to apply an intrusion policy and to collect URL category
data.

a) Select Policies > Access Control.

b) Click + to add a rule allowing all traffic, but applying an intrusion policy.

¢) Select 1 as the rule order. This rule is more specific than the default rule, but does not overlap with it. If
you already have custom rules, select an appropriate position so that traffic to the passive interface is not
matched to those rules instead.

d) Enter a name for the rule, for example, Passive_IDS.

e) Select Allow as the Action.

f) On the Source/Destination tab, select the passive zone under Source > Zones. Do not configure any
other options on the tab.

When running in evaluation mode, the rule should look like the following at this point:

Order Title Action
1 bt Passive_|DS
Source/Destination Applications URLs @ Users @ Intrusion Policy o
SOURCE
Zones Networks Paorts
™
3 Passive_zone

g) Click the Intrusion Policy tab, click the slider to On, and select an intrusion policy such as the Balanced
Security and Connectivity policy, which is recommended for most networks.
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INTRUSION POLICY

«@©

LEVEL OF INTRUSION POLICY

Balanced Security and Connectivity ~

h) Click the Logging tab and select At End of Connection for the logging option.

SELECT LOG ACTION

At Beginning and End of Connection
@ At End of Connection

") Mo Connection Legging

i) Click OK.
j)  Click + to add a rule that will require that the system do deep inspection to determine the URL and category
for all HTTP requests.

This rule makes it possible for you to see URL category information in the dashboards. To save processing
time and improve performance, the system determines URL category only if there is at least one access
control rule that specifies a URL category condition.

k) Select 1 as the rule order. This will place it above the previous rule (Passive IDS). If you place it after
that rule (which applies to all traffic), the rule you are creating now would never be matched.

1) Enter a name for the rule, for example, Determine_URL_Category.
m) Select Allow as the Action.

Alternatively, you could select Block. Either action will accomplish your goal for this rule.

n) On the Source/Destination tab, select the passive zone under Source > Zones. Do not configure any
other options on the tab.

Order Title Action

1 ~ Determine_URL_Category ?
Source/Destination Applications URLs @ Users © Intrusion Policy 0
SOURCE
Zones x Networks Paorts

ﬁ passive_zone

0) Click the URLS tab, click the + next to the Categories heading, and select any of the categories. For
example, Search Engines and Portals. You can optionally select a reputation level, or leave it at the
default Any.
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Step 6

Step 7

Step 8

More Examples .

CATEGORIES

a Search Engines and Portals Reputation: Risk Any Yo

p) Click the Intrusion Policy tab, click the slider to On, and select the same intrusion policy you chose for
the first rule.

q) Click the Logging tab and select At End of Connection for the logging option.

However, if you selected Block as the action, select At Beginning and End of Connection. Because
blocked connections are not ended per se, you get log information at the beginning of the connection only.

r) Click OK.
(Optional.) Configure other security policies.
You can also configure the following security policies to see how they would impact traffic:

» ldentity—To collect user information. You can configure a rule in the identity policy to ensure that the
user associated with a source IP address is identified. The process for implementing identity policies for
passive interfaces is the same as the one for routed interfaces. Please follow the use case described in
How to Gain Insight Into Your Network Traffic, on page 48.

« Security Intelligence—To block known bad IP addresses and URLs. For details, see How to Block
Threats, on page 55.

Note All encrypted traffic on passive interfaces is classified as undecryptable, so SSL decryption rules
are ineffective and do not apply to passive interfaces.

Commit your changes.
a) Click the Deploy Changes icon in the upper right of the web page.

b) Click the Deploy Now button.
You can wait until deployment completes, or click OK and check the task list or deployment history later.
Use the monitoring dashboards to analyze the kinds of traffic and threats that are coming across the network.

If you decide you want the FTD device to actively drop unwanted connections, redeploy the device so that
you can configure active routed interfaces that provide firewall protection for the monitored network.

More Examples

In addition to the examples in the Use Case chapter, there are example configurations in some of the chapters
that explain specific services. You might find the following examples of interest.

Access Control

* How to Control Network Access Using TrustSec Security Group Tags, on page 350
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Network Address Translation (NAT)
NAT for IPv4 addresses
* Providing Access to an Inside Web Server (Static Auto NAT), on page 429
* Single Address for FTP, HTTP, and SMTP (Static Auto NAT-with-Port-Translation), on page 432
* Different Translation Depending on the Destination (Dynamic Manual PAT), on page 438

* Different Translation Depending on the Destination Address and Port (Dynamic Manual PAT), on
page 444

* DNS Reply Modification, DNS Server on Outside, on page 456
* DNS Reply Modification, DNS Server on Host Network, on page 459

» Exempting Site-to-Site VPN Traffic from NAT, on page 485

NAT for 1Pv6 addresses
* NAT64/46 Example: Inside [Pv6 Network with Outside IPv4 Internet, on page 415

* NAT64/46 Example: Inside IPv6 Network with Outside IPv4 Internet and DNS Translation, on
page 418

* NAT66 Example, Static Translation between Networks, on page 422
* NAT66 Example, Simple IPv6 Interface PAT, on page 425
* DNS 64 Reply Modification, on page 450

Remote Access Virtual Private Network (RA VPN)
* How to Implement RADIUS Change of Authorization, on page 524

* How to Configure Two-Factor Authentication using Duo LDAP, on page 532

* How to Provide Internet Access on the Outside Interface for Remote Access VPN Users (Hair
Pinning), on page 538

* How to Use a Directory Server on an Outside Network with Remote Access VPN, on page 543
* How to Control RA VPN Access By Group, on page 556

* How to Customize the AnyConnect Client Icon and Logo, on page 560

Site-to-Site Virtual Private Network (VPN)
* Exempting Site-to-Site VPN Traffic from NAT, on page 485
* How to Provide Internet Access on the Outside Interface for External Site-to-Site VPN Users (Hair
Pinning), on page 490
SSL/TLS Decryption
» Example: Blocking Older SSL/TLS Versions from the Network, on page 305

FlexConfig Policy
* How to Enable and Disable Global Default Inspections, on page 652
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* How to Undo Your FlexConfig Changes, on page 657
* How to Enable Inspections for Unique Traffic Classes, on page 658

* How to Configure Precision Time Protocol (ISA 3000), on page 663
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Licensing the System

The following topics explain how to license the FTD device.

* Smart Licensing for the Firewall System, on page 85
* Managing Smart Licenses, on page 88

Smart Licensing for the Firewall System

Cisco Smart Licensing is a flexible licensing model that provides you with an easier, faster, and more consistent
way to purchase and manage software across the Cisco portfolio and across your organization. And it’s
secure—you control what users can access. With Smart Licensing you get:

« Easy Activation: Smart Licensing establishes a pool of software licenses that can be used across the
entire organization—no more PAKs (Product Activation Keys).

+ Unified Management: My Cisco Entitlements (MCE) provides a complete view into all of your Cisco
products and services in an easy-to-use portal, so you always know what you have and what you are
using.

« License Flexibility: Your software is not node-locked to your hardware, so you can easily use and
transfer licenses as needed.
To use Smart Licensing, you must first set up a Smart Account on Cisco Software Central (software.cisco.com).

For a more detailed overview on Cisco Licensing, go to cisco.com/go/licensingguide

Cisco Smart Software Manager

When you purchase one or more licenses for the FTD device, you manage them in the Cisco Smart Software
Manager: https://software.cisco.com/#SmartLicensing-Inventory. The Cisco Smart Software Manager lets
you create a primary account for your organization.

By default, your licenses are assigned to the Default Virtual Account under your primary account. As the
account administrator, you can create additional virtual accounts; for example, for regions, departments, or
subsidiaries. Multiple virtual accounts help you manage large numbers of licenses and appliances.

Licenses and appliances are managed per virtual account; only that virtual account’s appliances can use the
licenses assigned to the account. If you need additional licenses, you can transfer an unused license from
another virtual account. You can also transfer appliances between virtual accounts.
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When you register a device with Cisco Smart Software Manager, you create a Product Instance Registration
Token in the manager, and then enter it in FDM. A registered device becomes associated with a virtual account
based on the token that is used.

For more information about the Cisco Smart Software Manager, see the online help for the manager.

Periodic Communication with the License Authority

When you use a Product Instance Registration Token to register the FTD device, the device registers with the
Cisco License Authority. The License Authority issues an ID certificate for communication between the device
and the License Authority. This certificate is valid for one year, although it will be renewed every six months.
If an ID certificate expires (usually in nine months or a year with no communication), the device reverts to a
de-registered state and licensed feature usage is suspended.

The device communicates with the License Authority on a periodic basis. If you make changes in the Cisco
Smart Software Manager, you can refresh the authorization on the device so the changes immediately take
effect. You also can wait for the device to communicate as scheduled. Normal license communication occurs
every 12 hours, but with the grace period, your device will operate for up to 90 days without calling home.
You must contact the License Authority before 90 days have passed.

Smart License Types

The following table explains the licenses available for the FTD device.

Your purchase of a FTD device automatically includes a Base license. All additional licenses are optional.

Table 3: Smart License Types

License Duration Granted Capabilities

Base Perpetual All features not covered by the optional term licenses.

The Base license is automatically added to your
account when you register.

You must also specify whether to Allow
export-controlled functionality on the products
registered with this token. You can select this option
only if your country meets export-control standards.
This option controls your use of advanced encryption
and the features that require advanced encryption.

Threat Term-based Required to use the following policies:
* Intrusion
* File (the Malware is also required)

* Security Intelligence

Malware Term-based File policies (the Threat is also required).

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Licensing the System

Impact of Export Control Setting on Encryption Features .

License Duration Granted Capabilities

URL Term-based Category and reputation-based URL filtering.

You can perform URL filtering on individual URLs
without this license.

RA VPN: Term-based or perpetual | Remote access VPN configuration. Your base license
. based on license type. must allow export-controlled functionality to
AnyConnect Plus configure RA VPN. You select whether you meet
« AnyConnect Apex export requirements when you register the device.
« AnyConnect VPN The FDM can use any valid AnyConnect Client
Only license. The available features do not differ based on

license type. If you have not already purchased one,
see Licensing Requirements for Remote Access VPN,
on page 503.

Also see Cisco AnyConnect Ordering Guide,
http://www.cisco.com/c/dam/en/us/products/collateral/
security/anyconnect-og.pdf.

Impact of Export Control Setting on Encryption Features

When you register a device, you must also specify whether to Allow export-controlled functionality on the
products registered with this token. You can select this option only if your country meets export-control
standards. This option controls your use of advanced encryption and the features that require advanced
encryption.

Evaluation mode is treated the same as registering using a non-export-compliant account. That means that
you cannot configure remote access VPN, or use advanced encryption algorithms, when running in evaluation
mode.

Most particularly, the DES standard is available only in evaluation or non-export-compliant mode.

Thus, if you configure encrypted features, such as site-to-site VPN, or encrypt the failover connection in a
high availability group, you might end up with connection problems after registering in an export-compliant
account. If the feature was using DES in evaluation mode, that configuration will be broken after you register
the account.

Consider the following recommendations for avoiding encryption-related problems:

* Avoid configuring encrypted features, such as site-to-site VPN and encrypted failover connections, until
after you register the device.

* After registering the device using an export-compliant account, edit all encrypted features that you
configured in evaluation mode and select more secure encryption algorithms. Test and verify each of
these features to ensure they are functioning correctly.

N

Note Ifyou configured HA failover encryption in evaluation mode, you will also need to reboot both devices
in the HA group to start using stronger encryption. We recommend you remove the encryption first to
avoid a split-brain situation, where both devices consider themselves the active unit.
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Impact of Expired or Disabled Optional Licenses

If one of the following optional licenses expires, you can continue using features that require the license.
However, the license is marked out of compliance and you need to purchase the license and add it to your
account to bring the license back into compliance.

If you disable an optional license, the system reacts as follows:

* Malware—The system stops querying the Secure Malware Analytics Cloud, and also stops acknowledging
retrospective events sent from the Secure Malware Analytics Cloud. You cannot re-deploy existing access
control policies if they include file policies. Note that for a very brief time after a Malware license is
disabled, the system can use existing cached file dispositions. After the time window expires, the system
assigns a disposition of Unavailable to those files.

» Threat—The system no longer applies intrusion or file policies. For Security Intelligence policies, the
system no longer applies the policy and stops downloading feed updates. You cannot re-deploy existing
policies that require the license.

» URL—Access control rules with URL category conditions immediately stop filtering URLSs, and the
system no longer downloads updates to URL data. You cannot re-deploy existing access control policies
if they include rules with category and reputation-based URL conditions.

* RA VPN—You cannot edit the remote access VPN configuration, but you can remove it. Users can still
connect using the RA VPN configuration. However, if you change the device registration so that the
system is no longer export compliant, the remote access VPN configuration stops immediately and no
remote users can connect through the VPN.

Managing Smart Licenses

Use the Smart License page to view the current license status for the system. The system must be licensed.

The page shows you whether you are using the 90-day evaluation license, or if you have registered with the
Cisco Smart Software Manager. Once registered, you can see the status of the connection to the Cisco Smart
Software Manager as well as the status for each type of license.

Usage Authorization identifies the Smart License Agent status:

* Authorized (“Connected,” “Sufficient Licenses””)—The device has contacted and registered successfully
with the License Authority, which has authorized the license entitlements for the appliance. The device
is now In-Compliance.

* Out-of-Compliance—There is no available license entitlement for the device. Licensed features continue
to work. However, you must either purchase or free up additional entitlements to become In-Compliance.

* Authorization Expired—The device has not communicated with the Licensing Authority in 90 or more
days. Licensed features continue to work. In this state, the Smart License Agent retries its authorization
requests. If a retry succeeds, the agent enters either an Out-of-Compliance or Authorized state, and begins
a new Authorization Period. Try manually synchronizing the device.
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Note Click the i button next to the Smart License status to view the virtual account, export-controlled features,
and get a link to open the Cisco Smart Software Manager. Export-Controlled Features control software
that is subject to national security, foreign policy, and anti-terrorism laws and regulations.

The following procedure provides an overview of how to manage licenses for the system.

Procedure

Step 1 Click Device, then click View Configuration in the Smart License summary.
Step 2 Register the device.

You must register with the Cisco Smart Software Manager before you can assign the optional licenses. Register
before the end of the evaluation period.

See Registering the Device, on page 89.

Note When you register, you elect whether to send usage data to Cisco. You can change your election
by clicking the Go To Cisco Success Network link next to the gear icon.

Step 3 Request and manage the optional feature licenses.

You must register the optional licenses to use the features controlled by the license. See Enabling or Disabling
Optional Licenses, on page 90.

Step 4 Maintain system licensing.
You can do the following tasks:
* Synchronizing with the Cisco Smart Software Manager, on page 91

* Unregistering the Device, on page 91

Registering the Device

Your purchase of the FTD device automatically includes the Base license. The Base license covers all features
not covered by the optional licenses. It is a perpetual license.

During initial system setup, you are prompted to register the device with Cisco Smart Software Manager. If
you instead elected to use the 90-day evaluation license, you must register the device before the end of the
evaluation period.

When you register the device, your virtual account allocates the license to the device. Registering the device
also registers any optional licenses that you have enabled.

Before you begin

When you register a device, only that device is registered. If the device is configured for high availability,
you must log into the other unit in the high availability pair to register that unit.
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Step 1
Step 2

Procedure

Click Device, then click View Configuration in the Smart License summary.

Click Register Device and follow the instructions.

a) Click the link to open the Cisco Smart Software Manager and log into your account, or create a new one
if necessary.

b) Generate a new token.

When you create the token, you specify the amount of time the token is valid for use. The recommended
expiration period is 30 days. This period defines the expiration date of the token itself, and has no impact
on the device that you register using the token. If the token expires before you can use it, you can simply
generate a new token.

You must also specify whether to Allow export-controlled functionality on the products registered
with this token. You can select this option only if your country meets export-control standards. This
option controls your use of advanced encryption and the features that require advanced encryption.

¢) Copy and paste the token into the edit box on the Smart License Registration dialog box.
d) Select your region for Cisco Cloud Services registration.

After registration, if you need to change this region, you must unregister the device, then register it again
and select the new region.

e) Decide whether to send usage data to Cisco.

Read the information in the Cisco Success Network step, click the Sample Data link to view the actual

data that is collected, then decide whether to leave the Enable Cisco Success Network option selected.

Even if you do not enable the connection, you are registered with the Cisco Cloud Services server so that
you can enable cloud services as you need them.

f) Click Register Device.

Enabling or Disabling Optional Licenses

You can enable (register) or disable (release) optional licenses. You must enable a license to use the features
controlled by the license.

If you no longer want to use the features covered by an optional term license, you can disable the license.
Disabling the license releases it in your Cisco Smart Software Manager account, so that you can apply it to
another device.

You can also enable evaluation versions of these licenses when running in evaluation mode. In evaluation
mode, the licenses are not registered with Cisco Smart Software Manager until you register the device.
However, you cannot enable the RA VPN license in evaluation mode.

Before you begin

Before disabling a license, ensure that you are not using it. Rewrite or delete any policies that require the
license.

For units operating in a high availability configuration, you enable or disable licenses on the active unit only.
The change is reflected on the standby unit the next time you deploy the configuration, when the standby unit
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Step 1
Step 2

Step 3

Synchronizing with the Cisco Smart Software Manager .

requests (or frees) the necessary licenses. When enabling licenses, you must ensure that your Cisco Smart
Software Manager account has sufficient licenses available, or you could have one unit compliant while the
other unit is non-compliant.

Procedure

Click Device, then click View Configuration in the Smart License summary.
Click the Enable/Disable control for each optional license as desired.

» Enable—Registers the license with your Cisco Smart Software Manager account and enables the controlled
features. You can now configure and deploy policies controlled by the license.

* Disable—Unregisters the license with your Cisco Smart Software Manager account and disables the
controlled features. You cannot configure the features in new policies, nor can you deploy policies that
use the feature.

If you enabled the RA VPN license, select the type of license you have available in your account.

You can use any of the AnyConnect licenses: Plus, Apex, or VPN Only. You can select Plus and Apex if
you have both licenses and you want to use them both.

Synchronizing with the Cisco Smart Software Manager

Step 1
Step 2

The system periodically synchronizes license information with Cisco Smart Software Manager. Normal license
communication occurs every 30 days, but with the grace period, your appliance will operate for up to 90 days
without calling home.

However, if you make changes in the Cisco Smart Software Manager, you can refresh the authorization on
the device so the changes immediately take effect.

Synchronization gets the current status of licenses, and renews authorization and the ID certificate.

Procedure

Click Device, then click View Configuration in the Smart License summary.
Select Resync Connection from the gear drop-down list.

Unregistering the Device

If you no longer want to use the device, you can unregister it from the Cisco Smart Software Manager. When
you unregister, the Base license and all optional licenses associated with the device are freed in your virtual
account. Optional licenses are available to be assigned to other devices. In addition, the device is unregistered
from the cloud and cloud services.

After unregistering the device, the current configuration and policies on the device continue to work as-is,
but you cannot make or deploy any changes.
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Before you begin

When you unregister a device, only that device is unregistered. If the device is configured for high availability,
you must log into the other unit in the high availability pair to unregister that unit.

Procedure
Step 1 Click Device, then click View Configuration in the Smart License summary.
Step 2 Select Unregister Device from the gear drop-down list.
Step 3 Read the warning and click Unregister if you really want to unregister the device.
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* Alarms for the Cisco ISA 3000, on page 115

L]
z
2
g
e
=
g
=
]
i
&






CHAPTER 4

Monitoring the Device

The system includes dashboards and an Event Viewer that you can use to monitor the device and traffic that
is passing through the device.

* Enable Logging to Obtain Traffic Statistics, on page 95

* Monitoring Traffic and System Dashboards, on page 98

* Monitoring Additional Statistics Using the Command Line, on page 101
* Viewing Events, on page 101

Enable Logging to Obtain Traffic Statistics

You can monitor a wide range of traffic statistics using the monitoring dashboards and the Event Viewer.
However, you must enable logging to tell the system which statistics to collect. Logging generates various
types of events that provide insight into the connections going through the system.

The following topics explain more about events and the information they provide, with special emphasis on
connection logging.

Event Types

The system can generate the following types of events. You must generate these events to see related statistics
in the monitoring dashboards.

Connection Events

You can generate events for connections as users generate traffic that passes through the system. Enable
connection logging on access rules to generate these events. You can also enable logging on Security
Intelligence policies and SSL decryption rules to generate connection events.

Connection events include a wide variety of information about a connection, including source and
destination IP addresses and ports, URLs and applications used, and the number of bytes or packets
transmitted. The information also includes the action taken (for example, allowing or blocking the
connection), and the policies applied to the connection.

Intrusion Events

The system examines the packets that traverse your network for malicious activity that could affect the
availability, integrity, and confidentiality of a host and its data. When the system identifies a possible
intrusion, it generates an intrusion event, which is a record of the date, time, type of exploit, and contextual
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information about the source of the attack and its target. Intrusion events are generated for any intrusion
rule set to block or alert, regardless of the logging configuration of the invoking access control rule.

File Events

File events represent files that the system detected, and optionally blocked, in network traffic based on
your file policies. You must enable file logging on the access rule that applies the file policy to generate
these events.

When the system generates a file event, the system also logs the end of the associated connection regardless
of the logging configuration of the invoking access control rule.

Malware Events

The system can detect malware in network traffic as part of your overall access control configuration.
The AMP for Networks can generate a malware event, containing the disposition of the resulting event,
and contextual data about how, where, and when the malware was detected. You must enable file logging
on the access rule that applies the file policy to generate these events.

The disposition of a file can change, for example, from clean to malware or from malware to clean. If
AMP for Networks queries the AMP Cloud about a file, and the cloud determines the disposition has
changed within a week of the query, the system generates retrospective malware events.

Security Intelligence Events

Security Intelligence events are a type of connection event generated by the Security Intelligence policy
for each connection blocked or monitored by the policy. All Security Intelligence events have a populated
Security Intelligence Category field.

For each of these events, there is a corresponding “regular” connection event. Because the Security
Intelligence policy is evaluated before many other security policies, including access control, when a
connection is blocked by Security Intelligence, the resulting event does not contain the information that
the system would have gathered from subsequent evaluation, for example, user identity.

Configurable Connection Logging

You should log connections according to the security and compliance needs of your organization. If your goal
is to limit the number of events you generate and improve performance, only enable logging for the connections
critical to your analysis. However, if you want a broad view of your network traffic for profiling purposes,
you can enable logging for additional connections.

Because the system can log a connection for multiple reasons, disabling logging in one place does not ensure
that matching connections will not be logged.

You can configure connection logging in the following places.

* Access control rules and default action—Logging at the end of a connection provides the most information
about the connection. You can also log the beginning of the connection, but these events have incomplete
information. Connection logging is disabled by default, so you must enable it for each rule (and the
default action) that targets traffic that you want to track.

* Security Intelligence policy—You can enable logging to generate Security Intelligence connection events
for each blocked connection. When the system logs a connection event as the result of Security Intelligence
filtering, it also logs a matching Security Intelligence event, which is a special kind of connection event
that you can view and analyze separately.
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SSL Decryption rules and default action—You can configure logging at the end of a connection. For
blocked connections, the system immediately ends the session and generates an event. For monitored
connections and connections that you pass to access control rules, the system generates an event when
the session ends.

Automatic Connection Logging

The system automatically saves the following end-of-connection events, regardless of any other logging
configurations.

The system automatically logs connections associated with intrusion events, unless the connection is
handled by the access control policy's default action. You must enable logging on the default action to
get intrusion events for matching traffic.

The system automatically logs connections associated with file and malware events. This is for connection
events only: you can optionally disable the generation of file and malware events.

Tips for Connection Logging

Keep the following tips in mind when considering your logging configuration and the evaluation of related
statistics:

When you allow traffic with an access control rule, you can use an associated intrusion or file policy (or
both) to further inspect traffic and block intrusions, prohibited files, and malware before the traffic can
reach its final destination. Note, however, that by default file and intrusion inspection is disabled for
encrypted payloads. If the intrusion or file policies find reason to block a connection, the system
immediately logs an end-of-connection event regardless of your connection log settings. Logging allowed
connections provides the most statistical information on the traffic in your network.

A trusted connection is one that is handled by a Trust access control rule or the default action in an access
control policy. However, trusted connections are not inspected for discovery data, intrusions, or prohibited
files and malware. Therefore, connection events for trusted connections contain limited information.

For access control rules and access control policy default actions that block traffic, the system logs
beginning-of-connection events. Matching traffic is denied without further inspection.

Logging blocked TCP connections during a Denial of Service (DoS) attack can affect system performance
and overwhelm the database with multiple similar events. Before you enable logging for a Block rule,
consider whether the rule monitors traffic on an Internet-facing interface or other interface vulnerable
to DoS attack.

If you select the Bypass Access Control policy for decrypted traffic (sysopt permit-vpn) option when
you configure remote access VPN connection profiles, or you otherwise enable the sysopt connection
permit-vpn command, all site-to-site or remote access VPN traffic bypasses inspection and the access
control policy. Thus, you will get no connection events for this traffic, and the traffic will not be reflected
in any statistical dashboards.
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Sending Events to an External Syslog Server

Besides viewing events through the FDM, which has a limited capacity to store events, you can selectively
configure rules and policies to send events to an external syslog server. You can then use the features and
additional storage of your selected syslog server platform to view and analyze event data.

To send events to an external syslog server, edit each rule, default action, or policy that enables connection
logging and select a syslog server object in the log settings. To send intrusion events to a syslog server,
configure the server in the intrusion policy settings. To send file/malware events to a syslog server, configure
the server on Device > System Settings > Logging Settings.

For more information, see the help for each rule and policy type and also see Configuring Syslog Servers, on
page 138.

Evaluating Events Using Cisco Cloud-Based Services such as Cisco Threat

Response

In addition to using Event Viewer and your own syslog servers, you can send connection events, and
high-priority intrusion, file, and malware events, to a Cisco cloud-based server. Cisco cloud-based services,
such as Cisco Threat Response, can pull the events from that cloud server and you can then use those services
to evaluate these events.

These cloud-based services are separate from the FTD and FDM. If you elect to use a service that requires
you to send these events to the Cisco cloud, you must enable the connection on the Device > System Settings >
Cloud Services page. See Sending Events to the Cisco Cloud, on page 585.

You can connect to Cisco Threat Response at https://visibility.amp.cisco.com/ in the US region,
https://visibility.eu.amp.cisco.com in the EU region. You can watch videos about the use and benefits of the
application on YouTube at http://cs.co/CTRvideos. For more information about using Cisco Threat Response
with FTD, see Cisco Secure Firewall Threat Defense and SecureX threat response Integration guide, which
you can find at https://www.cisco.com/c/en/us/support/security/defense-center/
products-installation-and-configuration-guides-list.html.

Monitoring Traffic and System Dashboards

The system includes several dashboards that you can use to analyze the traffic going through the device and
the results of your security policy. Use the information to evaluate the overall efficacy of your configuration
and to identify and resolve network problems.

The dashboards for units in a high availability group show statistics for that device only. Statistics are not
synchronized among the units.

Y

Note The data used in traffic-related dashboards is collected from access control rules that enable connection

or file logging, and other security policies that allow logging. The dashboards do not reflect traffic that
matches rules for which no logging is enabled. Ensure that you configure your rules to log the information
that matters to you. In addition, user information is available only if you configure identity rules to
collect user identity. And finally, intrusion, file, malware, and URL category information is available
only if you have a license for those features and configure rules that use the features.
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Procedure

Step 1 Click Monitoring in the main menu to open the Dashboards page.

You can select predefined time ranges, such as the last hour or week, or define a custom time range with
specific start and end times, to control the data shown in the dashboard graphs and tables.

Traffic-related dashboards include the following types of display:

* Top 5 bar graphs—These are shown in the Network Overview dashboard, and in the per-item summary
dashboards you see if you click on an item in a dashboard table. You can toggle the information between
a count of Transactions or Data Usage (total bytes sent and received). You can also toggle the display
to show all transactions, allowed transactions, or denied transactions. Click the View More link to see
the table associated with the graph.

* Tables—Tables show items of a particular type (for example, applications or URL categories) with that
item's total transactions, allowed transactions, blocked transactions, data usage, and bytes sent and
received. You can toggle the numbers between raw Values and Percentages, and show the top 10, 100,
or 1000 entries. If the item is a link, click it to see a summary dashboard with more detailed information.

Step 2 Click the Dashboard links in the table of contents to see dashboards for the following data:

* Network Overview—Shows summary information about the traffic in the network, including the access
rules (policies) matched, users initiating traffic, applications used in connections, intrusion threats
(signatures) matched, URL categories for URLs accessed, and the most frequent destinations for
connections.

» Users—Shows the top users of your network. You must configure identity policies to see user information.
If there is no user identity, the source IP address is included. You might see the following special entities:

* Failed Authentication—The user was prompted to authenticate, but failed to enter a valid
username/password pair within the maximum number of allowed attempts. Failure to authenticate
does not itself prevent the user from accessing the network, but you can write an access rule to limit
network access for these users.

» Guest—Guest users are like Failed Authentication users, except that your identity rule is configured
to call these users Guest. Guest users were prompted to authenticate and failed to do so within the
maximum number of attempts.

» No Authentication Required—The user was not prompted to authentication, because the user's
connections matched identity rules that specified no authentication.

» Unknown—There is no user mapping for the IP address, and there is no record of failed
authentication yet. Typically, this means that no HTTP traffic has yet been seen from that address.

» Applications—Shows the top applications, such as HTTP, that are being used in the network. The
information is available only for connections that are inspected. Connections are inspected if they match
an “allow” rule, or a block rule that uses criteria other than zone, address, and port. Thus, application
information is not available if the connection is trusted or blocked prior to hitting any rule that requires
inspection.

» Web Applications—Shows the top web applications, such as Google, that are being used in the network.
The conditions for collecting web application information are the same as those for the Application
dashboard.
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» URL Categories—Shows the top categories of web sites, such as Gambling or Educational Institutions,
that are being used in the network based on the categorization of web sites visited. You must have at
least one access control rule that uses URL category as a traffic matching criteria to get this information.
The information will be available for traffic that matches the rule, or for traffic that has to be inspected
to determine if it matches the rule. You will not see category (or reputation) information for connections
that match rules that come before the first web-category access control rule.

« Access And SI Rules—Shows the top access rules and Security Intelligence rule-equivalents matched
by network traffic.

» Zones—Shows the top security zone pairs for traffic entering and then exiting the device.
« Destinations—Shows the top destinations for network traffic.

» Attackers—Shows the top attackers, which are the source of connections that trigger intrusion events.
You must configure intrusion policies on access rules to see this information.

» Targets—Shows the top targets of intrusion events, which are the victims of an attack. You must configure
intrusion policies on access rules to see this information.

* Threats—Shows the top intrusion rules that have been triggered. You must configure intrusion policies
on access rules to see this information.

* File Logs—Shows the top file types seen in network traffic. You must configure file policies on access
rules to see this information.

» Malware—Shows the top Malware action and disposition combinations. You can drill down to see
information on the associated file types. You must configure file policies on access rules to see this
information.

* Possible actions are: Malware Cloud Lookup, Block, Archive Block (Encrypted), Detect, Custom
Detection, Cloud Lookup Timeout, Malware Block, Archive Block (Depth Exceeded), Custom
Detection Block, TID block, Archive Block (Failed to Inspect).

* Possible dispositions are: Malware, Unknown, Clean, Custom Detection, Unavailable.

* SSL Decryption—Shows the breakdown of encrypted vs. plain text traffic through the device, plus the
breakdown of how encrypted traffic was decrypted according to SSL decryption rules.

* System— Shows an overall system view, including a display of interfaces and their status (mouse over
an interface to see its IP addresses), overall average system throughput (in 5 minute buckets for up to
one hour, and one hour buckets for longer periods), and summary information on system events, CPU
usage, memory usage, and disk usage. You can restrict the throughput graph to show a specific interface
rather than all interfaces.

Note The information shown on the System dashboard is at the overall system level. If you log into
the device CLI, you can use various commands to see more detailed information. For example,
the show cpu and show memory commands include parameters for showing other details,
whereas these dashboards show data from the show cpu system and show memory system
commands.

Step 3 You can also click these links in the table of contents:

» Events—To view events as they occur. You must enable connection logging in individual access rules
to see connection events related to those rules. Also, enable logging in the Security Intelligence policy
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and SSL decryption rules to see Security Intelligence events and additional connection event data. These
events can help you resolve connection problems for your users.

* Sessions—To view and manage the FDM user sessions. For more information, see Managing the FDM
User Sessions, on page 607.

Monitoring Additional Statistics Using the Command Line

The FDM dashboards provide a wide variety of statistics related to the traffic going through the device and
general system usage. However, you can get additional information on areas not covered by the dashboards
using the CLI Console or by logging into the device CLI (see Logging Into the Command Line Interface
(CLI), on page 10).

The CLI includes a variety of show commands to provide these statistics. You can also use the CLI for general
troubleshooting, including commands such as ping and traceroute. Most show commands have companion
clear commands to reset statistics to 0. (You cannot clear statistics from the CLI Console.)

You can find documentation for the commands in Cisco Firepower Threat Defense Command Reference,
http://www.cisco.com/c/en/us/td/docs/security/firepower/command ref/b Command Reference for Firepower
Threat Defense.html.

For example, you might find the following commands generally useful.
+ show nat displays hit counts for your NAT rules.
« show xlate displays the actual NAT translations that are active.
* show conn provides information about current connections going through the device.
+ show dhcpd provides information about the DHCP servers you configure on the interfaces.

» show interface provides usage statistics for each interface.

Viewing Events

You can view events that are generated from your security policies that enable logging. Events are also
generated for intrusion and file policies that are triggered.

The event viewer table shows the events generated in real time. As new events are generated, older events
are rolled out of the table.

Before you begin

Whether events of particular types are generated depends on the following in addition to connections that
match the related policy:

+ Connection events—An access rule must enable connection logging. You can also enable connection
logging in the Security Intelligence policy and in SSL decryption rules.

* Intrusion events—An access rule must apply an intrusion policy.

* File and Malware events—An access rule must apply a file policy and enable file logging.
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* Security Intelligence events— You must enable and configure the Security Intelligence policy, and enable
logging.

Procedure

Click Monitoring in the main menu.
Select Events from the table of contents.

The event viewer organizes events on tabs based on event types. For more information, see Event Types, on
page 95.

Click the tab that shows the type of event you want to view.

You can do the following with the event list:

* Click Pause to stop the addition of new events so that you can more easily find and analyze an event.
Click Resume to allow new events to appear.

* Select a different refresh rate (5, 10, 20, or 60 seconds) to control how fast new events are shown.

* Create a custom view that includes the columns you want. To create a custom view, either click the +
button in the tab bar, or click Add/Remove Columns. You cannot change the pre-set tabs, so adding or
removing columns creates a new view. For more information, see Configuring Custom Views, on page
103.

* To change the width of a column, click and drag the column heading divider to the desired width.

» Mouse over an event and click View Details to see complete information on an event. For a description
of the various fields in an event, see Event Field Descriptions, on page 104.

If necessary, apply a filter to the table to help you locate the desired events based on various event attributes.

To create a new filter, either manually type in the filter by selecting atomic elements from the drop-down list
and entering the filter value, or build a filter by clicking a cell in the events table that includes a value on
which you want to filter. You can click multiple cells in the same column to create an OR condition among
the values, or click cells in different columns to create an AND condition among the columns. If you build
the filter by clicking cells, you can also edit the resulting filter to fine-tune it. For detailed information about
creating filter rules, see Filtering Events, on page 103.

Once you build the filter, do any of the following:

* To apply the filter and update the table to show only those events that match the filter, click the Filter
button.

* To clear an entire filter that you have applied and return the table to a non-filtered state, click Reset
Filters in the Filter box.

* To clear one of the atomic elements of a filter, mouse over the element and click the X for the element.
Then, click the Filter button.
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Configuring Custom Views

Step 1
Step 2

Step 3

Step 4

You can create your own custom views so that you can easily see the columns you want when viewing events.
You can also edit or delete custom views, although you cannot edit or delete the pre-defined views.

Procedure

Select Monitoring > Events.

Do one of the following:

* To create a new view based on an existing custom (or pre-defined) view, click the tab for the view, then
click the + button to the left of the tabs.

* To edit an existing custom view, click the tab for the view.

Note To delete a custom view, simply click the X button in the view’s tab. You cannot undo a delete.

Click the Add/Remove Columns link above the events table on the right, and select or deselect columns until
the selected list includes only those columns to include in the view.

Click and drag columns between the available (but not used) and selected lists. You can also click and drag
columns in the selected list to change the left-to-right order of the columns in the table. For a description of
the columns, see Event Field Descriptions, on page 104.

When finished, click OK to save your column changes.

Note If you change column selection while viewing a pre-defined view, a new view is created.

If necessary, change column widths by clicking and dragging the column separators.

Filtering Events

You can create complex filters to limit the events table to the events that currently interest you. You can use
the following techniques, alone or in combination, to build a filter:

Clicking columns

The easiest way to build a filter is to click on cells in the events table that contain the values on which
you intend to filter. Clicking a cell updates the Filter field with a correctly-formulated rule for that value
and field combination. However, using this technique requires that the existing list of events contains
the desired values.

You cannot filter on all columns. If you can filter on the contents of a cell, it is underlined when you
mouse over it.

Selecting atomic elements

You can also build a filter by clicking in the Filter field and selecting the desired atomic element from

the drop-down list, then typing in the match value. These elements include event fields that are not shown
as columns in the events table. They also include operators to define the relationship between the value
you type in and the events to display. Whereas clicking columns always results in an “equals (=)” filter,
when you select an element, you can also select “greater than (>)” or “less than (<)” for numeric fields.
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Regardless of how you add an element to the Filter field, you can type into the field to adjust the operator or
value. Click Filter to apply the filter to the table.

Operators for Event Filters
You can use the following operators in an event filter:

= Equals. The event matches the specified value. You cannot use wildcards.

1= Not equals. The event does not match the specified value. You must type in the !
(exclamation point) to build a not-equals expression.

> Greater than. The event contains a value that is greater than the specified value. This
operator is available for numeric values only, such as port and IP address.

< Less than. The event contains a value that is less than the specified value. This operator
is available for numeric values only.

Rules for Complex Event Filters
When building a complex filter that contains more than one atomic element, keep the following rules in mind:

* Elements of the same type have an OR relationship between all values for that type. For example, including
Initiator [P=10.100.10.10 and Initiator [P=10.100.10.11 matches events that have either of these addresses
as the traffic source.

* Elements of different types have an AND relationship. For example, including Initiator IP=10.100.10.10
and Destination Port/ICMP Type=80 matches events that have this source address AND destination port
only. Events from 10.100.10.10 to a different destination port are not shown.

» Numeric elements, including IPv4 and IPv6 addresses, can specify ranges. For example, you could specify
Destination Port=50-80 to capture all traffic for ports within this range. Use a hyphen to separate the
start and end numbers. Ranges are not allowed for all numeric fields, for example, you cannot specify
an IP address range in the Source element.

* You cannot use wildcards or regular expressions.

Event Field Descriptions

Events can contain the following information. You can see this information when you view event details. You
can also add columns to the Event Viewer table to show the information that most interests you.

Following is a complete list of the available fields. Not every field applies to every type of event. Keep in
mind that the information available for any individual event can vary depending on how, why, and when the
system logged the connection.

Action

For connection or security intelligence events, the action associated with the access control rule or default
action that logged the connection:

Allow

Explicitly allowed connections.
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Trust

Trusted connections. TCP connections detected by a trust rule on the first packet only generate an
end-of-connection event. The system generates the event one hour after the final session packet.

Block

Blocked connections. The Block action can be associated with Allow access rules under the following
conditions:

* Connections where an exploit was blocked by an intrusion policy.
» Connections where a file was blocked by a file policy.
* Connections blocked by Security Intelligence.

* Connections blocked by an SSL policy.

Default Action
The connection was handled by the default action.

For file or malware events, the file rule action associated with the rule action for the rule the file matched,
and any associated file rule action options.

Allowed Connection

Whether the system allowed the traffic flow for the event.
Application

The application detected in the connection.
Application Business Relevance

The business relevance associated with the application traffic detected in the connection: Very High,
High, Medium, Low, or Very Low. Each type of application detected in the connection has an associated
business relevance; this field displays the lowest (least relevant) of those.

Application Categories, Application Tag
Criteria that characterize the application to help you understand the application's function.
Application Risk

The risk associated with the application traffic detected in the connection: Very High, High, Medium,
Low, or Very Low. Each type of application detected in the connection has an associated risk; this field
displays the highest of those.

Block Type

The type of block specified in the access control rule matching the traffic flow in the event: block or
interactive block.

Client Application, Client Version
The client application and version of that client detected in the connection.
Client Business Relevance

The business relevance associated with the client traffic detected in the connection: Very High, High,
Medium, Low, or Very Low. Each type of client detected in the connection has an associated business
relevance; this field displays the lowest (least relevant) of those.
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Client Category, Client Tag
Criteria that characterize the application to help you understand the application's function.
Client Risk

The risk associated with the client traffic detected in the connection: Very High, High, Medium, Low,
or Very Low. Each type of client detected in the connection has an associated risk; this field displays the
highest of those.

Connection
The unique ID for the traffic flow, internally generated.
Connection Blocktype Indicator

The type of block specified in the access control rule matching the traffic flow in the event: block or
interactive block.

Connection Bytes
The total bytes for the connection.
Connection Time
The time for the beginning of the connection.
Connection Timestamp
The time the connection was detected.
Denied Connection
Whether the system denied the traffic flow for the event.
Destination Country and Continent
The country and continent of the receiving host.
Destination IP
The IP address used by the receiving host in an intrusion, file, or malware event.
Destination Port/ICMP Code; Destination Port; Destination Icode
The port or ICMP code used by the session responder.
Destination Security Group Tag, Destination Security Group Tag Name
The TrustSec security group tag number and name associated with the destination, if any.
Direction
The direction of transmission for a file.
Disposition
The file's disposition:
Malware

Indicates that the AMP Cloud categorized the file as malware or the file’s threat score exceeded the
malware threshold defined in the file policy. Local malware analysis can also mark files as malware.
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Clean

Indicates that the AMP Cloud categorized the file as clean, or that a user added the file to the clean
list.

Unknown

Indicates that the system queried the AMP Cloud, but the file has not been assigned a disposition;
in other words, the AMP Cloud has not categorized the file.

Custom Detection
Indicates that a user added the file to the custom detection list.
Unavailable

Indicates that the system could not query the AMP Cloud. You may see a small percentage of events
with this disposition; this is expected behavior.

N/A

Indicates that a Detect Files or Block Files rule handled the file and the system did not query the
AMP Cloud.

Egress Interface, Egress Security Zone

The interface and zone through which the connection exited the device.
Event, Event Type

The type of event.
Event Seconds, Event Microseconds

The time, in seconds or microseconds, when the event was detected.
File Category

The general categories of file type, for example: Office Documents, Archive, Multimedia, Executables,
PDF files, Encoded, Graphics, or System Files.

File Event Timestamp
The time and date the file or malware file was created.
File Name
The name of the file.
File Rule Action
The action associated with file policy rule that detected the file, and any associated file rule action options.
File SHA-256
The SHA-256 hash value of the file.
File Size (KB)

The size of the file, in kilobytes. File size can be blank in cases where the system blocked the file before
it was completely received.

File Type
The type of file, for example, HTML or MSEXE.
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File/Malware Policy
The file policy associated with the generation of the event.
Filelog Blocktype Indicator

The type of block specified in the file rule matching the traffic flow in the event: block or interactive
block.

Firewall Policy Rule, Firewall Rule

The access control rule or default action that handled the connection.
First Packet

The date and time the first packet of the session was seen.
HTTP Referrer

The HTTP referrer, which represents the referrer of a requested URL for HTTP traffic detected in the
connection (such as a website that provided a link to, or imported a link from, another URL).

HTTP Response
The HTTP status code sent in response to a client's HTTP request over a connection.
IDS Classification
The classification where the rule that generated the event belongs.
Ingress Interface, Ingress Security Zone
The interface and zone through which the connection entered the device.
Initiator Bytes, Initiator Packets
The total number of bytes or packets transmitted by the session initiator.
Initiator Country and Continent

The country and continent of the host that initiated the session. Available only if the initiator IP address
is routable.

Initiator IP

The host IP address (and hostname, if DNS resolution is enabled) that initiated the session in a connection
or Security Intelligence event.

Inline Result

Whether the system dropped or would have dropped the packet that triggered an intrusion event if
operating in inline mode. Blank indicates that the triggered rule was not set to Drop and Generate Events

Intrusion Policy

The intrusion policy where the rule that generated the event was enabled.
IPS Blocktype Indicator

The action of the intrusion rule matching the traffic flow in the event.
Last Packet

The date and time the last packet of the session was seen.
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MPLS Label
The Multiprotocol Label Switching label associated with the packet that triggered this intrusion event.
Malware Blocktype Indicator

The type of block specified in the file rule matching the traffic flow in the event: block or interactive
block.

Message

For intrusion events, the explanatory text for the event. For malware or file events, any additional
information associated with the malware event.

NetBIOS Domain
The NetBIOS domain used in the session.
Original Client Country and Continent

The country and continent of the original client host that initiated the session. Available only if the
original client IP address is routable.

Original Client IP

The original IP address of the client that initiated an HTTP connection. This address is derived from the
X-Forwarded-For (XFF) or True-Client-IP HTTP header fields or their equivalent.

Policy, Policy Revision

The access control policy, and its revision, that includes the access (firewall) rule associated with the
event.

Priority

The event priority as determined by the Cisco Talos Intelligence Group (Talos): high, medium, or low.
Protocol

The transport protocol used in the connection.
Reason

The reason or reasons the connection was logged, in the situations explained in the following table. This
field is otherwise empty.

Reason Description

DNS Block The system denied the connection without inspection, based on the domain
name and Security Intelligence data. A reason of DNS Block is paired with
an action of Block, Domain not found, or Sinkhole, depending on the DNS
rule action.

DNS Monitor The system would have denied the connection based on the domain name
and Security Intelligence data, but you configured the system to monitor,
rather than deny, the connection.

File Block The connection contained a file or malware file that the system prevented
from being transmitted. A reason of File Block is always paired with an action
of Block.
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Reason

Description

File Custom Detection

The connection contained a file on the custom detection list that the system
prevented from being transmitted.

File Monitor

The system detected a particular type of file in the connection.

File Resume Allow

File transmission was originally blocked by a Block Files or Block Malware
file rule. After a new access control policy allowing the file was deployed,
the HTTP session automatically resumed.

File Resume Block

File transmission was originally allowed by a Detect Files or Malware Cloud
Lookup file rule. After a new access control policy blocking the file was
deployed, the HTTP session automatically stopped.

Intrusion Block

The system blocked or would have blocked an exploit (intrusion policy
violation) detected in the connection. A reason of Intrusion Block is paired
with an action of Block for blocked exploits and Allow for
would-have-blocked exploits.

Intrusion Monitor

The system detected, but did not block, an exploit detected in the connection.
This occurs when the state of the triggered intrusion rule is set to Generate
Events.

IP Block

The system denied the connection without inspection, based on the IP address
and Security Intelligence data. A reason of IP Block is always paired with an
action of Block.

SSL Block

The system blocked an encrypted connection based on the SSL inspection
configuration. A reason of SSL Block is always paired with an action of
Block.

URL Block

The system denied the connection without inspection, based on the URL and
Security Intelligence data. A reason of URL Block is always paired with an
action of Block.

Receive Times

The date and time the event was generated.

Referenced Host

If the protocol in the connection is HTTP or HTTPS, this field displays the hostname that the respective

protocol was using.

Responder Bytes, Responder Packets

The total number of bytes or packets transmitted by the session responder.

Responder Country and Continent

The country and continent of the host that responded to the session. Available only if the responder IP

address is routable.
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Responder IP

The host IP address (and hostname, if DNS resolution is enabled) of the session responder in a connection
or Security Intelligence event.

SI Category ID (Security Intelligence Category)

The name of the object that contained the blocked item, such as a network or URL object name, or the
name of a feed category.

Signature

The signature ID for a file/malware event.
Source Country and Continent

The country and continent of the sending host. Available only if the source IP address is routable.
Source IP

The IP address used by the sending host in an intrusion, file, or malware event.
Source Port/ICMP Type; Source Port; Source Port Itype

The port or ICMP type used by the session initiator.
Source Security Group Tag, Source Security Group Tag Name

The TrustSec security group tag number and name associated with the source, if any.
SSL Actual Action

The actual action that the system applied to the connection. This can differ from the expected action. For
example, a connection might match a rule that applies decryption, but could not be decrypted for some
reason.

Action Description

Block/Block with | Represents blocked encrypted connections.
reset

Decrypt (Resign) | Represents an outgoing connection decrypted using a re-signed server certificate.

Decrypt (Replace | Represents an outgoing connection decrypted using a self-signed server certificate

Key) with a substituted public key.

Decrypt (Known | Represents an incoming connection decrypted using a known private key.
Key)

Default Action Indicates the connection was handled by the default action.

Do not Decrypt Represents a connection the system did not decrypt.

SSL Certificate Fingerprint
The SHA hash value used to authenticate the certificate.
SSL Certificate Status

This applies only if you configured a Certificate Status SSL rule condition. If encrypted traffic matches
an SSL rule, this field displays one or more of the following server certificate status values:
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* Self Signed

* Valid

* Invalid Signature
* Invalid Issuer

* Expired

* Unknown

* Not Valid Yet

* Revoked

If undecryptable traffic matches an SSL rule, this field displays Not Checked.
SSL Cipher Suite
The cipher suite used in the connection.
SSL Expected Action
The action specified in the SSL rule the connection matched.
SSL Flow Flags
The first ten debugging level flags for an encrypted connection.
SSL Flow Messages

The SSL/TLS messages exchanged between client and server during the SSL handshake, such as
HELLO REQUEST and CLIENT HELLO. See http://tools.ietf.org/html/rfc5246 for more information
about the messages exchanged in TLS connections.

SSL Policy
The name of the SSL Decryption policy applied to the connection.
SSL Rule
The name of the SSL Decryption rule applied to the connection.
SSL Session ID
The hexadecimal Session ID negotiated between the client and server during the SSL handshake.
SSL Ticket ID
A hexadecimal hash value of the session ticket information sent during the SSL handshake.
SSL URL Category
The URL category of the destination web server as determined during SSL decryption processing.
SSL Version
The SSL/TLS version used in the connection.
TCP Flags

The TCP flags detected in the connection.
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Total Packets

The total number of packets transmitted in the connection, which is Initiator Packets + Responder
Packets.

URL, URL Category, URL Reputation, URL Reputation Score

The URL requested by the monitored host during the session and its associated category, reputation, and
reputation score, if available.

If the system identifies or blocks an SSL application, the requested URL is in encrypted traffic, so the
system identifies the traffic based on an SSL certificate. For SSL applications, therefore, the URL indicates
the common name contained in the certificate.

User

The user associated with the initiator IP address.
VLAN

The innermost VLAN ID associated with the packet that triggered the event.
Web App Business Relevance

The business relevance associated with the web application traffic detected in the connection: Very High,
High, Medium, Low, or Very Low. Each type of web application detected in the connection has an
associated business relevance; this field displays the lowest (least relevant) of those.

Web App Categories, Web App Tag
Criteria that characterize the web application to help you understand the web application's function.
Web App Risk

The risk associated with the web application traffic detected in the connection: Very High, High, Medium,
Low, or Very Low. Each type of web application detected in the connection has an associated risk; this
field displays the highest of those.

Web Application

The web application, which represents the content or requested URL for HTTP traffic detected in the
connection.

If the web application does not match the URL for the event, the traffic is probably referred traffic, such
as advertisement traffic. If the system detects referred traffic, it stores the referring application (if available)
and lists that application as the web application.
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CHAPTER 5

Alarms for the Cisco ISA 3000

You can configure the alarm system on a Cisco ISA 3000 device to alert you when undesirable conditions
occur.

* About Alarms, on page 115

* Defaults for Alarms, on page 117

* Configuring Alarms for the ISA 3000, on page 118
* Monitoring Alarms, on page 123

About Alarms

You can configure the ISA 3000 to issue alarms for a variety of conditions. If any conditions do not match
the configured settings, the system triggers an alarm, which is reported by way of LEDs, syslog messages,
SNMP traps, and through external devices connected to the alarm output interface. By default, triggered alarms
issue syslog messages only.

You can configure the alarm system to monitor the following:
» Power supply.
* Primary and secondary temperature sensors.
* Alarm input interfaces.
The ISA 3000 has internal sensors plus two alarm input interfaces and one alarm output interface. You can

connect external sensors, such as door sensors, to the alarm inputs. You can connect external alarm devices,
such as buzzers or lights, to the alarm output interface.

The alarm output interface is a relay mechanism. Depending on the alarm conditions, the relay is either
energized or de-energized. When it is energized, any device connected to the interface is activated. A
de-energized relay results in the inactive state of any connected devices. The relay remains in an energized
state as long as alarms are triggered.

For information about connecting external sensors and the alarm relay, see Cisco ISA 3000 Industrial Security
Appliance Hardware Installation Guide.
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Alarm Input Interfaces

You can connect the alarm input interfaces (or contacts) to external sensors, such as one that detects if a door
is open.

Each alarm input interface has a corresponding LED. These LEDs convey the alarm status of each alarm
input. You can configure the trigger and severity for each alarm input. In addition to the LED, you can configure
the contact to trigger the output relay (to activate an external alarm), to send syslog messages, and to send
SNMP traps.

The following table explains the statuses of the LEDs in response to alarm conditions for the alarm inputs. It
also explains the behavior for the output relay, syslog messages, and SNMP traps, if you enable these responses
to the alarm input.

Alarm Status LED Output Relay Syslog SNMP Trap
Alarm not Off — — —
configured
No alarms triggered | Solid green — — —
Alarm activated Minor alarm—solid | Relay energized Syslog generated SNMP trap sent
red
Major
alarm—flashing red
Alarm end Solid green Relay de-energized |Syslog generated |—

Alarm Qutput Interface

You can connect an external alarm, such as a buzzer or light, to the alarm output interface.

The alarm output interface functions as a relay and also has a corresponding LED, which conveys the alarm
status of an external sensor connected to the input interface, and internal sensors such as the dual power supply
and temperature sensors. You configure which alarms should activate the output relay, if any.

The following table explains the statuses of the LEDs and output relay in response to alarm conditions. It also
explains the behavior for syslog messages, and SNMP traps, if you enable these responses to the alarm.

Alarm Status LED Output Relay Syslog SNMP Trap
Alarm not Off — — —

configured

No alarms triggered | Solid green — — —

Alarm activated Solid red Relay energized Syslog generated | SNMP trap sent
Alarm end Solid green Relay de-energized |Syslog generated |—
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Syslog Alarms

By default, the system sends syslog messages when any alarm is triggered. You can disable syslog messaging
if you do not want the messages.

For syslog alarms to work, you must also enable diagnostic logging on Device > System Settings > Logging
Settings. Configure a syslog server, console logging, or internal buffer logging.

Without enabling a destination for diagnostic logging, the alarm system has nowhere to send syslog messages.

SNMP Trap Alarms

You can optionally configure the alarms to send SNMP traps to your SNMP server. For SNMP trap alarms
to work, you must also configure SNMP settings.

Use FlexConfig to configure SNMP. For example, to enable an SNMP connection to the SNMP server at
192.168.1.25, which is available through the inside interface, and to use the SNMP server to receive traps
only, create a FlexConfig object to issue the following commands. Replace the community string with the
one configured on your SNMP server.

snmp-server host inside 192.168.1.25 trap
snmp-server community your-string

The negate template would be:

no snmp-server host inside 192.168.1.25 trap
no snmp-server community your-string

After you create the object, add it to the FlexConfig policy (Device > Advanced Configuration > FlexConfig
Policy) and deploy the configuration.

This is a minimal example, and it works for SNMP versions 1 and 2c. For complete information on configuring
SNMP, including how to configure SNMP version 3, see the SNMP chapter of the CLI Book 1: Cisco ASA
Series General Operations CLI Configuration Guide for the newest version of the ASA software. The guides
are available at https://www.cisco.com/c/en/us/support/security/asa-5500-series-next-generation-firewalls/
products-installation-and-configuration-guides-list.html.

Defaults for Alarms

The following table specifies the defaults for alarm input interfaces (contacts), redundant power supply, and
temperature.

Alarm Trigger Severity SNMP Trap Output Syslog
Relay Message
Alarm Contact 1 | Enabled Closed Minor Disabled Disabled Enabled
State
Alarm Contact 2 | Enabled Closed Minor Disabled Disabled Enabled
State
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Alarm Trigger Severity SNMP Trap Output Syslog
Relay Message

Redundant Power | Enabled — Disabled Disabled | Enabled

Supply (when

enabled)

Temperature Enabled for the |— — Enabled for Enabled for | Enabled for
primary primary primary primary
temperature temperature temperature | temperature
alarm (default alarm alarm alarm
values of 92°C
and -40°C for the
high and low
thresholds
respectively)

Disabled for the
secondary alarm.

Configuring Alarms for the ISA 3000

You use FlexConfig to configure alarms for the ISA 3000. The following topics explain how to configure the
different types of alarms.

Configure Alarm Input Contacts

Step 1
Step 2
Step 3
Step 4
Step 5
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If you connect the alarm input contacts (interfaces) to external sensors, you can configure the contacts to issue
alarms based on the input from the sensor. In fact, the contacts are enabled by default to send syslog messages
if the contact is closed, that is, if the electrical current stops flowing through the contact. You need to configure

the contact only if the defaults do not meet your requirements.

The alarm contacts are numbered 1 and 2, so you need to understand how you have wired the physical pins
to configure the correct settings. You configure the contacts separately.

Procedure

Click View Configuration in Device > Advanced Configuration.

Click FlexConfig > FlexConfig Objects in the Advanced Configuration table of contents.

Click the + button to create a new object.

Enter a name for the object. For example, Enable_Alarm_Contact.

In the Template editor, enter the commands needed to configure the contact.
a) Configure a description for the alarm contact.

alarm contact {1 |2} description string

For example, to set the description of contact 1 to "Door Open," enter the following:
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b)

d)

Configure Alarm Input Contacts .

alarm contact 1 description Door Open
Configure the severity for the alarm contact.
alarm contact {1|2 | any} severity {major | minor | none}

Instead of configuring one contact, you can specify any to change the severity for all contacts. The severity
controls the behavior of the LED associated with the contact.

» major—The LED blinks red.
* minor—The LED is solid red. This is the default.
¢ none—The LED is off.

For example, to set the severity of contact 1 to Major, enter the following:

alarm contact 1 severity major
Configure the trigger for the alarm contact.
alarm contact {1|2 | any} trigger {open | closed}

Instead of configuring one contact, you can specify any to change the trigger for all contacts. The trigger
determines the electrical condition that signals an alert.

» open—The normal condition for the contact is closed, that is, the electrical current is running through
the contact. An alert is triggered if the contact becomes open, that is, the electrical current stops
flowing.

* closed—The normal condition for the contact is open, that is, the electrical current does not run
through the contact. An alert is triggered if the contact becomes closed, that is, the electrical current
starts running through the contact. This is the default.

For example, you connect a door sensor to alarm input contact 1, and its normal state has no electrical
current flowing through the alarm contact (it is open). If the door is opened, the contact is closed and
electrical current flows through the alarm contact. You would set the alarm trigger to closed so that the
alarm goes off when the electrical current starts flowing.

alarm contact 1 trigger closed

Configure the actions to take when the alarm contact is triggered.

alarm facility input-alarm {1 | 2} {relay | syslog | notifies}

You can configure more than one action. For example, you can configure the device to activate the external
alarm, send syslog messages, and also send SNMP traps.

* relay—Energize the alarm output relay, which activates the external alarm that you attached to it,
such as a buzzer or a flashing light. The output LED also goes red.

+ syslog—Send a syslog message. This option is enabled by default.

* notifies—Send an SNMP trap.

For example, to enable all actions for the alarm input contact 1, enter the following:

alarm facility input-alarm 1 relay
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Step 6

Step 7
Step 8

Step 9

alarm facility input-alarm 1 syslog
alarm facility input-alarm 1 notifies

In the Negate Template editor, enter the lines required to undo this configuration.

All of these commands take the no form to disable them and return to default settings. For example, if your
template includes all of the command examples shown in this procedure, the negate template would be the
following:

no alarm contact 1 description Door Open
no alarm contact 1 severity major

no alarm contact 1 trigger closed

no alarm facility input-alarm 1 relay

no alarm facility input-alarm 1 syslog
no alarm facility input-alarm 1 notifies

Click OK to save the object.
Add the object to the FlexConfig policy.

a) Click FlexConfig Policy in the table of contents.
b) Click + in the Group List.
¢) Select the Enable Alarm_Contact object and click OK.

The preview should update with the commands in the template. Verify you are seeing the expected
commands.

d) Click Save.
You can now deploy the policy.
After deployment completes, in CLI Console or an SSH session, use the show running-config command and

verify that the running configuration has the correct changes. Test the external sensor to verify that alarms
are getting triggered.

Configure Power Supply Alarms

Step 1
Step 2
Step 3
Step 4
Step 5

The ISA 3000 has two power supplies. By default, the system operates in single-power mode. However, you
can configure the system to operate in dual mode, where the second power supply automatically provides
power if the primary power supply fails. When you enable dual-mode, the power supply alarm is automatically
enabled to send syslog alerts, but you can disable the alert altogether, or also enable SNMP traps or the alarm
hardware relay.

The following procedure explains how to enable dual mode, and how to configure the power supply alarms.

Procedure

Click View Configuration in Device > Advanced Configuration.

Click FlexConfig > FlexConfig Objects in the Advanced Configuration table of contents.
Click the + button to create a new object.

Enter a name for the object. For example, Enable_Power_Supply_Alarm.

In the Template editor, enter the commands needed to configure the power supply alarm.
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Step 7
Step 8

a)

b)
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Enable dual power supply mode.
power-supply dual

For example:

power-supply dual
Configure the actions to take when the power supply alarm is triggered.
alarm facility power-supply rps {relay | syslog | notifies | disable}

You can configure more than one action. For example, you can configure the device to activate the external
alarm, send syslog messages, and also send SNMP traps.

* relay—Energize the alarm output relay, which activates the external alarm that you attached to it,
such as a buzzer or a flashing light. The output LED also goes red.

* syslog—Send a syslog message. This option is enabled by default.
* notifies—Send an SNMP trap.

« disable—Disable the power supply alarm. Any other actions configured for the power supply alarm
are inoperable.

For example, to enable all actions for the power supply alarm, enter the following:

alarm facility power-supply rps relay
alarm facility power-supply rps syslog
alarm facility power-supply rps notifies

In the Negate Template editor, enter the lines required to undo this configuration.

All of these commands take the no form to disable them and return to default settings. For example, if your
template includes all of the command examples shown in this procedure, the negate template would be the
following:

no
no
no
no

power-supply dual

alarm facility power-supply rps relay
alarm facility power-supply rps syslog
alarm facility power-supply rps notifies

Click OK to save the object.
Add the object to the FlexConfig policy.

a)
b)

<)

d)

Click FlexConfig Policy in the table of contents.
Click + in the Group List.
Select the Enable Power Supply Alarm object and click OK.

The preview should update with the commands in the template. Verify you are seeing the expected
commands.

Click Save.

You can now deploy the policy.
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After deployment completes, in CLI Console or an SSH session, use the show running-config command and
verify that the running configuration has the correct changes.

Configure Temperature Alarms

Step 1
Step 2
Step 3
Step 4
Step 5

You can configure alarms based on the temperature of the CPU card in the device.

You can set a primary and secondary temperature range. If the temperature drops below the low threshold,
or exceeds the high threshold, the alarm is triggered.

The primary temperature alarm is enabled by default for all alarm actions: output relay, syslog, and SNMP.
The default settings for the primary temperature range is -40°C to 92°C.

The secondary temperature alarm is disabled by default. You can set the secondary temperature within the
range -35°C to 85°C.

Because the secondary temperature range is more restrictive than the primary range, if you set either the
secondary low or high temperature, that setting disables the corresponding primary setting, even if you
configure non-default values for the primary setting. You cannot enable two separate high and two separate
low temperature alarms.

Thus, in practice, you should configure the primary only, or the secondary only, setting for high and low.

Procedure

Click View Configuration in Device > Advanced Configuration.

Click FlexConfig > FlexConfig Objects in the Advanced Configuration table of contents.
Click the + button to create a new object.

Enter a name for the object. For example, Enable_Temperature_Alarm.

In the Template editor, enter the commands needed to configure the temperature alarm.

a) Configure the acceptable temperature range.
alarm facility temperature {primary | secondary} {low | high} temperature

The temperature is in Celsius. The allowed range for the primary alarm is -40 to 92, which is also the
default range. The allowed range for the secondary alarm is -35 to 85. The low value must be lower than
the high value.

For example, to set a more restrictive temperature range of -20 to 80, which falls within the allowed range
for the secondary alarm, configure the secondary alarm as follows:
alarm facility temperature secondary low -20
alarm facility temperature secondary high 80
b) Configure the actions to take when the temperature alarm is triggered.
alarm facility temperature {primary | secondary} {relay | syslog | notifies}

You can configure more than one action. For example, you can configure the device to activate the external
alarm, send syslog messages, and also send SNMP traps.

* relay—Energize the alarm output relay, which activates the external alarm that you attached to it,
such as a buzzer or a flashing light. The output LED also goes red.
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* syslog—Send a syslog message.

* notifies—Send an SNMP trap.

For example, to enable all actions for the secondary temperature alarm, enter the following:

alarm facility temperature secondary relay
alarm facility temperature secondary syslog
alarm facility temperature secondary notifies

Step 6 In the Negate Template editor, enter the lines required to undo this configuration.

All of these commands take the no form to return to default settings (for the primary alarm) or disable them
(for the secondary alarm). For example, if your template includes all of the command examples shown in this
procedure, the negate template would be the following:

no
no
no
no
no

alarm facility temperature secondary low -20
alarm facility temperature secondary high 80
alarm facility temperature secondary relay
alarm facility temperature secondary syslog
alarm facility temperature secondary notifies

Step 7 Click OK to save the object.
Step 8 Add the object to the FlexConfig policy.

a)
b)

<)

d)

Click FlexConfig Policy in the table of contents.
Click + in the Group List.
Select the Enable Temperature_Alarm object and click OK.

The preview should update with the commands in the template. Verify you are seeing the expected
commands.

Click Save.

You can now deploy the policy.

Step 9 After deployment completes, in CLI Console or an SSH session, use the show running-config command and
verify that the running configuration has the correct changes.

Monitoring Alarms

The following topics explain how to monitor and manage alarms.

Monitoring Alarm Status

You can use the following commands in the CLI to monitor alarms.

« show alarm settings

Shows the current configuration for each possible alarm.

« show environment alarm-contact
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Shows information about the physical status of the input alarm contacts.
« show facility-alarm relay

Shows information about the alarms that have triggered the output relay.
« show facility-alarm status [info | major | minor]

Shows information on all alarms that have been triggered. You can limit the view by filtering on major
or minor status. The info keyword provides the same output as using no keyword.

Monitoring Syslog Messages for Alarms

Depending on the type of alarms you configure, you might see the following syslog messages.
Dual Power Supply Alarms
* %FTD-1-735005: Power Supply Unit Redundancy OK

* %FTD-1-735006: Power Supply Unit Redundancy Lost

Temperature Alarms
In these alarms, Celsius is replaced by the temperature detected on the device, in Celsius.

* %FTD-6-806001: Primary alarm CPU temperature is High Celsius

* %FTD-6-806002: Primary alarm for CPU high temperature is cleared

* %FTD-6-806003: Primary alarm CPU temperature is Low Celsius

* %FTD-6-806004: Primary alarm for CPU Low temperature is cleared

* %FTD-6-806005: Secondary alarm CPU temperature is High Celsius

* %FTD-6-806006: Secondary alarm for CPU high temperature is cleared

* %FTD-6-806007: Secondary alarm CPU temperature is Low Celsius

* %FTD-6-806008: Secondary alarm for CPU Low temperature is cleared

Alarm Input Contact Alarms
In these alarms, description is the description for the contact that you configured.
* %FTD-6-806009: Alarm asserted for ALARM _IN 1 alarm_1_description

* %FTD-6-806010: Alarm cleared for ALARM IN 1 alarm 1 _description
* %FTD-6-806011: Alarm asserted for ALARM IN 2 alarm 2_description
* %FTD-6-806012: Alarm cleared for ALARM _IN 2 alarm 2_description

Turning Off the External Alarm

If you are using an external alarm that is attached to the alarm output, and the alarm is triggered, you can turn
off the external alarm from the device CLI using the clear facility-alarm output command. This command
de-energizes the output pin and also turns off the output LED.
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Reusable Objects

* Objects, on page 127
* Certificates, on page 141
* Identity Sources, on page 149






CHAPTER 6

Objects

Objects are reusable containers that define criteria that you want to use in policies or other settings. For
example, network objects define host and subnet addresses.

Objects let you define criteria so that you can easily reuse the same criteria in different policies. When you
update an object, all policies that use the object are automatically updated.

* Object Types, on page 127
* Managing Objects, on page 130

Object Types

You can create the following types of object. In most cases, if a policy or setting allows an object, you must
use an object.

Object Type Main Use Description

AnyConnect Client | Remote access VPN. | AnyConnect Client profiles are downloaded to clients along with
Profile the AnyConnect Client software. These profiles define many
client-related options, such as auto connect on startup and auto
reconnect, and whether the end user is allowed to change the
option from the AnyConnect Client preferences and advanced
settings.

See Configure and Upload Client Profiles, on page 505.

Application Filter | Access control rules. | An application filter object defines the applications used in an
IP connection, or a filter that defines applications by type,
category, tag, risk, or business relevance. You can use these
objects in policies to control traffic instead of using port
specifications.

See Configuring Application Filter Objects, on page 134.
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Object Type Main Use Description

Certificates Identity policies. Digital certificates provide digital identification for
Remote access VPN authentication. Certificates are used for SSL (Secure Socket

" | Layer), TLS (Transport Layer Security), and DTLS (Datagram
SSL decryption TLS) connections, such as HTTPS and LDAPS.
rules. See Configuring Certificates, on page 144.
Management web
server.

DNS Groups DNS settings for the | DNS groups define a list of DNS servers and some associated
management and attributes. DNS servers are needed to resolve fully-qualified
data interfaces. domain names (FQDN), such as www.example.com, to IP

addresses.
See Configuring DNS Groups, on page 574.

Event List Filters | System logging Event list filters create a custom filter list for syslog messages.
settings for select | You can use them to limit the messages that are sent to a
logging destinations. | particular logging location, such as a syslog server or the internal

log buffer.
See Configure Event List Filters, on page 571.

Geolocation Security policies. | A geolocation object defines countries and continents that host
the device that is the source or destination of traffic. You can
use these objects in policies to control traffic instead of using IP
addresses.

See Configuring Geolocation Objects, on page 137.

Identity Sources Identity policies. Identity sources are servers and databases that define user

accounts. You can use this information in a variety of ways, such
Remoteaccess VPN. as providing the user identity associated with an IP address, or
FDM access. authenticating remote access VPN connections or access to the

FDM.

See Identity Sources, on page 149.

IKE Policy VPN. Internet Key Exchange (IKE) Policy objects define the IKE
proposal used to authenticate IPsec peers, negotiate and distribute
IPsec encryption keys, and automatically establish IPsec security
associations (SAs). There are separate objects for IKEv1 and
IKEv2.

See Configuring the Global IKE Policy, on page 475.
IPsec Proposal VPN. IPsec Proposal objects configure the IPsec proposal used during

IKE Phase 2 negotiations. The IPsec proposal defines the
combination of security protocols and algorithms that secure
traffic in an IPsec tunnel. There are separate objects for IKEv1
and IKEv2.

See Configuring [Psec Proposals, on page 479.
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Object Type Main Use Description
Network Security policies and | Network groups and network objects (collectively referred to as
a wide variety of | network objects) define the addresses of hosts or networks.
device settings. See Configuring Network Objects and Groups, on page 130.
Port Security policies. | Port groups and port objects (collectively referred to as port
objects) define the protocols, ports, or ICMP services for traffic.
See Configuring Port Objects and Groups, on page 132.
Secret Keys Smart CLI and Secret key objects define passwords or other authentication
FlexConfig policies. | strings that you want to encrypt and hide.

See Configuring Secret Key Objects, on page 650.

Security Zone

Security policies.

A security zone is a grouping of interfaces. Zones divide the
network into segments to help you manage and classify traffic.

See Configuring Security Zones, on page 133.

SLA Monitors

Static routes.

An SLA Monitor defines a target IP address to use for monitoring
a static route. If the monitor determines the target IP address can
no longer be reached, the system can install a backup static route.

See Configure SLA Monitor Objects, on page 281.

Syslog Servers

Access control rules.
Diagnostic logging.

Security Intelligence
policies.

SSL decryption
rules.

Intrusion policies.

File/malware
policies

A syslog server object identifies a server that can receive
connection-oriented or diagnostic system log (syslog) messages.

See Configuring Syslog Servers, on page 138.

URL

Access control rules.

Security Intelligence
policies.

URL objects and groups (collectively referred to as URL objects)
define the URL or IP addresses of web requests.

See Configuring URL Objects and Groups, on page 136.

Users

Remote access VPN.

You can create user accounts directly on the device for use with
remote access VPN. You can use the local user accounts instead
of, or in addition to, an external authentication source.

See Configure Local Users, on page 163.
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Managing Objects

Step 1

Step 2

You can configure objects directly through the Objects page, or you can configure them while editing policies.
Either method yields the same results, a new or updated object, so use the technique that suits your needs at
the time.

The following procedure explains how you can create and manage your objects directly through the Objects
page.

\)

Note When you edit a policy or setting, if a property requires an object, you are shown a list of the ones that
are already defined, and you select the appropriate object. If the desired object does not yet exist, simply
click the Create New Object link shown in the list.

Procedure

Select Objects.

The Objects page has a table of contents listing the available types of objects. When you select an object type,
you see a list of existing objects, and you can create new ones from here. You can also see the object contents
and type.

Select the object type from the table of contents and do any of the following:

» To create an object, click the + button. The content of the objects differ based on type; see the configuration
topic for each object type for specific information.

* To create a group object, click the Add Group (F_J) button. Group objects include more than one item.

* To edit an object, click the edit icon (O) for the object. You cannot edit the contents of a pre-defined
object.

* To delete an object, click the delete icon ('D) for the object. You cannot delete an object if it is currently
being used in a policy or another object, or if it is a pre-defined object.

Configuring Network Objects and Groups

Use network group and network objects (collectively referred to as network objects) to define the addresses
of hosts or networks. You can then use the objects in security policies for purposes of defining traffic matching
criteria, or in settings to define the addresses of servers or other resources.

A network object defines a single host or network address, whereas a network group object can define more
than one address.

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create network objects while editing an address property by clicking the Create New Network link
shown in the object list.
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Step 1
Step 2

Step 3

Step 4

Configuring Network Objects and Groups .

Procedure

Select Objects, then select Network from the table of contents.

Do one of the following:
* To create an object, click the + button.
* To create a group, click the Add Group (ﬁl) button.
* To edit an object or group, click the edit icon (o) for the object.

To delete an unreferenced object, click the trash can icon (O) for the object.

Enter a Name for the object and optionally, a description, and define the object contents.

We recommend that you do not use an IP address alone for the name so that you can easily tell object names
from object contents or standalone IP addresses. If you want to use an IP address in the name, prefix it with
something meaningful, such as host-192.168.1.2 or network-192.168.1.0. If you use an IP address as the name,
the system adds a vertical bar as a prefix, for example, [192.168.1.2. FDM does not show the bar in the object
selectors, but you will see this naming standard if you examine the running configuration using the show
running-config command in the CLL

Configure the contents of the object.
Network Objects
Select the object Type and configure the contents:
* Network—Enter a network address using one of the following formats:

* [Pv4 network including subnet mask, for example, 10.100.10.0/24 or 10.100.10.0/255.255.255.0.
* [Pv6 network including prefix, for example, 2001:DB8:0:CD30::/60.

» Host—Enter a host IP address using one of the following formats:

* [Pv4 host address, for example, 10.100.10.10.

* [Pv6 host address, for example, 2001:DB8::0DB8:800:200C:417A or
2001:DB8:0:0:0DB8:800:200C:417A.

» Range—A range of addresses, with the starting and ending address separated by a hyphen. You can
specify IPv4 or IPv6 ranges. Do not include masks or prefixes. For example, 192.168.1.10-192.168.1.250
or 2001:DB8:0:CD30::10-2001:DB8:0:CD30::100.

* FQDN—Enter a single fully-qualified domain name, such as www.example.com. You cannot use
wildcards. Also, select the DNS Resolution to determine whether you want the IPv4, IPv6, or both IPv4
and IPv6 addresses associated with the FQDN. The default is both IPv4 and IPv6. You can use these
objects in access control rules only. The rules match the IP address obtained for the FQDN through a
DNS lookup.

Network Groups

Click the + button to select network objects or groups to add to the group. You can also create new objects.
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Step 5 Click OK to save your changes.

Configuring Port Objects and Groups

Use port group and port objects (collectively referred to as port objects) to define the protocols, ports, or ICMP
services for traffic. You can then use the objects in security policies for purposes of defining traffic matching
criteria, for example, to use access rules to allow traffic to specific TCP ports.

A port object defines a single protocol, TCP/UDP port or port range, or ICMP service, whereas a port group
object can define more than one service.

The system includes several pre-defined objects for common services. You can use these objects in your
policies. However, you cannot edit or delete system-defined objects.

)

Note When creating port group objects, ensure that the combination of objects makes sense. For example,
you cannot have a mixture of protocols in an object if you use it to specify both source and destination
ports in an access rule. Exercise care when editing an object that is already being used, or you could
invalid (and disable) policies that use the object.

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create port objects while editing a service property by clicking the Create New Port link shown in
the object list.

Procedure

Step 1 Select Objects, then select Ports from the table of contents.
Step 2 Do one of the following:

* To create an object, click the + button.
* To create a group, click the Add Group (il) button.

* To edit an object or group, click the edit icon (0) for the object.
To delete an unreferenced object, click the trash can icon (0) for the object.
Step 3 Enter a name for the object and optionally, a description, and define the object contents.
Port Objects

Select the Protocol, then configure the protocol as follows:

» TCP, UDP—Enter the single port or port range number, for example, 80 (for HTTP) or 1-65535 (to
cover all ports).

* ICMP, IPv6-ICMP—Select the ICMP Type and optionally, the Code. Select Any for the type to apply
to all ICMP messages. For information on the types and codes, see the following pages:

* [CMP—http://www.iana.org/assignments/icmp-parameters/icmp-parameters.xml

* [ICMPv6—http://www.iana.org/assignments/icmpv6-parameters/icmpv6-parameters.xml
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Step 4

Configuring Security Zones .

» Other—Select the desired protocol.

Port Groups

Click the + button to select port objects to add to the group. You can also create new objects.

Click OK to save your changes.

Configuring Security Zones

Step 1
Step 2

Step 3
Step 4

A security zone is a grouping of interfaces. Zones divide the network into segments to help you manage and
classify traffic. You can define multiple zones, but a given interface can be in one zone only.

The system creates the following zones during initial configuration. You can edit these zones to add or remove
interfaces, or you can delete the zones if you no longer use them.

« inside_zone—Includes the inside interface. If the inside interface is a bridge group, this zone includes
all the bridge group member interfaces instead of the inside Bridge Virtual Interface (BVI). This zone
is intended to represent internal networks.

« outside_zone—Includes the outside interface. This zone is intended to represent networks external to
your control, such as the Internet.

Typically, you would group interfaces by the role they play in your network. For example, you would place
the interface that connects to the Internet in the outside_zone security zone, and all of the interfaces for your
internal networks in the inside_zone security zone. Then, you could apply access control rules to traffic
coming from the outside zone and going to the inside zone.

Before creating zones, consider the access rules and other policies you want to apply to your networks. For
example, you do not need to put all internal interfaces into the same zone. If you have 4 internal networks,
and you want to treat one differently than the other three, you can create two zones rather than one. If you
have an interface that should allow outside access to a public web server, you might want to use a separate
zone for the interface.

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create security zones while editing a security zone property by clicking the Create New Security
Zone link shown in the object list.

Procedure

Select Objects, then select Security Zones from the table of contents.

Do one of the following:

* To create an object, click the + button.

* To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (0) for the object.

Enter a Name for the object and optionally, a description.
Select the Mode for the zone.
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Step 5

Step 6

The mode relates directly to the interface mode, either Routed or Passive. The zone can contain a single type
of interface. For normal zones for through traffic, select Routed.

In the Interfaces list, click + and select the interfaces to add to the zone.

The list shows all named interfaces that are not currently in a zone. You must configure an interface and give
it a name before you can add it to a zone.

If all named interfaces are already in zones, the list is empty. If you are trying to move an interface to a different
zone, you must first remove it from its current zone.

Note You cannot add a bridge group interface (BVI) to a zone. Instead, add the member interfaces. You
can put the members into different zones.

Click OK to save your changes.

Configuring Application Filter Objects

Step 1
Step 2

An application filter object defines the applications used in an IP connection, or a filter that defines applications
by type, category, tag, risk, or business relevance. You can use these objects in policies to control traffic
instead of using port specifications.

Although you can specify individual applications, application filters simplify policy creation and administration.
For example, you could create an access control rule that identifies and blocks all high risk, low business
relevance applications. If a user attempts to use one of those applications, the session is blocked.

You can select applications and application filters directly in a policy without using application filter objects.
However, an object is convenient if you want to create several policies for the same group of applications or
filters. The system includes several pre-defined application filters, which you cannot edit or delete.

\)

Note Cisco frequently updates and adds additional application detectors via system and vulnerability database
(VDB) updates. Thus, a rule blocking high risk applications can automatically apply to new applications
without you having to update the rule manually.

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create application filter objects while editing an access control rule by clicking the Save As Filter
link after adding application criteria to the Applications tab.

Before you begin

When editing a filter, if a selected application was removed by a VDB update, “(Deprecated)” appears after
the application name. You must remove these applications from the filter, or subsequent deployments and
system software upgrades will be blocked.

Procedure

Select Objects, then select Application Filters from the table of contents.

Do one of the following:
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Step 3
Step 4

Configuring Application Filter Objects .

* To create an object, click the + button.

* To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (0) for the object.

Enter a Name for the object and optionally, a description.
In the Applications list, click Add + and select the applications and filters to add to the object.

The initial list shows applications in a continually scrolling list. Click Advanced Filter to see the filter options
and to get an easier view for selecting applications. Click Add when you have made your selections. You can
repeat the process to add additional applications or filters.

Note Multiple selections within a single filter criteria have an OR relationship. For example, Risk is High
OR Very High. The relationship between filters is AND, so Risk is High OR Very High, AND
Business Relevance is Low OR Very Low. As you select filters, the list of applications in the display
updates to show only those that meet the criteria. You can use these filters to help you find
applications that you want to add individually, or to verify that you are selecting the desired filters
to add to the rule.

Risks

The likelihood that the application is used for purposes that might be against your organization's security
policy, from very low to very high.

Business Relevance

The likelihood that the application is used within the context of your organization's business operations, as
opposed to recreationally, from very low to very high.

Types
The type of application:

» Application Protocol—Application protocols such as HTTP and SSH, which represent communications
between hosts.

» Client Protocol—Clients such as web browsers and email clients, which represent software running on
the host.

» Web Application—Web applications such as MPEG video and Facebook, which represent the content
or requested URL for HTTP traffic.
Categories
A general classification for the application that describes its most essential function.
Tags
Additional information about the application, similar to category.

For encrypted traffic, the system can identify and filter traffic using only the applications tagged SSL Protocol.
Applications without this tag can only be detected in unencrypted or decrypted traffic. Also, the system assigns
the decrypted traffic tag to applications that the system can detect in decrypted traffic only, not encrypted
or unencrypted.

Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0 [Jj



Reusable Objects |

. Configuring URL Objects and Groups

Step 5

Applications List (bottom of the display)

This list updates as you select filters from the options above the list, so you can see the applications that
currently match the filter. Use this list to verify that your filter is targeting the desired applications when you
intend to add filter criteria to the rule. If your intention is to add specific applications, select them from this
list.

Click OK to save your changes.

Configuring URL Objects and Groups

Use URL objects and groups (collectively referred to as URL objects) to define the URL or IP addresses of
web requests. You can use these objects to implement manual URL filtering in access control policies, or
blocking in Security Intelligence policies.

A URL object defines a single URL or IP address, whereas a URL group object can define more than one
URL or address.

When creating URL objects, keep the following points in mind:

* If you do not include a path (that is, there is no / character in the URL), the match is based on the server’s
hostname only. The hostname is considered a match if it comes after the :// separator, or after any dot in
the hostname. For example, ign.com matches ign.com and www.ign.com, but it does not match
verisign.com.

If you include one or more / character, the entire URL string is used for a substring match, including the
server name, path, and any query parameters. However, we recommend that you do not use manual URL
filtering to block or allow individual web pages or parts of sites, as servers can be reorganized and pages
moved to new paths. Substring matching can also lead to unexpected matches, where the string you

include in the URL object also matches paths on unintended servers or strings within query parameters.

The system disregards the encryption protocol (HTTP vs HTTPS). In other words, if you block a website,
both HTTP and HTTPS traffic to that website is blocked, unless you use an application condition to
target a specific protocol. When creating a URL object, you do not need to specify the protocol when
creating an object. For example, use example.com rather than http://example.com.

If you plan to use a URL object to match HTTPS traffic in an access control rule, create the object using
the subject common name in the public key certificate used to encrypt the traffic. Also, the system
disregards subdomains within the subject common name, so do not include subdomain information. For
example, use example.com rather than www.example.com.

However, please understand that the subject common name in the certificate might be completely unrelated
to a web site’s domain name. For example, the subject common name in the certificate for youtube.com
is *.google.com (this of course might change at any time). You will get more consistent results if you
use the SSL Decryption policy to decrypt HTTPS traffic so that URL filtering rules work on decrypted
traffic.

\}

Note URL objects will not match HTTPS traffic if the browser resumes a TLS
session because the certificate information is no longer available. Thus,
even if you carefully configure the URL object, you might get inconsistent
results for HTTPS connections.
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Step 1
Step 2

Step 3
Step 4

Step 5

Configuring Geolocation Objects .

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create URL objects while editing a URL property by clicking the Create New URL link shown in
the object list.

Procedure

Select Objects, then select URL from the table of contents.

Do one of the following:
* To create an object, click the + button.
* To create a group, click the Add Group (il) button.

* To edit an object or group, click the edit icon (O) for the object.
To delete an unreferenced object, click the trash can icon (0) for the object.

Enter a Name for the object and optionally, a description.

Define the object contents.

URL Objects

Enter a URL or IP address in the URL box. You cannot use wildcards in the URL.
URL Groups

Click the + button to select URL objects to add to the group. You can also create new objects.

Click OK to save your changes.

Configuring Geolocation Objects

A geolocation object defines countries and continents that host the device that is the source or destination of
traffic. You can use these objects in policies to control traffic instead of using IP addresses. For example,
using geographical location, you could easily restrict access to a particular country without needing to know
all of the potential IP addresses used there.

You can typically select geographical locations directly in a policy without using geolocation objects. However,
an object is convenient if you want to create several policies for the same group of countries and continents.

\}

Note To ensure that you are using up-to-date geographical location data to filter your traffic, Cisco strongly

recommends that you regularly update the geolocation database (GeoDB).

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create geolocation objects while editing a network property by clicking the Create New Geolocation
link shown in the object list.
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Step 1
Step 2

Step 3
Step 4

Step 5

Procedure

Select Objects, then select Geolocation from the table of contents.

Do one of the following:

* To create an object, click the + button.

» To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (O) for the object.

Enter a Name for the object and optionally, a description.
In the Continents/Countries list, click Add + and select the continents and countries to add to the object.

Selecting a continent selects all countries within the continent.

Click OK to save your changes.

Configuring Syslog Servers

Step 1
Step 2

A syslog server object identifies a server that can receive connection-oriented or diagnostic system log (syslog)
messages. If you have a syslog server set up for log collection and analysis, create objects to define them and
use the objects in the related policies.

You can send the following types of events to the syslog server:

* Connection events. Configure the syslog server object on the following types of policy: access control
rules and default action, SSL decryption rules and default action, Security Intelligence policy.

* Intrusion events. Configure the syslog server object on the intrusion policy.

* Diagnostic events. See Configure Logging to a Remote Syslog Server, on page 569.

* File/malware events. Configure the syslog server on Device > System Settings > Logging Settings.
The following procedure explains how you can create and edit objects directly through the Objects page. You

can also create syslog server objects while editing a syslog server property by clicking the Add Syslog Server
link shown in the object list.

Procedure

Select Objects, then select Syslog Servers from the table of contents.

Do one of the following:

* To create an object, click the + button.

* To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (O) for the object.
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Step 3 Configure the syslog server properties:
* IP Address—Enter the IP address of the syslog server.

* Protocol Type, Port Number—Select the protocol and enter the port number to use for syslog. The
default is UDP/514. If you select TCP, the system can recognize when the syslog server is not available,
and stops sending events until the server is available again. The default UDP port is 514, the default TCP
port is 1470. If you change the default, the port must be in the range 1025 to 65535.

Note If you use TCP as the transport protocol, the system opens 4 connections to the syslog server
to ensure that messages are not lost. If you are using the syslog server to collect messages from
a very large number of devices, and the combined connection overhead is too much for the
server, use UDP instead.

» Interface for Device Logs—Select which interface should be used for sending diagnostic syslog messages.
The following types of event always use the management interface: connection, intrusion, file, malware.
Your interface selection determines the IP address associated with syslog messages. Select one of the
following options:

+ Data Interface—Use the data interface you select for diagnostic syslog messages. If the server is
accessible through a bridge group member interface, select the bridge group interface (BVI) instead.
If it is accessible through the Diagnostic interface (the physical management interface), we
recommend that you select Management Interface instead of this option. You cannot select a
passive interface.

For connection, intrusion, file, and malware syslog messages, the source IP address will either be

for the management interface, or for the gateway interface if you route through data interfaces. Note
that there must be appropriate routes in the routing table that direct traffic to the syslog server out

the selected interface for these event types.

» Management Interface—Use the virtual Management interface for all types of syslog messages.
The source IP address will either be for the Management interface, or for the gateway interface if
you route through data interfaces.

Step 4 Click OK to save your changes.
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Certificates

Digital certificates provide digital identification for authentication. Certificates are used for SSL (Secure
Socket Layer), TLS (Transport Layer Security), and DTLS (Datagram TLS) connections, such as HTTPS and
LDAPS. The following topics explain how to create and manage certificates.

* About Certificates, on page 141
* Configuring Certificates, on page 144

About Certificates

Digital certificates provide digital identification for authentication. A digital certificate includes information
that identifies a device or user, such as the name, serial number, company, department, or IP address. A digital
certificate also includes a copy of the public key for the user or device. Certificates are used for SSL (Secure
Socket Layer), TLS (Transport Layer Security), and DTLS (Datagram TLS) connections, such as HTTPS and
LDAPS.

You can create the following types of certificate:

* Internal certificates—Internal identity certificates are certificates for specific systems or hosts. You can
generate these yourself using the OpenSSL toolkit or get them from a Certificate Authority. You can
also generate a self-signed certificate.

* Internal Certificate Authority (CA) certificates—Internal CA certificates are certificates that the system
can use to sign other certificates. These certificates differ from internal identity certificates with respect
to the basic constraints extension and the CA flag, which are enabled for CA certificates but disabled for
identity certificates. You can generate these yourself using the OpenSSL toolkit or get them from a
Certificate Authority. You can also generate a self-signed internal CA certificate. If you configure
self-signed internal CA certificates, the CA runs on the device itself.

* Trusted Certificate Authority (CA) certificates—A trusted CA certificate is used to sign other certificates.
It is self-signed and called a root certificate. A certificate that is issued by another CA certificate is called
a subordinate certificate.

Certificate Authorities (CAs) are trusted authorities that “sign” certificates to verify their authenticity, thereby
guaranteeing the identity of the device or user. CAs issue digital certificates in the context of a PKI, which
uses public-key or private-key encryption to ensure security. A CA can be a trusted third party, such as
VeriSign, or a private (in-house) CA that you establish within your organization. CAs are responsible for
managing certificate requests and issuing digital certificates. For more information, see Public Key
Cryptography, on page 142.
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Public Key Cryptography

In public key cryptography, such as the RSA encryption system, each user has a key pair containing both a
public and a private key. The keys act as complements, and anything encrypted with one of the keys can be
decrypted with the other.

In simple terms, a signature is formed when data is encrypted with a private key. The signature is attached to
the data and sent to the receiver. The receiver applies the public key of the sender to the data. If the signature
sent with the data matches the result of applying the public key to the data, the validity of the message is
established.

This process relies on the receiver having a copy of the public key of the sender and a high degree of certainty
that this key belongs to the sender, not to someone pretending to be the sender.

Obtaining the public key of a sender is normally handled externally or through an operation performed at
installation. For example, most web browsers are configured with the root certificates of several CAs by
default.

You can learn more about digital certificates and public key cryptography through openssl.org, Wikipedia,
or other sources. Having a firm understanding of SSL/TLS cryptography will help you establish secure
connections to your device.

Certificate Types Used by Feature

You need to create the right type of certificate for each feature. The following features require certificates.
Identity Policies (Captive Portal)—Internal Certificate

(Optional.) Captive portal is used in identity policies. Users must accept this certificate when authenticating
to the device for purposes of identifying themselves and getting their IP address associated with their
usernames. If you do not supply a certificate, the device uses an automatically generated certificate.

Identity Realms (Identity Policies and Remote Access VPN)—Trusted CA Certificate

(Optional.) If you use an encrypted connection for your directory server, the certificate must be accepted
to perform authentication with the directory server. Users must authenticate when prompted by identity
and remote access VPN policies. A certificate is not needed if you do not use encryption for the directory
server.

Management Web Server (Management Access System Settings)—Internal Certificate

(Optional.) FDM is a web-based application, so it runs on a web server. You can upload a certificate that
your browser accepts as valid to avoid getting an Untrusted Authority warning.

Remote Access VPN—Internal Certificate

(Required.) The internal certificate is for the outside interface, which establishes the device identity for
AnyConnect Clients when they make a connection to the device. Clients must accept this certificate.

Site-to-Site VPN—Internal and Trusted CA Certificates

If you use certificate authentication for a site-to-site VPN connection, you need to select the internal
identity certificate used to authenticate the local peer in the connection. Although it is not part of the
VPN connection definition, you also need to upload the trusted CA certificates that were used to sign
the local and remote peer identity certificates, so that the system can authenticate the peers.

SSL Decryption Policy—Internal, Internal CA, and Trusted CA Certificates
(Required.) The SSL decryption policy uses certificates for the following purposes:
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* Internal certificates are used for known key decryption rules.

* Internal CA certificates are used for decrypt re-sign rules when creating the session between the
client and FTD device.

* Trusted CA certificates are used indirectly for decrypt re-sign rules when creating the session
between the FTD device and server. Trusted CA certificates are used to verify the signing authority
of the server's certificate. Unlike the other certificates, you do not directly configure these certificates
in the SSL decryption policy; they simply need to be uploaded to the system. The system includes
a large number of trusted CA certificates, so you might not need to upload any additional certificates.

Example: Generating an Internal Certificate using OpenSSL

The following example uses OpenSSL commands to generate an internal server certificate. You can obtain
OpenSSL from openssl.org. Consult OpenSSL documentation for specific information. The commands used
in this example might change, and you might have other options available that you might want to use.

This procedure is meant to give you an idea of how to obtain a certificate to upload to FTD.

)

Note The OpenSSL commands shown here are examples only. Adjust the parameters to fit your security
requirements.

Procedure

Step 1 Generate a key.

openssl genrsa -out server.key 4096

Step 2 Generate a certificate signing request (CSR).

openssl req -new -key server.key -out server.csr

Step 3 Generate a self-signed certificate with the key and CSR.
openssl x509 -reqg -days 365 -in server.csr -signkey server.key -out server.crt
Because the FDM does not support encrypted keys, try to skip the challenge password by just pressing return
when generating a self signed certificate.

Step 4 Upload the files into the appropriate fields when creating an internal certificate object in the FDM.
You can also copy/paste the file contents. The sample commands create the following files:

» server.crt—Upload or paste the contents into the Server Certificate field.

» server.key—Upload or paste the contents into the Certificate Key field. If you provided a password when
generating the key, you can decrypt it using the following command. The output is sent to stdout, where
you can copy it.
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openssl rsa -in server.key -check

Configuring Certificates

Step 1

Step 2

FTD supports X509 certificates in PEM or DER format. Use OpenSSL to generate certificates if needed,
obtain them from a trusted Certificate Authority, or create self-signed certificates.

For more information on certificates, see About Certificates, on page 141.
For information on which type is used for each feature, see Certificate Types Used by Feature, on page 142.

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create certificate objects while editing a certificate property by clicking the Create New Certificate
link shown in the object list.

Procedure

Select Objects, then select Certificates from the table of contents.
The system comes with the following pre-defined certificates, which you can use as is or replace.

 DefaultInternalCertificate
* DefaultWebserverCertificate

* NGFW-Default-Internal CA

The system also includes many trusted CA certificates from third party Certificate Authorities. These are used
by SSL decryption policies for Decrypt Re-Sign actions.

Do one of the following:
* To create a new certificate object, use the command for the type of certificate from the + menu.
* To view or edit a certificate, click either the edit icon (O) or the view icon (0) for the certificate.

* To delete an unreferenced certificate, click the trash can icon ('D) for the certificate.

For detailed information on creating or editing certificates, see the following topics:

* Uploading Internal and Internal CA Certificates, on page 145
* Generating Self-Signed Internal and Internal CA Certificates, on page 146

* Uploading Trusted CA Certificates, on page 147
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Uploading Internal and Internal CA Certificates .

Uploading Internal and Internal CA Certificates

Step 1
Step 2

Step 3

Step 4

Internal identity certificates are certificates for specific systems or hosts.

Internal CA certificates are certificates that the system can use to sign other certificates. These certificates
differ from internal identity certificates with respect to the basic constraints extension and the CA flag, which
are enabled for CA certificates but disabled for identity certificates.

You can generate these certificates yourself using the OpenSSL toolkit or get them from a Certificate Authority,
and then upload them using the following procedure. For an example of generating a key, see Example:
Generating an Internal Certificate using OpenSSL, on page 143.

You can also generate a self-signed internal identity and internal CA certificates. If you configure self-signed
internal CA certificates, the CA runs on the device itself. For information on creating self-signed certificates,
see Generating Self-Signed Internal and Internal CA Certificates, on page 146.

For information on the features that use these certificates, see Certificate Types Used by Feature, on page 142.

Procedure

Select Objects, then select Certificates from the table of contents.

Do one of the following:

* Click + > Add Internal Certificate, then click Upload Certificate and Key.
* Click + > Add Internal CA Certificate, then click Upload Certificate and Key.

* To edit or view a certificate, click the information icon (o). The dialog box shows the certificate subject,
issuer, and valid time range. Click Replace Certificate to upload a new certificate and key. You can also
paste the certificate and key in the dialog box.

Enter a Name for the certificate.

The name is used in the configuration as an object name only, it does not become part of the certificate itself.

Click Upload Certificate (or Replace Certificate when editing) and select the certificate file (for example,
* crt). Allowed file extensions are .pem, .cert, .cer, .crt, and .der. Alternatively, paste in the certificate.

The certificate must be an X509 certificate in PEM or DER format.

The certificate you paste must include the BEGIN CERTIFICATE and END CERTIFICATE lines. For
example:

MIICMTCCAZoCCQDAUV3NGK/cUjANBgkghkiGOwOBAQsFADBAMQswCQYDVQQGEWJIV
UzETMBEGA1UECAWKU29tZS1TdGFOZTEhRMB8GALUECgwYSW50ZXJuzZXQgV21kz210
(...5 lIines removed...)
shGJDReRYJQQilhHZrYTWZAYTrD7NQPHUtK+Z1Jng67cPgnNDuXEn55UwMOQoHBP
HMUwmhiGZ1zJM8BpX2Js2yQ3ms30pr8rO+gPCPMCAWEAATANBgkghkiGO9wOBAQSF
AAOBgQCB02CebA6YjICGr2CJZrQSeUwSveRBpmOuogm9802Z+5gIM5CkggfxwCUn
RVTLREQGFYd76V/5u0rdWx2ZCjqy6+zuQEm4 ZxWNSZpA9UBixFXJCsIMBO4gkG5D
v1k3WYJTfcgyJ1l0h4E4bOW2x1iixBU+x0OTLRATNbKY36EWAGScw==
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Step 5

Step 6

Click Upload Key (or Replace Key when editing) and select the certificate file (for example, *.key). The file
extension must be .key. Alternatively, paste in the key for the certificate.

The key cannot be encrypted and it must be an RSA key.

For example:

MIICXQIBAAKBGQC1lSulBknrMjzw/5FZ9YgdMLDUGJI1lbYgkjNTmVrk]yLOx2TYsem
r8iTiKB6iyTKbuS4iPeyEYKNF5FglCQKWEdmthNZkBhOsPs1A8e60r5mImeDrtw+
Cc005¢cSfnl1TAwWSCgcGkexTCaGIZmXMkzwGlfYmzbJIDeazfSmvys76A8I8wIDAQAB
AOGAUVDgEX8VXEOmM9IcOubPZ54pZ064KW/0JzUKPOTwxdLgGw/h39XFpkEX1iIgmDL
(...5 lines removed...)
DSWvzekRDH83dmP66+MIbWePhbhty+D10xbiuVuHV0/ZhxOhCG8tig3R8QJIBAIM]
fId05+1dNI4tGbWv6hHh/H/ATP2ST1Z35ERMZA29fjIRUJIJpFC21IDjvs8YGeAe
0YHkfSOULJIn8/j0CEf6kCQQODIJiHfGF/31Dk/8/5MGrg+3zau6okKXiuv6db8Rh+71
MUOx09tvbBUYy9REJqlYJWTKpeKD+EOQL+FX0bgvz4tHA

Click OK.

Generating Self-Signed Internal and Internal CA Certificates

Step 1
Step 2

Internal identity certificates are certificates for specific systems or hosts.

Internal CA certificates are certificates that the system can use to sign other certificates. These certificates
differ from internal identity certificates with respect to the basic constraints extension and the CA flag, which
are enabled for CA certificates but disabled for identity certificates.

You can generate a self-signed internal identity and internal CA certificates, that is, the certificates are signed
by the device itself. If you configure self-signed internal CA certificates, the CA runs on the device. The
system generates both the certificate and the key.

You can also create these certificates using OpenSSL, or obtain them from a trusted CA, and upload them.
For more information, see Uploading Internal and Internal CA Certificates, on page 145.

For information on the features that use these certificates, see Certificate Types Used by Feature, on page 142.

)

Note New self-signed certificates are generated with a 5-year validity term. Be sure to replace certificates
before they expire.

Procedure

Select Objects, then select Certificates from the table of contents.

Do one of the following:

* Click + > Add Internal Certificate, then click Self-Signed Certificate.
* Click + > Add Internal CA Certificate, then click Self-Signed Certificate.
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Step 3

Step 4

Step 5

Uploading Trusted CA Certificates .

Note To edit or view a certificate, click the information icon (o). The dialog box shows the certificate

subject, issuer, and valid time range. Click Replace Certificate to upload a new certificate and key.
When replacing a certificate, you cannot redo the self-signed characteristics explained in the following
steps. Instead, you must paste or upload a new certificate as described in Uploading Internal and
Internal CA Certificates, on page 145. The remaining steps apply to new self-signed certificates
only.

Enter a Name for the certificate.
The name is used in the configuration as an object name only, it does not become part of the certificate itself.

Configure at least one of the following for the certificate subject and issuer information.

* Country (C)—The two-character ISO 3166 country code to include in the certificate. For example, the
country code for the United States is US. Select the country code from the drop-down list.

« State or Province (ST)—The state or province to include in the certificate.
« Locality or City (L)—The locality to include in the certificate, such as the name of the city.
+ Organization (O)—The organization or company name to include in the certificate.

+ Organizational Unit (Department) (OU)—The name of the organization unit (for example, a department
name) to include in the certificate.

» Common Name (CN)—The X.500 common name to include in the certificate. This could be the name
of the device, web site, or another text string. This element is usually required for successful connections.
For example, you must include a CN in the internal certificate used for remote access VPN.

Click Save.

Uploading Trusted CA Certificates

Step 1
Step 2

Step 3

A trusted Certificate Authority (CA) certificate is used to sign other certificates. It is self-signed and called a
root certificate. A certificate that is issued by another CA certificate is called a subordinate certificate.

For information on the features that use these certificates, see Certificate Types Used by Feature, on page 142.

Obtain a trusted CA certificate from an external Certificate Authority, or create one using your own internal
CA, for example, with OpenSSL tools. Then, use the following procedure to upload the certificate.

Procedure

Select Objects, then select Certificates from the table of contents.

Do one of the following:

e Click + > Add Trusted CA Certificate.

* To edit a certificate, click the edit icon (O) for the certificate.

Enter a Name for the certificate.
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The name is used in the configuration as an object name only, it does not become part of the certificate itself.

Step 4 Click Upload Certificate (or Replace Certificate when editing) and select the trusted CA certificate file (for
example *.pem). Allowed file extensions are .pem, .cert, .cer, .crt, and .der. Alternatively, paste in the trusted
CA certificate.

The name of the server in the certificate must match the server Hostname / IP Address. For example, if you
use 10.10.10.250 as the IP address but ad.example.com in the certificate, the connection fails.

The certificate must be an X509 certificate in PEM or DER format.

The certificate you paste must include the BEGIN CERTIFICATE and END CERTIFICATE lines. For
example:

MITIFgTCCA2mgAwIBAgIJANvdcLnabFGYMAOGCSgGSIb3DQEBCWUAMEcxCzAJBgNV
BAYTALVTMQOswCQYDVQQIDAJUWDEPMAOGALUEBWWGYXVzdGluMROQWEgYDVQQKDASX
OTIuMTY4LjEuMTEUMBIGAIUEAWWLMTkyLjE20C4xLjEwWHhcNMTYxMDI3MjIzNDE3
WhceNMTcxMDI3MjIzNDE3W)BXMOswCQYDVQOGEWIVUZELMAKGALIUECAWCVFgxDZzAN
BgNVBACMBmMF1c3RpbjEUMBIGALUECGWLMTkyLjE20C4xLjEXxFDASBgNVBAMMCZES
Mi4xNjguMS4xMIICIJANBgkghkiGOwOBAQEFAAOCAG8AMIICCGKCAGEASNCeYwtLP
ES6Ve+S9z7WLKGX5J1F58AVH82GPkOQdrixn3FZeWLQapTpJZt /vgtAI2FZIK31h
(...20 lines removed...)
hbr6HOgK1OwXbRvOdksTzTEzVUgbgxt5Lwupg3b2ebQhWJz4BZvMsZX9etveEXDh
PY184V3yeSeYjbSCF5rP71f0bG9Iu6+udEfHp/NQvIs9IdNSPMEfXKieqgqpuN200jv
2blsfOydf4GMUKLBUMkhQnip6+3W

Step 5 Click OK.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



CHAPTER 8

Identity Sources

Identity sources are servers and databases that define user accounts. You can use this information in a variety
of ways, such as providing the user identity associated with an IP address, or authenticating remote access
VPN connections or access to the FDM.

The following topics explain how to define the identity sources. You would then use these objects when you
configure the services that require an identity source.

* About Identity Sources, on page 149

* Active Directory (AD) Identity Realms, on page 150
* RADIUS Servers and Groups, on page 156

* Identity Services Engine (ISE), on page 160

* Local Users, on page 163

About Identity Sources

Identity sources are the AAA servers and databases that define user accounts for the people in your organization.
You can use this information in a variety of ways, such as providing the user identity associated with an IP
address, or authenticating remote access VPN connections or access to the FDM.

Use the Objects > ldentity Sources page to create and manage your sources. You would then use these
objects when you configure the services that require an identity source

Following are the supported identity sources and their uses:
Active Directory (AD) Identity Realm

Active Directory provides user account and authentication information. See Active Directory (AD)
Identity Realms, on page 150.

You can use this source for the following purposes:

* Remote Access VPN, as a primary identity source. You can use AD in conjunction with a RADIUS
server.

« Identity policy, for active authentication and as the user identity source used with passive
authentication.
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Cisco Identity Services Engine (ISE) or Cisco Identity Services Engine Passive Identity Connector (ISE
PIC)

If you are using ISE, you can integrate the FTD device with your ISE deployment. See Identity Services
Engine (ISE), on page 160.

You can use this source for the following purposes:

« Identity policy, as a passive identity source to collect user identity from ISE.

RADIUS Server, RADIUS Server Group

If you are using RADIUS servers, you can also use them with the FDM. You must define each server as
a separate object, then put them in server groups (where the servers in a given group are copies of each
other). You assign the server group to features, you do not assign individual servers. See RADIUS Servers
and Groups, on page 156.

You can use this source for the following purposes:

* Remote Access VPN, as an identity source for authentication, and for authorization and accounting.
You can use AD in conjunction with a RADIUS server.

+ Identity policy, as a passive identity source to collect user identity from remote access VPN logins.

+ External authentication for the FDM or the FTD CLI management users. You can support multiple
management users with different authorization levels. These users can log into the system for device
configuration and monitoring purposes.

LocalldentitySource

This is the local user database, which includes users that you have defined in the FDM. Select Objects >
Users to manage the user accounts in this database. See Local Users, on page 163.

)

Note The local identity source database does not include users you configure in the CLI for CLI access
(using the configure user add command). CLI users are completely separate from those you create
in the FDM.

You can use this source for the following purposes:

* Remote Access VPN, as a primary or fallback identity source.

+ Identity policy, as a passive identity source to collect user identity from remote access VPN logins.

Active Directory (AD) Identity Realms

Microsoft Active Directory (AD) defines user accounts. You can create an AD identity realm for an Active
Directory domain. The following topics explain how to define an AD identity realm.

Supported Directory Servers

You can use Microsoft Active Directory (AD) on Windows Server 2008 and 2012.
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Note the following about your server configuration:

Limitations on Number of Users .

* If you want to perform user control on user groups or on users within groups, you must configure user
groups on the directory server. The system cannot perform user group control if the server organizes the

users in basic object hierarchy.

* The directory server must use the field names listed in the following table in order for the system to
retrieve user metadata from the servers for that field.

Metadata Active Directory Field
LDAP user name samaccountname

first name givenname

last name sn

email address mail

userprincipalname (if mail has no value)

department

department

distinguishedname (if department has no value)

telephone number

telephonenumber

Limitations on Number of Users

FDM can download information on up to 50,000 users from the directory server.

If your directory server includes more than 50,000 user accounts, you will not see all possible names when
selecting users in an access rule or when viewing user-based dashboard information. You can write rules on

only those names that were downloaded.

The limit also applies to the names associated with groups. If a group has more than 50,000 members, only
the 50,000 names that were downloaded can be matched against the group membership.

Determining the Directory Base DN

When you configure directory properties, you need to specify the common base distinguished name (DN) for
users and groups. The base is defined in your directory server, and differs from network to network. You must
enter the correct bases for identity policies to work. If the base is wrong, the system cannot determine user or
group names, and thus identity-based policies will be inoperable.

Je

Tip  To get the correct bases, consult the administrator who is responsible for the directory servers.

For active directory, you can determine the correct bases by logging into the Active Directory server as domain
administrator, and using the dsquery command at a command prompt as follows to determine the bases:
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User search base

Enter the dsquery user command with a known username (partial or complete) to determine the base
distinguished name. For example, the following command uses the partial name “John*” to return
information for all users that start with “John.”

C:\Users\Administrator>dsquery user -name “John*”

“CN=John Doe,CN=Users,DC=csc-lab, DC=example, DC=com”

The base DN would be “DC=csc-lab,DC=example,DC=com.”
Group search base

Enter the dsquery group command with a known group name to determine the base distinguished name.
For example, the following command uses the group name Employees to return the distinguished name:

C:\>dsquery group -name “Employees”
“CN=Employees, CN=Users, DC=csc-lab, DC=example, DC=com”
The group base DN would be “DC=csc-lab,DC=example,DC=com.”

You can also use the ADSI Edit program to browse the Active Directory structure (Start > Run > adsiedit.msc).
In ADSI Edit, right click any object, such as an organizational unit (OU), group, or user, and choose Properties
to view the distinguished name. You can then copy the string of DC values as the base.

To verify that you have the correct base:

1. Click the Test Connection button in the directory properties to verify connectivity. Resolve any problems,
and save the directory properties.

2. Commit changes to the device.

3. Create an access rule, select the Users tab, and try to add known user and group names from the directory.
You should see auto-complete suggestions as you type for matching users and groups in the realm that
contains the directory. If these suggestions appear in a drop-down list, then the system was able to query
the directory successfully. If you see no suggestions, and you are certain the string you typed should
appear in a user or group name, you need to correct the corresponding search base.

Configuring AD Identity Realms

An identity realm is a directory server plus other attributes required to provide authentication services. The
directory server contains information about the users and user groups who are allowed access to your network.

For Active Directory, a realm is equivalent to an Active Directory domain. Create separate realms for each
AD domain you need to support.

Realms are used in the following policies:

* Identity—The realm provides user identity and group membership information, which you can then use
in access control rules. The system downloads updated information about all users and groups every day
in the last hour of the day (UTC). The directory server must be reachable from the management interface.

* Remote access VPN—The realm provides authentication services, which determine whether a connection
is allowed. The directory server must be reachable from the RA VPN outside interface.
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Configuring AD Identity Realms .

* Access Control, SSL Decryption—You can select the realm in the user criteria for the rule to apply the
rule to all users within the realm.

Work with your directory administrator to get the values required to configure the directory server properties.

\)

Note Ifthe directory server is not on an attached network or available through the default route, create a static

route for the server. Select Device > Routing > View Configuration to create static routes.

The following procedure explains how you can create and edit objects directly through the Objects page. You
can also create identity realm objects while editing a realm property by clicking the Create New Identity
Realm link shown in the object list.

Before you begin

Ensure that time settings are consistent among the directory servers, the FTD device, and clients. A time shift
among these devices can prevent successful user authentication. "Consistent" means that you can use different
time zones, but the time should be the same relative to those zones; for example, 10 AM PST =1 PM EST.

Procedure

Select Objects, then select Identity Sources from the table of contents.

Do one of the following:
* To create an AD realm, click + > AD.

* To edit a realm, click the edit icon (O) for the realm.

To delete an unreferenced object, click the trash can icon (0) for the object.

Configure the basic realm properties.
* Name—A name for the directory realm.

» Type—The type of directory server. Active Directory is the only supported type, and you cannot change
this field.

« Directory Username, Directory Password—The distinguished username and password for a user with
appropriate rights to the user information you want to retrieve. For Active Directory, the user does not
need elevated privileges. You can specify any user in the domain. The username must be fully qualified;
for example, Administrator@example.com (not simply Administrator).

Note The system generates ldap-login-dn and 1dap-login-password from this information. For
example, Administrator@example.com is translated as
cn=administrator,cn=users,dc=example,dc=com. Note that cn=users is always part of this
translation, so you must configure the user you specify here under the common name “users”
folder.

» Base DN—The directory tree for searching or querying user and group information, that is, the common
parent for users and groups. For example, cn=users,dc=example,dc=com. For information on finding the
base DN, see Determining the Directory Base DN, on page 151.
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» AD Primary Domain— The fully qualified Active Directory domain name that the device should join.
For example, example.com.

Step 4 Configure the directory server properties.

» Hostname/IP Address—The hostname or IP address of the directory server. If you use an encrypted
connection to the server, you must enter the fully-qualified domain name, not the IP address.

* Port—The port number used for communications with the server. The default is 389. Use port 636 if
you select LDAPS as the encryption method.

* Encryption—To use an encrypted connection for downloading user and group information, select the
desired method, STARTTLS or LDAPS. The default is None, which means that user and group
information is downloaded in clear text.

* STARTTLS negotiates the encryption method, and uses the strongest method supported by the
directory server. Use port 389. This option is not supported if you use the realm for remote access
VPN.

* LDAPS requires LDAP over SSL. Use port 636.

» Trusted CA Certificate—If you select an encryption method, upload a Certificate Authority (CA)
certificate to enable a trusted connection between the system and the directory server. If you are using
a certificate to authenticate, the name of the server in the certificate must match the server Hostname /
IP Address. For example, if you use 10.10.10.250 as the IP address but ad.example.com in the certificate,
the connection fails.

Step 5 If there are multiple servers for the realm, click Add Another Configuration and enter the properties for
each additional server.

You can add up to 10 AD servers to the realm. These servers need to be duplicates of each other and support
the same AD domain.

You can collapse and expand each server entry for your convenience. The sections are labeled with the
hostname/IP address and port.

Step 6 Click the Test button to verify the system can contact the server.

The system uses separate processes and interfaces to access the server, so you might get errors indicating that
the connection works for one type of use but not another, for example, available for Identity policies but not
for remote access VPN. If the server cannot be reached, verify that you have the right IP address and host
name, that the DNS server has an entry for the hostname, and so forth. You might need to configure a static
route for the server. For more information, see Troubleshooting Directory Server Connections, on page 154.

Step 7 Click OK.

Troubleshooting Directory Server Connections

The system uses different processes to communicate with your directory server depending on the feature.
Thus, a connection for identity policies might work, whereas one for remote access VPN fails.

These processes use different interfaces to communicate with the directory server. You must ensure connectivity
from these interfaces.
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» Management interface, for: identity policies.

* Data interface, for: remote access VPN (outside interface).

When you configure the identity realm, use the Test button to verify that the connection can work. Failure
messages should indicate the feature that is having connection problems. The following are the general issues
you might encounter, based on authentication attributes and routing/interface configuration.

Directory user authentication issues.

If the problem is that the system could not log into the directory server because of the username or
password, ensure that the name and password are correct and valid on the directory server. For Active
Directory, the user does not need elevated privileges. You can specify any user in the domain. The
username must be fully qualified; for example, Administrator@example.com (not simply Administrator).

Also, the system generates ldap-login-dn and ldap-login-password from the username and password
information. For example, Administrator@example.com is translated as
cn=administrator,cn=users,dc=example,dc=com. Note that cn=users is always part of this translation, so
you must configure the user you specify here under the common name “users” folder.

The directory server is accessible through a data interface.

If the directory server is on a network that is either directly connected to a data interface (such as a
GigabitEthernet interface), or routeable from a directly-connected network, you must ensure that there
is a route between the virtual management interface and the directory server.

« Using data-interfaces as the management gateway should make routing successful.

« If you have an explicit gateway on the management interface, that gateway router needs to have a
route to the directory server.

* You do not need to configure an IP address on the diagnostic interface, which is the physical
interface used by the virtual management interface. However, if you do configure an address, do
not also configure a static route (such as a default route) that would redirect traffic to the directory
server to the diagnostic interface.

« If there is a router between the directly-connected network and the network that hosts the directory
server, configure a static route for the directory server (Device > Routing).

* Verify that the data interface has the correct IP address and subnet mask.

The directory server is accessible through the Management physical interface.

If the directory server is on the network that is either directly connected to the Management physical
interface (such as Management0/0) or routeable from that network, you must do the following:

* Configure an IPv4 address for the Management interface (with the logical name diagnostic) on
Device > Interfaces. The IP address must be on the same subnet as the virtual management address
(Device > System Settings > Management Interface).

« If there is a router between the directory server and the Management interface, configure a route
for the directory server on Device > Routing for the diagnostic interface.

* Verify that the diagnostic and management interfaces have the correct IP address and subnet mask.
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The directory server is on an external network.

If the directory server is on a network on the other side of the outside (uplink) interface, you might need
to configure a site-to-site VPN connection. For the detailed procedure, see How to Use a Directory Server
on an Outside Network with Remote Access VPN, on page 543.

RADIUS Servers and Groups

You can use RADIUS servers to authenticate and authorize remote access VPN connections, and the FDM
and the FTD CLI administration users. For example, if you also use Cisco Identity Services Engine (ISE) and
its RADIUS server, you can use that server with the FDM.

When you configure a feature to use RADIUS servers, you select a RADIUS group instead of individual
servers. A RADIUS group is a collection of RADIUS servers that are copies of each other. If a group has
more than one server, they form a chain of backup servers to provide redundancy in case one server becomes
unavailable. But even if you have only one server, you must create a one-member group to configure RADIUS
support for a feature.

The following topics explain how to configure RADIUS servers and groups, so that they are available for use
in the supported features.

Configure RADIUS Servers

Step 1
Step 2

Step 3

RADIUS servers provide AAA (authentication, authorization, and accounting) services. If you use RADIUS
servers to authenticate and authorize users, you can use those servers with the FDM.

After creating objects for each of your RADIUS servers, create RADIUS server groups to contain each group
of duplicate servers.

Before you begin

If you want to configure a redirect ACL for RA VPN, you must use Smart CLI to create the extended ACL
before creating or editing the server object. You cannot create the ACL while editing the object.

Procedure

Select Objects, then select Identity Sources from the table of contents.

Do one of the following:
* To create an object, click + > RADIUS Server.

* To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (O) for the object.
Configure the following properties:
* Name—The name of the object. This does not have to match anything configured on the server.

« Server Name or IP Address—The fully-qualified host name (FQDN) or IP address of the server. For
example, radius.example.com or 10.100.10.10.
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Step 5
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Configure RADIUS Servers .

+ Authentication Port—The port on which RADIUS authentication and authorization are performed. The
default is 1812.

 Timeout—The length of time, 1-300 seconds, that the system waits for a response from the server before
sending the request to the next server. The default is 10 seconds. If you are using this server as a secondary
authentication source for remote access VPN, for example, to prompt for an authentication token, increase
this timeout to 60 seconds at least. This provides time for the user to obtain and enter the token.

» Server Secret Key—(Optional.) The shared secret that is used to encrypt data between the FTD device
and the RADIUS server. The key is a case-sensitive, alphanumeric string of up to 64 characters, with no
spaces. The key must start with an alphanumeric character or an underscore, and it can contain the special
characters: $ & - . + @. The string must match the one configured on the RADIUS server. If you do
not configure a secret key, the connection is not encrypted.

(Optional.) If you are using the server for remote access VPN Change of Authorization configuration, you
can click the RA VPN Only link and configure the following options.

 Redirect ACL—Select the extended ACL to use for the RA VPN redirect ACL. Create extended ACLs
using the Smart CLI Extended Access List object on the Device > Advanced Configuration > Smart
CLI > Objects page.

The purpose of the redirect ACL is to send initial traffic to Cisco Identity Services Engine (ISE) so that
ISE can assess the client posture. The ACL should send HTTPS traffic to ISE, but not traffic that is
already destined for ISE, or traffic that is directed to a DNS server for name resolution. For an example,
see Configure Change of Authorization on the FTD Device, on page 526.

Interface Used to Connect to RADIUS Server—Which interface to use when communicating with the
server. If you select Resolve via Route Lookup, the system always uses the routing table to determine
the interface to use. If you select Manually Choose Interface, the system will always use the interface
you select.

If you are configuring Change of Authorization, you must select a specific interface so that the system
can correctly enable the CoA listener on the interface.

If the server is on the same network as the management address, which means you will select the
Diagnostic interface, you must also configure an IP address on the Diagnostic interface. Having a
management IP address is not sufficient. Go to Device > Interfaces, and configure an IP address on the
diagnostic interface that is on the same subnet as the management IP address.

If you also use this server for the FDM administrative access, this interface is ignored. Administrative
access attempts are always authenticated through the management IP address.

(Optional, when editing the object only.) Click Test to check whether the system can connect to the server.

You are prompted for a username and password. The test confirms whether the server can be contacted, and
if it can, that the username can be authenticated.

Click OK.
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Configure RADIUS Server Groups

Step 1
Step 2

Step 3

A RADIUS server group contains one or more RADIUS server objects. The servers within a group must be
copies of each other. These servers form a chain of backup servers, so that if the first server is unavailable,
the system can try the next server in the list.

When you configure RADIUS support in a feature, you must select a server group. Thus, even if you have
just one RADIUS server, you must create a server group to contain it.

Procedure

Select Objects, then select Identity Sources from the table of contents.

Do one of the following:
* To create an object, click + > RADIUS Server Group.
* To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (0) for the object.

Configure the following properties:

* Name—The name of the object. This does not have to match anything configured on the servers.

*» Dead Time—Failed servers are reactivated only after all servers have failed. The dead time is how long
to wait, from 0 - 1440 minutes, after the last server fails before reactivating all servers. The default is 10
minutes.

» Maximum Failed Attempts—The number of failed AAA transactions (that is, requests that do not get
aresponse) sent to a RADIUS server in the group before trying the next server. You can specify 1-5, and
the default is 3. When the maximum number of failed attempts is exceeded, the system marks the server
as Failed.

For a given feature, if you configured a fallback method using the local database, and all the servers in
the group fail to respond, then the group is considered to be unresponsive, and the fallback method is
tried. The server group remains marked as unresponsive for the duration of the dead time, so that additional
AAA requests within that period do not attempt to contact the server group, and the fallback method is
used immediately.

Dynamic Authorization (for RA VPN only), Port—If you enable RADIUS dynamic authorization or
change of authorization (CoA) services for this RADIUS server group, the group will be registered for
CoA notification and listen on the specified port for CoA policy updates from Cisco Identity Services
Engine (ISE). The default listening port is 1700, or you can specify a different port in the range 1024 to
65535. Enable dynamic authorization only if you are using this server group in a remote access VPN in
conjunction with ISE

Realm that Supports the RADIUS Server—If the RADIUS server is configured to use an AD server
for authenticating users, select the AD realm that specifies the AD server used in conjunction with this

RADIUS server. If the realm does not already exist, click Create New Identity Realm at the bottom of
the list and configure it now.

* RADIUS Server list—Select up to 16 RADIUS server objects that define the servers for the group. Add
these objects in priority order. The first server in the list is used until it becomes unresponsive. After
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adding the objects, you can drag and drop to rearrange them. If the object you need does not yet exist,
click Create New RADIUS Server and add it now.

You can also click the Test link to verify the system can connect to the server. You are prompted for a
username and password. The test confirms whether the server can be contacted, and if it can, that the
username can be authenticated.

Step 4 (Optional.) Click the Test All Servers button to check connectivity to each server in the group.

You are prompted for a username and password. The system checks whether each server can be contacted,
and whether the username can be authenticated on each server.

Step 5 Click OK.

Troubleshoot RADIUS Servers and Groups

Following are some things you can check if external authorization does not work.

* Use the Test buttons in the RADIUS server and server group objects to verify that the servers can be
contacted from the device. Ensure that you save the objects before testing. If the test fails:

* Please understand that the test ignores the interface configured for the server, and always uses the
management interface. The test is expected to fail if the RADIUS authentication proxy is not
configured to respond to requests from the management IP address.

* Verify that you are entering a correct username/password combination during the test. You should
get a Bad Credentials message if they are incorrect.

* Verify the secret key, port, and IP address for the server. If you are using a hostname, verify that
DNS is configured for the management interface. Consider the possibility that the secret key was
changed on the RADIUS server but not in the device configuration.

* If the test continues to fail, you might need to configure a static route to the RADIUS servers. Try
pinging the server from the CLI Console or an SSH session to see if it can be reached.

« If external authentication has been working, but has stopped working, consider the possibility that all
servers are in the dead time. When all the RADIUS servers within a group have failed, the dead time is
the number of minutes the system waits before trying the first server again. The default is 10 minutes,
but you can configure as long as 1440 minutes.

» [fHTTPS external authentication works for some users but not others, evaluate the cisco-av-pair attribute
defined in the RADIUS server for each user account. This attribute might be configured incorrectly. A
missing or incorrect attribute will block all HTTS access for that user account.

* [f SSH external authentication works for some users but not for others, evaluate the Service-Type attribute
defined in the RADIUS server for each user account. This attribute might be configured incorrectly. A
missing or incorrect attribute will block all SSH access for that user account.
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Identity Services Engine (ISE)

You can integrate your Cisco Identity Services Engine (ISE) or ISE Passive Identity Connector (ISE-PIC)
deployment with the FTD device to use ISE/ISE-PIC for passive authentication.

ISE/ISE-PIC is an authoritative identity source, and provides user awareness data for users who authenticate
using Active Directory (AD), LDAP, RADIUS, or RSA. However, for FTD, you can use ISE for user identity
awareness in conjunction with AD only. You can use the user identity in access control and SSL decryption
policies as matching criteria, in addition to seeing user information in the various monitoring dashboards and
events.

For more information on Cisco ISE/ISE-PIC, see the Cisco |dentity Services Engine Administrator Guide
(https://www.cisco.com/c/en/us/support/security/identity-services-engine/
tsd-products-support-series-home.html) and the Identity Services Engine Passive | dentity Connector (1SE-PIC)
Installation and Administrator Guide (https://www.cisco.com/c/en/us/support/security/
ise-passive-identity-connector/tsd-products-support-series-home.html).

Guidelines and Limitations for ISE

* The firewall system does not support 802.1x device authentication alongside Active Directory
authentication because the system does not associate device authentication with users. If you use 802.1x
active logins, configure ISE to report only 802.1x active logins (both device and user). That way, a device
login is reported only once to the system.

* ISE/ISE-PIC does not report the activity of ISE Guest Services users.

* Synchronize the time on the ISE/ISE-PIC server and the device. Otherwise, the system might perform
user timeouts at unexpected intervals.

* If you configure ISE/ISE-PIC to monitor a large number of user groups, the system might drop user
mappings based on groups due to memory limitations. As a result, rules with realm or user conditions
might not perform as expected.

* For the specific versions of ISE/ISE-PIC that are compatible with this version of the system, see the
Cisco Secure Firewall Compatibility Guide, https://www.cisco.com/c/en/us/support/security/
firepower-ngfw/products-device-support-tables-list.html.

* Use the IPv4 address of the ISE server, unless you confirm that your version of ISE supports IPv6.

Configure Identity Services Engine

To use the Cisco Identity Services Engine (ISE) or Cisco Identity Services Engine Passive Identity Connector
(ISE PIC) as a passive identity source, you must configure the connection to the ISE Platform Exchange Grid
(pxGrid) server.

Before you begin

* Export the pxGrid and MNT server certificates from ISE. For example, in ISE PIC 2.2, you find these
on the Certificates > Certificate Management > System Certificates page. The MNT (Monitoring and
Troubleshooting node) is shown as Admin in the Used By column in the certificates list. You can either
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upload them as trusted CA certificates on the Objects > Certificates page, or upload them during the
following procedure. These nodes might be using the same certificate.

* You must also configure an AD identity realm. The system obtains the list of users from AD, and from
ISE it gets information on the user-to-IP address mappings.

Procedure

Step 1 Select Objects, then select Identity Sources from the table of contents.
Step 2 Do one of the following:

« To create an object, click + > Identity Services Engine. You can create at most one ISE object.

* To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (O) for the object.

Step 3 Configure the following properties:

* Name—The name of the object.

» Status—Click the toggle to enable or disable the object. When disabled, you cannot use ISE as an identity
source in your identity rules.

» Description—An optional description of the object.

 Primary Node Hostname/IP Address—The hostname or IP address for the primary pxGrid ISE server.
Do not specify an IPv6 address unless you verify that your version of ISE supports IPvo6.

« Secondary Node Hostname/IP Address—If you set up a secondary ISE server for high availability,
click Add Secondary Node Hostname/IP Address and enter the hostname or IP address of the secondary
pxGrid ISE server.

 pxGrid Server CA Certificate—The trusted Certificate Authority certificate for the pxGrid framework.
If your deployment includes a primary and a secondary pxGrid node, the certificates for both nodes must
be signed by the same certificate authority.

* MNT Server CA Certificate—The trusted Certificate Authority certificate for the ISE certificate when
performing bulk downloads. This can be the same as the pxGrid server certificate if your MNT (Monitoring
and Troubleshooting) server is not separate. If your deployment includes a primary and a secondary
MNT node, the certificates for both nodes must be signed by the same certificate authority.

« Server Certificate—The internal identity certificate that the FTD device must provide to ISE when
connecting to ISE or performing bulk downloads.

« ISE Network Filters—An optional filter you can set to restrict the data that ISE reports to the system.
If you provide a network filter, ISE reports data from the networks within the filter only. Click +, select
the network objects that identify the networks, and click OK. Click Create New Network if you need
to create the objects. Configure IPv4 network objects only.

Step 4 Click the Test button to verify that the system can connect to your ISE server.

If the test fails, click the See Logs link to read the detailed error messages. For example, the following message
indicates that the system could not connect to the server at the required port. The problem might be no route
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to the host, that the ISE server is not using the expected port, or that you have access control rules that prevent
the connection.

Captured Jabberwerx 1og:2018-05-11T16:10:30 [ ERROR] : connection timed out while
trying to test connection to host=10.88.127.142:ip=10.88.127.142:port=5222

Step 5 Click OK to save the object.

What to do next

After you configure ISE, enable the identity policy, configure passive authentication rules, and deploy the
configuration. Then, you must go into ISE/ISE PIC and accept the device as a subscriber. If you configure
ISE/ISE PIC to automatically accept subscribers, you do not need to manually accept the subscription.

Troubleshoot the ISE/ISE-PIC Identity Source

ISE/ISE-PIC Connections
If you experience issues with the ISE or ISE-PIC connection, check the following:

* The pxGrid Identity Mapping feature in ISE must be enabled before you can successfully integrate ISE
with the FTD device.

* Before a connection between the ISE server and the FTD device succeeds, you must manually approve
the clients in ISE.

Alternatively, you can enable Automatically approve new accounts in ISE as discussed in the chapter
on Managing users and external identity sources in the Cisco |dentity Services Engine Administrator
Guide.

* The FTD device (server) certificate must include the clientAuth extended key usage value, or it must
not include any extended key usage values. If the clientAuth extended key usage is set, then there must
also either be no key usage set, or the Digital Signature key usage value must be set. The self-signed
identity certificates you can create using the FDM meet these requirements.

* The time on your ISE server must be synchronized with the time on the FTD device. If the appliances
are not synchronized, the system might perform user timeouts at unexpected intervals.

ISE/ISE-PIC User Data
If you experience issues with user data reported by ISE or ISE-PIC, note the following:

* After the system detects activity from an ISE user whose data is not yet in the database, the system
retrieves information about them from the server. Activity seen by the ISE user is not handled by access
control rules, and is not displayed in the dashboards until the system successfully retrieves information
about them in a user download.

* You cannot perform user control on ISE users who were authenticated by an LDAP, RADIUS, or RSA
domain controller.

* The system does not receive user data for ISE Guest Services users.
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Local Users

The local user database (LocalldentitySource) includes users that you have defined in the FDM.
You can use locally-defined users for the following purposes:

* Remote Access VPN, as a primary or fallback identity source.

» Management access, as a primary or secondary source for the FDM users.

The admin user is a system-defined local user. However, the admin user cannot log into a remote access
VPN. You cannot create additional local administrative users.

If you define external authentication for management access, external users who log into the device
appear on the local users list.

» Identity policy, indirectly, as a passive identity source to collect user identity from remote access VPN
logins.

The following topic explains how to configure local users.

Configure Local Users

Step 1

Step 2

You can create user accounts directly on the device for use with remote access VPN. You can use the local
user accounts instead of, or in addition to, an external authentication source.

If you use the local user database as a fallback authentication method for remote access VPN, ensure that you
configure the same usernames/passwords in the local database as the names in the external database. Otherwise,
the fallback mechanism will be ineffective.

The users defined here cannot log into the device CLI.

Procedure

Select Objects > Users.
The list shows the usernames and service types, which can be:

* MGMT—For administrative users who can log into the FDM. The admin user is always defined, and
you cannot delete it. You also cannot configure additional MGMT users. However, if you define external
authentication for management access, external users who log into the device appear on the local users
list as MGMT users.

* RA VPN—For users who can log into a remote access VPN configured on the device. You must also
select the local database for the primary or secondary (fallback) source.

Do one of the following:

* To add a user, click +.

* To edit a user, click the edit icon (O) for the user.

If you no longer need a particular user account, click the delete icon (O) for the user.
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Step 3 Configure the user properties:

The name and password can contain any printable ASCII alphanumeric or special character except spaces
and question marks. Printable characters are ASCII codes 33-126.

» Name—The username for logging into the remote access VPN. The name can be 4-64 characters, and
it cannot contain spaces. For example, johndoe.

» Password, Confirm Password—Enter the password for the account. The password must be 8-16
characters long. It cannot contain consecutive letters that are the same. It must also contain at least one
of each of the following: number, upper and lower case characters, and a special character.

Note Users cannot change their passwords. Notify them of their passwords, and when they need to change

them, you must edit the user account. Also, do not update the password for external MGMT users:
the passwords are controlled by the external AAA server.

Step 4 Click OK.
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CHAPTER 9

Logical Devices on the Firepower 4100/9300

The Firepower 4100/9300 is a flexible security platform on which you can install one or more logical devices.

You must configure chassis interfaces, add a logical device, and assign interfaces to the device on the Firepower
4100/9300 chassis using the Firepower Chassis Manager or the FXOS CLI. You cannot perform these tasks
in the FDM.

This chapter describes basic interface configuration and how to add a standalone or High Availability logical
device using the Firepower Chassis Manager. To use the FXOS CLI, see the FXOS CLI configuration guide.
For more advanced FXOS procedures and troubleshooting, see the FXOS configuration guide.

* About Interfaces, on page 167

* Requirements and Prerequisites for Firepower 9300 Hardware and Software Combinations, on page 169
* Guidelines and Limitations for Logical Devices, on page 169

* Configure Interfaces, on page 170

* Configure a Logical Device, on page 172

* History for Firepower 4100/9300 Logical Devices, on page 177

About Interfaces

The Firepower 4100/9300 chassis supports physical interfaces and EtherChannel (port-channel) interfaces.
EtherChannel interfaces can include up to 16 member interfaces of the same type.

Chassis Management Interface

The chassis management interface is used for management of the FXOS Chassis by SSH or Firepower Chassis
Manager. This interface is separate from the mgmt-type interface that you assign to the logical devices for
application management.

To configure parameters for this interface, you must configure them from the CLI. To view information about
this interface in the FXOS CLI, connect to local management and show the management port:

Firepower # connect local-mgmt
Firepower(local-mgmt) # show mgmt-port

Note that the chassis management interface remains up even if the physical cable or SFP module are unplugged,
or if the mgmt-port shut command is performed.
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\)

Note The chassis management interface does not support jumbo frames.

Interface Types

Physical interfaces and EtherChannel (port-channel) interfaces can be one of the following types:

 Data—Use for regular data. Data interfaces cannot be shared between logical devices, and logical devices
cannot communicate over the backplane to other logical devices. For traffic on Data interfaces, all traffic
must exit the chassis on one interface and return on another interface to reach another logical device.

* Data-sharing—Use for regular data. Only supported with container instances, these data interfaces can
be shared by one or more logical devices/container instances (FTD-using-FMC only).

» Mgmt—Use to manage application instances. These interfaces can be shared by one or more logical
devices to access external hosts; logical devices cannot communicate over this interface with other logical
devices that share the interface. You can only assign one management interface per logical device.
Depending on your application and manager, you can later enable management from a data interface;
but you must assign a Management interface to the logical device even if you don't intend to use it after
you enable data management. For information about the separate chassis management interface, see
Chassis Management Interface, on page 167.

\}

Note Mgmt interface change will cause reboot of the logical device, for example
one change mgmt from el/1 to el/2 will cause the logical device to reboot
to apply the new management.

» Eventing—Use as a secondary management interface for FTD-using-FMC devices.

N

Note A virtual Ethernet interface is allocated when each application instance is
installed. If the application does not use an eventing interface, then the
virtual interface will be in an admin down state.

Firepower # show interface Vethernet775

Firepower # Vethernet775 is down (Administratively down)
Bound Interface is Ethernetl/10

Port description is server 1/1, VNIC ext-mgmt-nic5

* Cluster—Use as the cluster control link for a clustered logical device. By default, the cluster control link
is automatically created on Port-channel 48. The Cluster type is only supported on EtherChannel interfaces.
The FDM and CDO does not support clustering.

FXOS Interfaces vs. Application Interfaces

The Firepower 4100/9300 manages the basic Ethernet settings of physical interfaces and EtherChannel
(port-channel) interfaces. Within the application, you configure higher level settings. For example, you can
only create EtherChannels in FXOS; but you can assign an IP address to the EtherChannel within the application.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| The Basics
Requirements and Prerequisites for Firepower 9300 Hardware and Software Combinations .

The following sections describe the interaction between FXOS and the application for interfaces.

VLAN Subinterfaces

For all logical devices, you can create VLAN subinterfaces within the application.

Independent Interface States in the Chassis and in the Application

You can administratively enable and disable interfaces in both the chassis and in the application. For an
interface to be operational, the interface must be enabled in both operating systems. Because the interface
state is controlled independently, you may have a mismatch between the chassis and application.

Requirements and Prerequisites for Firepower 9300 Hardware
and Software Combinations

The Firepower 9300 includes 3 security module slots and multiple types of security modules. See the following
requirements:

* Security Module Types—You can install modules of different types in the Firepower 9300. For example,
you can install the SM-48 as module 1, SM-40 as module 2, and SM-56 as module 3.

* Native and Container instances—When you install a container instance on a security module, that module
can only support other container instances. A native instance uses all of the resources for a module, so
you can only install a single native instance on a module. You can use native instances on some modules,
and container instances on the other module. For example, you can install a native instance on module
1 and module 2, but container instances on module 3.

* High Availability—High Availability is only supported between same-type modules on the Firepower
9300. However, the two chassis can include mixed modules. For example, each chassis has an SM-40,
SM-48, and SM-56. You can create High Availability pairs between the SM-40 modules, between the
SM-48 modules, and between the SM-56 modules.

» ASA and FTD application types—You can install different application types on separate modules in the
chassis. For example, you can install ASA on module 1 and module 2, and FTD on module 3.

* ASA or FTD versions—You can run different versions of an application instance type on separate
modules, or as separate container instances on the same module. For example, you can install the FTD
6.3 on module 1, FTD 6.4 on module 2, and FTD 6.5 on module 3.

Guidelines and Limitations for Logical Devices

See the following sections for guidelines and limitations.

Guidelines and Limitations for Interfaces

Default MAC Addresses

Default MAC address assignments depend on the type of interface.
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* Physical interfaces—The physical interface uses the burned-in MAC address.

» EtherChannels—For an EtherChannel, all interfaces that are part of the channel group share the same
MAC address. This feature makes the EtherChannel transparent to network applications and users,
because they only see the one logical connection; they have no knowledge of the individual links. The
port-channel interface uses a unique MAC address from a pool; interface membership does not affect
the MAC address.

General Guidelines and Limitations

High Availability
* Configure high availability within the application configuration.
* You can use any data interfaces as the failover and state links.
* The two units in a High Availability Failover configuration must:

* Be the same model.
» Have the same interfaces assigned to the High Availability logical devices.

* Have the same number and types of interfaces. All interfaces must be preconfigured in FXOS
identically before you enable High Availability.

* For more information, see System Requirements for High Availability, on page 187.

Configure Interfaces

By default, physical interfaces are disabled. You can enable interfaces, add EtherChannels, and edit interface
properties.

Enable or Disable an Interface

You can change the Admin State of each interface to be enabled or disabled. By default, physical interfaces
are disabled.

Procedure

Step 1 Choose Interfaces to open the Interfaces page.

The Interfaces page shows a visual representation of the currently installed interfaces at the top of the page
and provides a listing of the installed interfaces in the table below.

. . . . . i TR . .
Step 2 To enable the interface, click the disabled Slider disabled (“—££%25) 5o that it changes to the enabled Slider

enabled (¥ L)),
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Click Yes to confirm the change. The corresponding interface in the visual representation changes from gray
to green.

Step 3 To disable the interface, click the enabled Slider enabled (*ﬂn—f') so that it changes to the disabled Slider

disabled (" #).

Click Yes to confirm the change. The corresponding interface in the visual representation changes from green
to gray.

Configure a Physical Interface

You can physically enable and disable interfaces, as well as set the interface speed and duplex. To use an
interface, it must be physically enabled in FXOS and logically enabled in the application.

Before you begin

* Interfaces that are already a member of an EtherChannel cannot be modified individually. Be sure to
configure settings before you add it to the EtherChannel.

Add an EtherChannel (Port Channel)

An EtherChannel (also known as a port channel) can include up to 16 member interfaces of the same media
type and capacity, and must be set to the same speed and duplex. The media type can be either RJ-45 or SFP;
SFPs of different types (copper and fiber) can be mixed. You cannot mix interface capacities (for example
1GB and 10GB interfaces) by setting the speed to be lower on the larger-capacity interface. The Link
Aggregation Control Protocol (LACP) aggregates interfaces by exchanging the Link Aggregation Control
Protocol Data Units (LACPDUs) between two network devices.

You can configure each physical Data interface in an EtherChannel to be:

» Active—Sends and receives LACP updates. An active EtherChannel can establish connectivity with
either an active or a passive EtherChannel. You should use the active mode unless you need to minimize
the amount of LACP traffic.

» On—The EtherChannel is always on, and LACP is not used. An “on” EtherChannel can only establish
a connection with another “on” EtherChannel.

\}

Note It may take up to three minutes for an EtherChannel to come up to an operational state if you change its
mode from On to Active or from Active to On.

The Firepower 4100/9300 chassis only supports EtherChannels in Active LACP mode so that each member
interface sends and receives LACP updates. An active EtherChannel can establish connectivity with either

an active or a passive EtherChannel. You should use the active mode unless you need to minimize the amount
of LACP traffic.

LACP coordinates the automatic addition and deletion of links to the EtherChannel without user intervention.
It also handles misconfigurations and checks that both ends of member interfaces are connected to the correct
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channel group. “On” mode cannot use standby interfaces in the channel group when an interface goes down,
and the connectivity and configurations are not checked.

When the Firepower 4100/9300 chassis creates an EtherChannel, the EtherChannel stays in a Suspended
state for Active LACP mode or a Down state for On LACP mode until you assign it to a logical device, even
if the physical link is up. The EtherChannel will be brought out of this Suspended state in the following
situations:

* The EtherChannel is added as a data or management interface for a standalone logical device

* The EtherChannel is added as a management interface or cluster control link for a logical device that is
part of a cluster

* The EtherChannel is added as a data interface for a logical device that is part of a cluster and at least one
unit has joined the cluster

Note that the EtherChannel does not come up until you assign it to a logical device. If the EtherChannel is
removed from the logical device or the logical device is deleted, the EtherChannel will revert to a Suspended
or Down state.

Configure a Logical Device

Add a standalone logical device or a High Availability pair on the Firepower 4100/9300 chassis.

Add a Standalone FTD for the FDM

You can use the FDM with a native instance. Container instances are not supported. Standalone logical devices
work either alone or in a High Availability pair.

Before you begin

» Download the application image you want to use for the logical device from Cisco.com, and then that
image to the Firepower 4100/9300 chassis.

+ Configure a management interface to use with the logical device. The management interface is required.
Note that this management interface is not the same as the chassis management port that is used only for
chassis management.

* You must also configure at least one Data type interface.

* Gather the following information:

* Interface IDs for this device

* Management interface IP address and network mask
» Gateway IP address

* DNS server IP address

¢ FTD hostname and domain name
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Add a High Availability Pair .

Procedure

See the FDM configuration guide to start configuring your security policy.

Add a High Availability Pair

Step 1
Step 2

Step 3
Step 4

FTD High Availability (also known as failover) is configured within the application, not in FXOS. However,
to prepare your chassis for high availability, see the following steps.

Before you begin

See System Requirements for High Availability, on page 187.

Procedure

Allocate the same interfaces to each logical device.

Allocate 1 or 2 data interfaces for the failover and state link(s).

These interfaces exchange high availability traffic between the 2 chassis. We recommend that you use a 10
GB data interface for a combined failover and state link. If you have available interfaces, you can use separate
failover and state links; the state link requires the most bandwidth. You cannot use the management-type
interface for the failover or state link. We recommend that you use a switch between the chassis, with no other
device on the same network segment as the failover interfaces.

Enable High Availability on the logical devices. See High Availability (Failover), on page 179.

If you need to make interface changes after you enable High Availability, perform the changes on the standby
unit first, and then perform the changes on the active unit.

Change an Interface on a FTD Logical Device

You can allocate or unallocate an interface on the FTD logical device. You can then sync the interface
configuration in the the FDM.

Adding a new interface, or deleting an unused interface has minimal impact on the FTD configuration.
However, deleting an interface that is used in your security policy will impact the configuration. Interfaces
can be referenced directly in many places in the FTD configuration, including access rules, NAT, SSL, identity
rules, VPN, DHCP server, and so on. Policies that refer to security zones are not affected. You can also edit
the membership of an allocated EtherChannel without affecting the logical device or requiring a sync on the
the FDM.

Before you begin

* Configure your interfaces, and add any EtherChannels according to Configure a Physical Interface, on
page 171 and Add an EtherChannel (Port Channel), on page 171.
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* If you want to add an already-allocated interface to an EtherChannel (for example, all interfaces are
allocated by default to a cluster), you need to unallocate the interface from the logical device first, then
add the interface to the EtherChannel. For a new EtherChannel, you can then allocate the EtherChannel

to the device.

* For High Availability, make sure you add or remove the interface on all units before you sync the
configuration in the the FDM. We recommend that you make the interface changes on the standby unit
first, and then on the active unit. Note that new interfaces are added in an administratively down state,
so they do not affect interface monitoring.

Procedure

Step 1 Sync and migrate the interfaces in the FDM.

a) Log into the FDM.
b) Click Device, then click the View All Interfaces link in the Interfaces summary.

Interfaces

Connected

Enabled 3 of 13

View All Interfaces >

¢) Click the Scan Interfaces icon.
d) Wait for the interfaces to scan, and then click OK.

Scan Interfaces

@ Interface scan completed.

Added (3) Removed (0}

unnamed
P el2

unnamed
Pt

unnamed

-

e) Configure the new interfaces with names, IP addresses, and so on.

If you want to use the existing IP address and name of an interface that you want to delete, then you need
to reconfigure the old interface with a dummy name and IP address so that you can use those settings on
the new interface.
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f) To replace an old interface with a new interface, click the Replace icon for the old interface.
Replace icon
This process replaces the old interface with the new interface in all configuration settings that refer to the
interface.

g) Choose the new interface from the Replacement Interface drop-down list.

outside (GigabitEthernet0/0)

Migrate Interface

A The only way to undo an interface migration is to discard all pending changes

Migrate to:
@ diagnostic (Management0/0) -
(@] inside (GigabitEthernet0/1) - ; -
E] unnamed (GigabitEthemet0/5) -
|'_i] unnamed (GigabitEthemnet0/4) -

Create new Subinterface

h) A message appears on the Interfaces page. Click the link in the message.

vas created. b

k to migrate an interfac

task list.

i) Check the Task List to ensure that the migration was successful.

Task List X
8 total 0 running 7 completed 1 failures Dests sl shed Roe
Start
Name Time EndTime Status Actions
Config migration from source interface outside to 06 Jun 06 Jun
destination interface outside_2 2019 2019 9 Migration is
12:37 12:37  successful
PM PM

Step 2 Sync the interfaces again in the the FDM.
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Figure 7: FDM Scan Interfaces

Scan Interfaces

@ Interface scan completed.

Added (0] Removed

outside
Ethernet2

Connect to the Console of the Application

Use the following procedure to connect to the console of the application.

Procedure

Step 1 Connect to the module CLI using a console connection or a Telnet connection.
connect module slot_number {console | telnet}

To connect to the security engine of a device that does not support multiple security modules, always use 1
as the slot_number.

The benefits of using a Telnet connection is that you can have multiple sessions to the module at the same
time, and the connection speed is faster.

Example:

Firepower# connect module 1 console
Telnet escape character is '
Trying 127.5.1.1...
Connected to 127.5.1.1.
Escape character is '

CISCO Serial Over LAN:
Close Network Connection to Exit

Firepower-modulel>

Step 2 Connect to the application console.
connect ftd name
To view the instance names, enter the command without a name.

Example:
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Step 3

Step 4

History for Firepower 4100/9300 Logical Devices .

Firepower-modulel> connect ftd ftdl
Connecting to ftd(ftd-native) console... enter exit to return to bootCLI

[...]

>

Exit the application console to the FXOS module CLI.
* FTD—Enter exit

Return to the supervisor level of the FXOS CLI.
Exit the console:
a) Enter ~
You exit to the Telnet application.
b) To exit the Telnet application, enter:

telnet>quit

Exit the Telnet session:
a) Enter Ctrl-], .

History for Firepower 4100/9300 Logical Devices

Feature Version Details
Support for the FDM on the Firepower 6.5.0 You can now use the FDM with FTD
4100/9300 logical devices on the Firepower

4100/9300. The FDM does not support
Multi-Instance capability; only native
instances are supported.

Note Requires FXOS 2.7.1.
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High Availability (Failover)

The following topics describe how to configure and manage active/standby failover to accomplish high
availability of the FTD system.

» About High Availability (Failover), on page 179

* System Requirements for High Availability, on page 187

* Guidelines for High Availability, on page 189

* Configuring High Availability, on page 190

» Managing High Availability, on page 202

* Monitoring High Availability, on page 210

* Troubleshooting High Availability (Failover), on page 213

About High Availability (Failover)

A high availability or failover setup joins two devices so that if the primary device fails, the secondary device
can take over. This helps you keep your network operational in case of device failure.

Configuring high availability requires two identical FTD devices connected to each other through a dedicated
failover link and, optionally, a state link. The two units constantly communicate over the failover link to
determine the operating status of each unit and to synchronize deployed configuration changes. The system
uses the state link to pass connection state information to the standby device, so that if a failover occurs, user
connections are preserved.

The units form an active/standby pair, where one unit is the active unit and passes traffic. The standby unit
does not actively pass traffic, but synchronizes configuration and other state information from the active unit.

The health of the active unit (hardware, interfaces, software, and environmental status) is monitored to
determine if specific failover conditions are met. If those conditions are met, the active unit fails over to the
standby unit, which then becomes active.

About Active/Standby Failover

Active/Standby failover lets you use a standby FTD device to take over the functionality of a failed unit. When
the active unit fails, the standby unit becomes the active unit.
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Primary/Secondary Roles and Active/Standby Status

The main differences between the two units in a failover pair are related to which unit is active and which
unit is standby, namely which IP addresses to use and which unit actively passes traffic.

However, a few differences exist between the units based on which unit is primary (as specified in the
configuration) and which unit is secondary:

* The primary unit always becomes the active unit if both units start up at the same time (and are of equal
operational health).

* The primary unit MAC addresses are always coupled with the active IP addresses. The exception to this
rule occurs when the secondary unit becomes active and cannot obtain the primary unit MAC addresses
over the failover link. In this case, the secondary unit MAC addresses are used.

Active Unit Determination at Startup
The active unit is determined by the following:
« If a unit boots and detects a peer already running as active, it becomes the standby unit.
* If a unit boots and does not detect a peer, it becomes the active unit.

* If both units boot simultaneously, then the primary unit becomes the active unit, and the secondary unit
becomes the standby unit.

Failover Events

In Active/Standby failover, failover occurs on a unit basis.

The following table shows the failover action for each failure event. For each failure event, the table shows
the failover policy (failover or no failover), the action taken by the active unit, the action taken by the standby
unit, and any special notes about the failover condition and actions.

Table 4: Failover Events

Failure Event Policy Active Unit Action Standby Unit Action Notes
Active unit failed (power | Failover n/a Become active No hello messages are
or hardware) received on any

Mark active as failed . .
monitored interface or the

failover link.

Formerly active unit No failover Become standby No action None.

recovers

Standby unit failed No failover Mark standby as failed |n/a When the standby unit is
(power or hardware) marked as failed, then the

active unit does not
attempt to fail over, even
if the interface failure
threshold is surpassed.
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Failover and Stateful Failover Links .

Failure Event

Policy

Active Unit Action

Standby Unit Action

Notes

Failover link failed
during operation

No failover

Mark failover link as
failed

Mark failover link as
failed

You should restore the
failover link as soon as
possible because the unit
cannot fail over to the
standby unit while the
failover link is down.

Failover link failed at
startup

No failover

Become active

Become active

If the failover link is
down at startup, both

Mark failover link as Mark failover link as . .
. . units become active.
failed failed
State link failed No failover No action No action State information

becomes out of date, and
sessions are terminated if
a failover occurs.

Interface failure on active
unit above threshold

Failover

Mark active as failed

Become active

None.

Interface failure on
standby unit above
threshold

No failover

No action

Mark standby as failed

When the standby unit is
marked as failed, then the
active unit does not
attempt to fail over even
if the interface failure
threshold is surpassed.

Failover and Stateful Failover Links

Failover Link

The failover link is a dedicated connection between the two units. The stateful failover link is also a dedicated
connection, but you can either use the one failover link as a combined failover/state link, or you can create a
separate, dedicated state link. If you use just the failover link, the stateful information also goes over that link:
you do not lose stateful failover capability.

By default, the communications on the failover and stateful failover links are plain text (unencrypted). You
can encrypt the communications for enhanced security by configuring an IPsec encryption key.

The following topics explain these interfaces in more detail, and include recommendations on how to wire
the devices for the best results.

The two units in a failover pair constantly communicate over a failover link to determine the operating status
of each unit and to synchronize configuration changes.

The following information is communicated over the failover link:
* The unit state (active or standby).
* Hello messages (keep-alives).

* Network link status.
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* MAC address exchange.
* Configuration replication and synchronization.

* System database updates, including VDB and rules, but not including the geolocation and Security
Intelligence databases. Each system separately downloads geolocation and Security Intelligence updates.
If you create an update schedule, these should remain synchronized. However, if you do a manual
geolocation or Security Intelligence update on the active device, you should also do one on the standby
device.

Note Eventing, reporting, and audit log data are not synchronized. Event viewer and the dashboards show
data related to the given unit only. In addition, deployment history, task history, and other audit log
events are not synchronized.

Stateful Failover Link

The system uses the state link to pass connection state information to the standby device. This information
helps the standby unit maintain existing connections when a failover occurs.

Using a single link for both the failover and stateful failover links is the best way to conserve interfaces.
However, you must consider a dedicated interface for the state link and failover link, if you have a large
configuration and a high traffic network.

Interfaces for the Failover and State Links

You can use an unused, but enabled, data interface (physical or EtherChannel) as the failover link; however,
you cannot specify an interface that is currently configured with a name. The failover link interface is not
configured as a normal networking interface; it exists for failover communication only. This interface can
only be used for the failover link (and also for the state link). You cannot use a management interface,
subinterface, VLAN interface, or switch port for failover.

The FTD device does not support sharing interfaces between user data and the failover link.
See the following guidelines for sizing the failover and state link:

* Firepower 4100/9300—We recommend that you use a 10 GB data interface for the combined failover
and state link.

* All other models—1 GB interface is large enough for a combined failover and state link.

When using an EtherChannel interface as the failover or state link, you must confirm that the same EtherChannel
with the same ID and member interfaces exists on both devices before establishing high availability. If there
is an EtherChannel mismatch, you need to disable HA and corerct the configuration on the secondary unit
before. To prevent out-of-order packets, only one interface in the EtherChannel is used. If that interface fails,
then the next interface in the EtherChannel is used. You cannot alter the EtherChannel configuration while it
is in use as a failover link.

Connecting the Failover and Stateful Failover Interfaces

You can use any unused data physical interfaces as the failover link and optional dedicated state link. However,
you cannot select an interface that is currently configured with a name, or one that has subinterfaces. The
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Avoiding Interrupted Failover and Data Links .

failover and stateful failover link interfaces are not configured as normal networking interfaces. They exist
for failover communication only, and you cannot use them for through traffic or management access.

Because the configuration is synchronized between the devices, you must select the same port number for
each end of a link. For example, GigabitEthernet1/3 on both devices for the failover link.

Connect the failover link, and the dedicated state link if used, in one of the following two ways:

+ Using a switch, with no other device on the same network segment (broadcast domain or VLAN) as the
failover interfaces of the FTD device. A dedicated state link has the same requirement, but must be on
a different network segment than the failover link.

\}

Note The advantage of using a switch is that if one of the unit’s interfaces goes
down, it is easy to troubleshoot which interface failed. If you are using a
direct cable connection, if one interface fails, the link is brought down on
both peers, which makes it difficult to determine which device is at fault.

» Using an Ethernet cable to connect the units directly, without the need for an external switch. The FTD
supports Auto-MDI/MDIX on its copper Ethernet ports, so you can either use a crossover cable or a
straight-through cable. If you use a straight-through cable, the interface automatically detects the cable
and swaps one of the transmit/receive pairs to MDIX.

For optimum performance when using long distance failover, the latency for the state link should be less than
10 milliseconds and no more than 250 milliseconds. If latency is more than 10 milliseconds, some performance
degradation occurs due to retransmission of failover messages.

Avoiding Interrupted Failover and Data Links

We recommend that failover links and data interfaces travel through different paths to decrease the chance
that all interfaces fail at the same time. If the failover link is down, the FTD device can use the data interfaces
to determine if a failover is required. Subsequently, the failover operation is suspended until the health of the
failover link is restored.

See the following connection scenarios to design a resilient failover network.

Scenario 1—Not Recommended

If a single switch or a set of switches are used to connect both failover and data interfaces between two FTD
devices, then when a switch or inter-switch-link is down, both FTD devices become active. Therefore, the
two connection methods shown in the following figures are not recommended.

Figure 8: Connecting with a Single Switch—Not Recommended
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Figure 9: Connecting with a Double-Switch—Not Recommended
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Scenario 2—Recommended

We recommend that failover links not use the same switch as the data interfaces. Instead, use a different switch
or use a direct cable to connect the failover link, as shown in the following figures.

Figure 10: Connecting with a Different Switch
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Figure 11: Connecting with a Cable
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Scenario 3—Recommended

If the FTD data interfaces are connected to more than one set of switches, then a failover link can be connected
to one of the switches, preferably the switch on the secure (inside) side of network, as shown in the following
figure.

Figure 12: Connecting with a Secure Switch
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How Stateful Failover Affects User Connections

The active unit shares connection state information with the standby unit. This means that the standby unit
can maintain certain types of connections without impacting the user.

However, there are some types of connections that do not support stateful failover. For these connections, the
user will need to reestablish the connection if there is a failover. Often times, this happens automatically based
on the behavior of the protocol used in the connection.

The following topics explain which features are supported or not supported for stateful failover.

Supported Features
For Stateful Failover, the following state information is passed to the standby FTD device:

* NAT translation table.
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* TCP and UDP connections and states, including HTTP connection states. Other types of IP protocols,
and ICMP, are not parsed by the active unit, because they get established on the new active unit when a
new packet arrives.

* Snort connection states, inspection results, and pin hole information, including strict TCP enforcement.
* The ARP table

* The Layer 2 bridge table (for bridge groups)

* The ISAKMP and IPsec SA table

* GTP PDP connection database

» SIP signaling sessions and pin holes.

» Static and dynamic routing tables—Stateful Failover participates in dynamic routing protocols, like OSPF
and EIGRP, so routes that are learned through dynamic routing protocols on the active unit are maintained
in a Routing Information Base (RIB) table on the standby unit. Upon a failover event, packets travel
normally with minimal disruption to traffic because the active secondary unit initially has rules that
mirror the primary unit. Immediately after failover, the re-convergence timer starts on the newly active
unit. Then the epoch number for the RIB table increments. During re-convergence, OSPF and EIGRP
routes become updated with a new epoch number. Once the timer is expired, stale route entries (determined
by the epoch number) are removed from the table. The RIB then contains the newest routing protocol
forwarding information on the newly active unit.

\}

Note Routes are synchronized only for link-up or link-down events on an active

unit. If the link goes up or down on the standby unit, dynamic routes sent
from the active unit may be lost. This is normal, expected behavior.

* DHCP Server—DHCP address leases are not replicated. However, a DHCP server configured on an
interface will send a ping to make sure an address is not being used before granting the address to a
DHCEP client, so there is no impact to the service. State information is not relevant for DHCP relay or
DDNS.

* Access control policy decisions—Decisions related to traffic matching (including URL, URL category,
geolocation, and so forth), intrusion detection, malware, and file type are preserved during failover.
However, for connections being evaluated at the moment of failover, there are the following caveats:

* AVC—App-ID verdicts are replicated, but not detection states. Proper synchronization occurs as
long as the App-ID verdicts are complete and synchronized before failover occurs.

* Intrusion detection state—Upon failover, once mid-flow pickup occurs, new inspections are
completed, but old states are lost.

* File malware blocking—The file disposition must become available before failover.

* File type detection and blocking—The file type must be identified before failover. If failover occurs
while the original active device is identifying the file, the file type is not synchronized. Even if your
file policy blocks that file type, the new active device downloads the file.

» Passive user identity decisions from the identity policy, but not those gathered through active authentication
through captive portal.
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* Security Intelligence decisions.

* RA VPN—Remote access VPN end users do not have to reauthenticate or reconnect the VPN session
after a failover. However, applications operating over the VPN connection could lose packets during the
failover process and not recover from the packet loss.

* From all the connections, only established ones will be replicated on the Standby ASA.

Unsupported Features

For Stateful Failover, the following state information is not passed to the standby FTD device:

* Sessions in plaintext tunnels such as GRE or IP-in-IP. Sessions inside tunnels are not replicated and the
new active node will not be able to reuse existing inspection verdicts to match the correct policy rules.

* Decrypted TLS/SSL connections—The decryption states are not synchronized, and if the active unit
fails, then decrypted connections will be reset. New connections will need to be established to the new
active unit. Connections that are not decrypted (in other words, those that match a TLS/SSL Do Not
Decrypt rule action) are not affected and are replicated correctly.

* Multicast routing.

Configuration Changes and Actions Allowed on a Standby Unit

When operating in high-availability mode, you make configuration changes to the active unit only. When you
deploy the configuration, the new changes are also transmitted to the standby unit.

However, some properties are unique to the standby unit. You can change the following on a standby unit:

* Management IP address and gateway.

* (CLI only.) The password for the admin user account and other local user accounts. You can make this
change in the CLI only, you cannot make it in the FDM. Any local user will have to change their password
on both units separately.

In addition, the following actions are available on a standby device.

* High availability actions, such as suspend, resume, reset, and break HA, and switch modes between
active and standby.

* Dashboard and eventing data are unique per device, and are not synchronized. This includes custom
views in Event Viewer.

* Audit log information is unique per device.

» Smart Licensing registration. However, you must enable or disable the optional licenses on the active
unit, and the action is synchronized with the standby unit, which requests or releases the appropriate
license.

* Backup, but not restore. You must break HA on the unit to restore a backup. If the backup includes the
HA configuration, the unit will rejoin the HA group.

* Software upgrade installation.

* Generating troubleshooting logs.
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* Manually updating the Geolocation or Security Intelligence databases. These databases are not
synchronized between the units. If you create an update schedule, the units can independently maintain
consistency.

* You can view active the FDM user sessions, and delete sessions, from the Monitoring > Sessions page.

System Requirements for High Availability

The following topics explain the requirements you must meet before incorporating two devices in a high
availability configuration.

Hardware Requirements for HA

To link two devices together in a high availability configuration, you must meet the following hardware
requirements.

» The devices must be the exact same hardware model.

For the Firepower 9300, High Availability is only supported between same-type modules; but the two
chassis can include mixed modules. For example, each chassis has an SM-36 and SM-44. You can create
High Availability pairs between the SM-36 modules and between the SM-44 modules.

* The devices must have the same number and type of interfaces.

For the Firepower 4100/9300 chassis, all interfaces must be preconfigured in FXOS identically before
you enable HA. If you change the interfaces after you enable HA, make the interface changes in FXOS
on the standby unit, and then make the same changes on the active unit.

* The devices must have the same modules installed. For example, if one has an optional network interface
module, then you must install the same module in the other device.

* Intra-chassis High Availability for the Firepower 9300 is not supported. You cannot configure HA
between separate logical devices on the same Firepower 9300 chassis.

Software Requirements for HA

To link two devices together in a high availability configuration, you must meet the following software
requirements.

* The devices must run the exact same software version, which means the same major (first), minor (second),
and maintenance (third) numbers. You can find the version in the FDM on the Devices page, or you can
use the show version command in the CLI. Devices with different versions are allowed to join, but the
configuration is not imported into the standby unit and failover is not functional until you upgrade the
units to the same software version.

* Both devices must be in local manager mode, that is, configured using the FDM. If you can log into the
FDM on both systems, they are in local manager mode. You can also use the show managers command
in the CLI to verify.

* You must complete the initial setup wizard for each device.
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* Each device must have its own management I[P address. The configuration for the management interface
is not synchronized between the devices.

* The devices must have the same NTP configuration.

* You cannot configure any interface to obtain its address using DHCP. That is, all interfaces must have
static IP addresses.

* Both devices must have the same registration status with Cisco Defense Orchestrator: either both registered,
or neither registered.

* For the following cloud services, either both the primary and secondary device must be enabled, or the
primary can be disabled while the secondary is enabled (the secondary will be disabled after HA join).

« Cisco Success Network

* Cisco Threat Response

* You must deploy any pending changes before you configure high availability.

License Requirements for HA

Before configuring high availability, the units must be in the same state: either both registered with the Base
license, or both in evaluation mode. If the devices are registered, they can be registered to different Cisco
Smart Software Manager accounts, but the accounts must have the same state for the export-controlled
functionality setting, either both enabled or both disabled. However, it does not matter if you have enabled
different optional licenses on the units. If you register both units, you must select the same Cisco Cloud
Services region for the devices.

During operation, the units in the high availability pair must have the same licenses. Any license changes you
make on the active unit are repeated on the standby unit during deployment.

High availability configurations require two Smart License entitlements; one for each device in the pair. You
must ensure there are sufficient licenses in your account to apply to each device. It is possible to be in
compliance on one device, but out of compliance on the other, if there are insufficient licenses.

For example, if the active device has the Base license and the Threat, and the standby device has only the
Base license, the standby unit communicates with the Cisco Smart Software Manager to obtain an available
Threat from your account. If your Smart Licenses account does not include enough purchased entitlements,
your account becomes Out-of-Compliance (and the standby device is Out-of-Compliance even though the
active device is compliant) until you purchase the correct number of licenses.

)

Note If you register the devices to accounts that have different settings for export controlled features, or try
to create an HA pair with one unit registered and the other in evaluation mode, the HA join might fail.
If you configure an IPsec encryption key with inconsistent settings for export controlled features, both
devices will become active after you activate HA. This will impact routing on the supported network
segments, and you will have to manually break HA on the secondary unit to recover.
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Guidelines for High Availability

Model Support

* Firepower 9300—You can configure HA on the Firepower 9300. However, you cannot configure HA
between separate logical devices on the same Firepower 9300 chassis.

* Firepower 1010:

* You should not use the switch port functionality when using High Availability. Because the switch
ports operate in hardware, they continue to pass traffic on both the active and the standby units.
High Availability is designed to prevent traffic from passing through the standby unit, but this
feature does not extend to switch ports. In a normal High Availability network setup, active switch
ports on both units will lead to network loops. We suggest that you use external switches for any
switching capability. Note that VLAN interfaces can be monitored by failover, while switch ports
cannot. Theoretically, you can put a single switch port on a VLAN and successfully use High
Availability, but a simpler setup is to use physical firewall interfaces instead.

* You can only use a firewall interface as the failover link.

* FTDv—HA configuration is not supported for FTDv for the Microsoft Azure Cloud.

Additional Guidelines

* 169.254.0.0/16 and £d00:0:0:*::/64 are internally used subnets and you cannot use them for the failover
or state links.

* The configuration from the active unit is synchronized to the standby unit when you run a deployment
job on the active unit. However, some changes do not show up in the pending changes even though they
are not synchronized on the standby unit until you deploy changes. If you alter any of the following, the
changes are hidden and you must run a deployment job before they are configured on the standby unit.
If you need to apply the change immediately, you will need to make some other change that does appear
in the pending changes. Hidden changes include edits to the following: schedules for rule, geodatabase,
Security Intelligence, or VDB updates; schedules for backups; NTP; DNS for the management interface;
license entitlement; cloud services options; URL filtering options.

* You should do backups on both the primary and secondary units. To restore a backup, you must first
break HA. Do not restore the same backup on both units, because they would then both go active. Instead,
restore the backup on the unit you want to go active first, then restore the equivalent backup on the other
unit.

* The Test button for the various identity sources works on the active unit only. If you need to test identity
source connectivity for the standby device, you must first switch modes to make the standby peer the
active peer.

* Creating or breaking the high availability configuration restarts the Snort inspection process on both
devices when the configuration change is deployed. This can result in through traffic disruption until the
process completely restarts.

» When you initially configure high availability, if the Security Intelligence and Geolocation database
versions on the secondary are different than they are on the primary, jobs to update the databases are
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scheduled on the secondary unit. These jobs are run on the next deployment from the active unit. Even
if the HA join fails, these jobs remain and will execute on the next deployment.

You might be prevented from logging into the standby unit if you are authenticated against an external
identity source (that is, you are not the local admin user). You must log into the active unit at least once
and deploy the configuration before you are allowed to log into the standby unit. This restriction does
not apply to the local admin user.

When the active unit fails over to the standby unit, the connected switch port running Spanning Tree
Protocol (STP) can go into a blocking state for 30 to 50 seconds when it senses the topology change. To
avoid traffic loss while the port is in a blocking state, you can enable the STP PortFast feature on the
switch:

interface interface id spanning-tree portfast

This workaround applies to switches connected to both routed mode and bridge group interfaces. The
PortFast feature immediately transitions the port into STP forwarding mode upon linkup. The port still
participates in STP. So if the port is to be a part of the loop, the port eventually transitions into STP
blocking mode.

Configuring port security on the switches connected to the high availability pair can cause communication
problems when a failover event occurs. This problem occurs because when a secure MAC address
configured or learned on one secure port moves to another secure port, a violation is flagged by the switch
port security feature.

For Active/Standby high availability and a VPN IPsec tunnel, you cannot monitor both the active and
standby units using SNMP over the VPN tunnel. The standby unit does not have an active VPN tunnel,
and will drop traffic destined for the network management system (NMS). You can instead use SNMPv3
with encryption so the IPsec tunnel is not required.

Configuring High Availability

Step 1
Step 2
Step 3
Step 4

Use a high availability setup to ensure network connectivity even if a device fails. With active/standby high
availability, two devices are linked, so that if the active device fails, the standby device takes over and users
should see no more than a brief connectivity problem.

The following procedure explains the end-to-end process for setting up an active/standby high availability
(HA) pair.

Procedure

Prepare the Two Units for High Availability, on page 191.
Configure the Primary Unit for High Availability, on page 192.
Configure the Secondary Unit for High Availability, on page 195.
Configure Failover Criteria for Health Monitoring, on page 196.

The criteria includes peer monitoring and interface monitoring. Although all failover criteria have default
settings, you should at least examine them to verify that the default settings work for your network.

* Configure Peer Unit Health Monitoring Failover Criteria, on page 196.

* Configure Interface Health Monitoring Failover Criteria, on page 197.
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Step 5
Step 6

Prepare the Two Units for High Availability .

For information on interface testing, see How the System Tests Interface Health, on page 199.

(Optional but recommended.) Configure Standby IP and MAC Addresses, on page 200.

(Optional.) Verify the High Availability Configuration, on page 201.

Prepare the Two Units for High Availability

There are many things that you must prepare correctly before you can successfully configure high availability.

Step 1
Step 2

Step 3

Procedure

Ensure that the devices meet the requirements explained in Hardware Requirements for HA, on page 187.

Determine whether you will use a single failover link, or separate failover and stateful failover links, and
identify the ports you will use.

You must use the same port number on each device for each link. For example, GigabitEthernet 1/3 on both
devices for the failover link. Know which ones you will use so that you do not accidentally use them for other
purposes. For more information, see Failover and Stateful Failover Links, on page 181.

Install the devices, connect them to the network, and complete the initial setup wizard on each device.

a)
b)

d)

e)

Review the recommended network designs in Avoiding Interrupted Failover and Data Links, on page 183.
Connect at least the outside interfaces, as explained in Connect the Interfaces, on page 13.

You can also connect the other interfaces, but you must ensure that you use the same port on each device
to connect to a given subnet. Because the devices will share the same configuration, you must connect
them to your networks in a parallel manner.

Note The setup wizard does not let you change the IP addresses on the management and inside
interface. Thus, if you connect either of these interfaces on the primary device to the network,
do not also connect the interfaces on the secondary device, or you will get an IP address conflict.
You can directly connect your workstation to one of these interfaces and get an address through
DHCEP, so that you can connect to the FDM and configure the device.

Complete the initial setup wizard on each device. Ensure that you specify static IP addresses for the outside
interface. In addition, configure the same NTP servers. For more information, see Complete the Initial
Configuration Using the Setup Wizard, on page 23.

Choose the same licensing and Cisco Success Network options for the units. For example, evaluation
mode for each or register the devices.

On the secondary device, select Device > System Settings > Management Interface and configure a
unique IP address, change the gateway if necessary, and disable or change the DHCP server settings to
suit your needs.

On the secondary device, select Device > Interface and edit the inside interface. Either delete the IP
address, or change it. Also, delete the DHCP server defined for the interface, because you cannot have
two DHCP servers on the same network.

Deploy the configuration on the secondary device.
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Step 4

Step 5

Step 6

Step 7
Step 8

Step 9

Step 10

g) Ifnecessary based on your network topology, log into the primary device and change the management
address, gateway, and DHCP server settings, and the inside interface IP address and DHCP server settings.
Deploy the configuration if you make any changes.

h) Ifyou have not connected the inside interface, or management interface if you use a separate management
network, you can now connect them to the switches.

Verify that the devices have the exact same software version, which means the same major (first), minor
(second), and maintenance (third) numbers. You can find the version in the FDM on the Devices page, or you
can use the show version command in the CLIL

If they are not running the same software versions, obtain the preferred software version from Cisco.com and
install it on each device. For details, see Upgrading FTD Software, on page 590.

Connect and configure the failover and stateful failover links.

a) Following your preferred network design (chosen from Avoiding Interrupted Failover and Data Links,
on page 183), connect the failover interfaces for each device appropriately, either to a switch or directly
to each other.

b) If you are using a separate state link, also connect the stateful failover interfaces for each device
appropriately.

¢) Log into each device in turn and go to Device > Interface. Edit each interface and verify there are no
interface names or IP addresses configured.

If the interfaces are configured with names, you might need to remove them from security zones and
delete other configurations before you can delete the name. If deleting the name fails, examine the error
messages to determine what other changes you need to make.

On the primary device, connect the remaining data interfaces and configure the device.

a) Select Device > Interface, edit each interface used for through traffic and configure the primary static IP
addresses.

b) Add the interfaces to security zones, and configure the basic policies needed to handle traffic on the
connected networks. For example configurations, see the topics listed in Best Practices: Use Cases for
FTD, on page 43.

¢) Deploy the configuration.

Verify that you meet all the requirements explained in Software Requirements for HA, on page 187.

Verify that you have consistent licensing (registered or in evaluation mode). For more information, see License
Requirements for HA, on page 188.

On the secondary device, connect the remaining data interfaces to the same networks as the equivalent interfaces
on the primary device. Do not configure the interfaces.

On each device, select Device > System Settings > Cloud Services and verify that you have the same settings.

You are now ready to configure high availability on the primary device.

Configure the Primary Unit for High Availability

To set up an active/standby high availability pair, you must first configure the primary device. The primary
device is the unit that you intend should be active under normal circumstances. The secondary device remains
in standby mode until the primary unit becomes unavailable.

Select which device you want to be primary, then log into the FDM on that device and follow this procedure.
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Step 1
Step 2

Step 3

Step 4

Configure the Primary Unit for High Availability .

\)

Note Once you establish the high availability pair, you must break the pair in order to edit the configuration
described in this procedure.

Before you begin

Ensure that the interfaces you will configure for the failover and stateful failover link are not named. If they
currently are named, you must remove the interfaces from any policies that use them, including security zone
objects, then edit the interfaces to delete the name. The interfaces must also be in routed mode, not passive
mode. These interfaces must be dedicated for use in the HA configuration: you cannot use them for any other
purposes.

If there are any pending changes, you must deploy them before you can configure HA.

Procedure

Click Device.
On the right side of the device summary, click Configure next to the High Availability group.

If you are configuring HA for the first time on the device, the group would look like the following.

High Availability
Not Configured

On the High Availability page, click the Primary Device box.

If the secondary device is already configured, and you copied the configuration to the clipboard, you can click
the Paste from Clipboard button and paste in the configuration. This will update the fields with the appropriate
values, which you can then verify.

Configure the Failover Link properties.

The two units in a failover pair constantly communicate over a failover link to determine the operating status
of each unit and to synchronize configuration changes. For more information, see Failover Link, on page 181.

* Physical Interface—Select the interface you connected to the secondary device for use as the failover
link. This must be an unnamed interface.

When using an EtherChannel interface as the failover or state link, you must confirm that the same
EtherChannel with the same ID and member interfaces exists on both devices before establishing high
availability. If there is an EtherChannel mismatch, you need to disable HA and corerct the configuration
on the secondary unit before. To prevent out-of-order packets, only one interface in the EtherChannel is
used. If that interface fails, then the next interface in the EtherChannel is used. You cannot alter the
EtherChannel configuration while it is in use as a failover link.

» Type—Select whether you will use an IPv4 or IPv6 address for the interface. You can configure one
type of address only.

» Primary IP—Enter the IP address for the interface on this device. For example, 192.168.10.1. For IPv6
addresses, you must include the prefix length in standard notation, for example, 2001:a0a:b00::a0a:b70/64.
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Step 5

Step 6

Step 7

» Secondary IP—Enter the IP address that should be configured on the other end of the link for the interface
on the secondary device. The address must be on the same subnet as the primary address, and it must be
different than the primary address. For example, 192.168.10.2 or 2001:a0a:b00::a0a:b71/64.

* Netmask (IPv4 only)—Enter the subnet mask for the primary/secondary IP address.

Configure the Stateful Failover Link properties.

The system uses the state link to pass connection state information to the standby device. This information
helps the standby unit maintain existing connections when a failover occurs. You can either use the same link
as the failover link, or configure a separate link.

« Use the Same Interface as the Failover Link—Select this option if you want to use a single link for
the failover and stateful failover communications. If you select this option, continue with the next step.

* Physical Interface—If you want to use a separate stateful failover link, select the interface you connected
to the secondary device for use as the stateful failover link. This must be an unnamed interface. Then,
configure the following properties:

» Type—Select whether you will use an IPv4 or IPv6 address for the interface. You can configure
one type of address only.

* Primary IP—Enter the IP address for the interface on this device. The address must be on a different
subnet than the one used for the failover link. For example, 192.168.11.1. For IPv6 addresses, you
must include the prefix length in standard notation, for example, 2001:a0a:b00:a::a0a:b70/64.

+ Secondary IP—Enter the IP address that should be configured on the other end of the link for the
interface on the secondary device. The address must be on the same subnet as the primary address,
and it must be different than the primary address. For example, 192.168.11.2 or
2001:a0a:b00:a::a0a:b71/64.

» Netmask (IPv4 only)—Enter the subnet mask for the primary/secondary IP address.

(Optional.) Enter an IPsec Encryption Key string if you want to encrypt communication between the two
units in the pair.

You must configure the exact same key on the secondary node, so make a note of the string you enter.

If you do not enter a key, all communication on the failover and stateful failover links is in plain text. If you
are not using direct cable connections between the interfaces, this could be a security problem.

Note If you configure HA failover encryption in evaluation mode, the systems use DES for the encryption.
If you then register the devices using an export-compliant account, the devices will use AES after
a reboot. Thus, if a system reboots for any reason, including after installing an upgrade, the peers
will be unable to communicate and both units will become the active unit. We recommend that you
do not configure encryption until after you register the devices. If you do configure this in evaluation
mode, we recommend you remove the encryption before registering the devices.

Click Activate HA.

The system immediately deploys the configuration to the device. You do not need to start a deployment job.
If you do not see a message saying that your configuration was saved and deployment is in progress, scroll
to the top of the page to see the error messages.

The configuration is also copied to the clipboard. You can use the copy to quickly configure the secondary
unit. For added security, the encryption key is not included in the clipboard copy.
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Configure the Secondary Unit for High Availability .

After configuration completes, you get a message explaining the next steps you need to take. Click Got It
after reading the information.

At this point, you should be on the High Availability page, and your device status should be “Negotiating.”
The status should transition to Active even before you configure the peer, which should appear as Failed until
you configure it.

PRIMARY DEVICE
Current Device Mode: Active €) Peer: Failed

You can now configure the secondary unit. See Configure the Secondary Unit for High Availability, on page
195.

Note The selected interfaces are not configured directly. However, if you enter show interface in the
CLI, you will see that the interfaces are using the specified IP addresses. The interfaces are named
“failover-link” and if you configure a separate state link, “stateful-failover-link.”

Configure the Secondary Unit for High Availability

Step 1
Step 2

Step 3
Step 4

Step 5

After you configure the primary device for active/standby high availability, you must then configure the
secondary device. Log into the FDM on that device and follow this procedure.

\)

Note If you have not done so already, copy the high availability configuration from the primary device to the

clipboard. It is much easier to configure the secondary device using copy/paste than to manually enter
the data.

Procedure

Click Device.

On the right side of the device summary, click Configure next to the High Availability group.

If you are configuring HA for the first time on the device, the group would look like the following.
High Availability

Not Configured

On the High Availability page, click the Secondary Device box.

Do one of the following:

« Easy method—Click the Paste from Clipboard button, paste in the configuration and click OK. This
will update the fields with the appropriate values, which you can then verify.

» Manual method—Configure the failover and stateful failover links directly. Enter the exact same settings
on the secondary device that you entered on the primary device.

If you configured an IPSec Encryption Key on the primary device, enter the exact same key for the secondary
device.
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Step 6

Click Activate HA.

The system immediately deploys the configuration to the device. You do not need to start a deployment job.
If you do not see a message saying that your configuration was saved and deployment is in progress, scroll
to the top of the page to see the error messages.

After configuration completes, you get a message saying that you have configured HA. Click Got It to dismiss
the message.

At this point, you should be on the High Availability page, and your device status should indicate that this is
the secondary device. If the join with the primary device was successful, the device will synchronize with the
primary, and eventually the mode should be Standby and the peer should be Active.

SECONDARY DEVICE

Current Device Mode:

P!

Peer Device: Ac

Note The selected interfaces are not configured directly. However, if you enter show interface in the
CLI, you will see that the interfaces are using the specified IP addresses. The interfaces are named
“failover-link” and if you configure a separate state link, “stateful-failover-link.”

Configure Failover Criteria for Health Monitoring

The units in a high availability configuration monitor themselves for overall health and for interface health.

The failover criteria define the health monitoring metrics that determine whether a peer has failed. If the active
peer is the unit that violates the criteria, then it triggers a failover to the standby unit. If the standby peer is
the unit that violates the criteria, it is marked as failed and is not available for failover.

You can configure failover criteria on the active device only.

The following table shows the failover triggering events and associated failure detection timing.

Table 5: Failover Times Based on Failover Criteria

Failover Triggering Event Minimum Default Maximum
The active unit loses power or stops normal operation. | 800 milliseconds 15 seconds 45 seconds
An active unit interface physical link is down. 500 milliseconds 5 seconds 15 seconds
An active unit interface is up, but a connection problem | 5 seconds 25 seconds 75 seconds
causes interface testing.

The following topics explain how to customize the failover health monitoring criteria and also how the system
tests interfaces.

Configure Peer Unit Health Monitoring Failover Criteria

Each peer in a high availability configuration determines the health of the other unit by monitoring the failover
link with hello messages. When a unit does not receive three consecutive hello messages on the failover link,
the unit sends LANTEST messages on each data interface, including the failover link, to validate whether the
peer is responsive. The action that the device takes depends on the response from the other unit:
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Configure Interface Health Monitoring Failover Criteria .

« If the device receives a response on the failover link, then it does not fail over.

» If the device does not receive a response on the failover link, but it does receive a response on a data
interface, then the unit does not fail over. The failover link is marked as failed. You should restore the
failover link as soon as possible because the unit cannot fail over to the standby while the failover link
is down.

» If the device does not receive a response on any interface, then the standby unit switches to active mode

and classifies the other unit as failed.

You can configure the poll and hold time for the hello messages.

Procedure

Step 1 On the active device, click Device.
Step 2 Click the High Availability link on the right side of the device summary.

The Failover Criteria are listed in the right column of the High Availability page.

Step 3 Define the Peer Timing Configuration.

These settings determine how quickly the active device can fail over to the standby device. With a faster poll
time, the device can detect failure and trigger failover faster. However, faster detection can cause unnecessary
switchovers when the network is temporarily congested. The default settings are appropriate for most situations.

If a unit does not hear hello packet on the failover interface for one polling period, additional testing occurs
through the remaining interfaces. If there is still no response from the peer unit during the hold time, the unit
is considered failed and, if the failed unit is the active unit, the standby unit takes over as the active unit.

* Poll Time—The amount of time between hello messages. Enter 1 - 15 seconds, or 200 - 999 milliseconds.
The default is 1 second.

* Hold Time—The time during which a unit must receive a hello message on the failover link, after which
the peer unit is declared failed. The hold time must be at least 3 times more than the poll time. Enter 1 -
45 seconds, or 800 - 999 milliseconds. The default is 15 seconds.

Step 4 Click Save.

Configure Interface Health Monitoring Failover Criteria

You can monitor up to 211 interfaces, depending on your device model. You should monitor important
interfaces. For example, interfaces that ensure throughput between important networks. Monitor an interface
only if you configure standby IP addresses for it, and if the interface should be always up.

When a unit does not receive hello messages on a monitored interface for 2 polling periods, it runs interface
tests. If all interface tests fail for an interface, but this same interface on the other unit continues to successfully
pass traffic, then the interface is considered to be failed. If the threshold for failed interfaces is met, then a
failover occurs. If the other unit's interface also fails all the network tests, then both interfaces go into the
“Unknown” state and do not count towards the failover limit.

An interface becomes operational again if it receives any traffic. A failed device returns to standby mode if
the interface failure threshold is no longer met.
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Step 1
Step 2

Step 3

Step 4

You can monitor interface HA status from the CLI or CLI Console using the show monitor-interface
command. For more information, see Monitoring Status for HA-Monitored Interfaces, on page 211.

\)

Note When an interface goes down, for failover it is still considered to be a unit issue. If the unit detects that

an interface is down, failover occurs immediately (if you keep the default threshold of 1 interface),
without waiting for the interface holdtime. The interface holdtime is only useful when the unit considers
its status to be OK, although it is not receiving hello packets from the peer.

Before you begin

By default, all named physical interfaces are selected for HA monitoring. Thus, you should disable monitoring
on unimportant physical interfaces. For subinterfaces or bridge groups, you must manually enable monitoring.

To disable interface monitoring completely and prevent failover due to interface failure, simply ensure that
no interface is enabled for HA monitoring.

Procedure

On the active device, click Device.
Click the High Availability link on the right side of the device summary.

The Failover Criteria are listed in the right column of the High Availability page.

Define the Interface Failure Threshold.

If the number of failed interfaces meets the threshold, the unit marks itself as failed. If the unit is the active
unit, it fails over to the standby unit. If the unit is the standby unit, by marking itself as failed, the active unit
will not consider the unit as available for failover.

When setting this criteria, consider how many interfaces you are monitoring. For example, if you enable
monitoring on only 2 interfaces, then a threshold of 10 interfaces will never be reached. You configure
monitoring for an interface by selecting the Enable for HA Monitoring option on the Advanced Options
tab when editing interface properties.

By default, the unit marks itself as failed if one monitored interface fails.
You can set the interface failure threshold by selecting one of the following Failover Criteria options:

» Number of failed interfaces exceeds—Enter the raw number of interfaces. The default is 1. The maximum
actually depends on the device model and can vary, but you cannot enter more than 211. If you use this
criteria, you will get a deployment error if you enter a number larger than the device supports. Try a
smaller number or use percentage instead.

» Percentage of failed interfaces exceeds—Enter a number from 1 - 100. For example, if you enter 50%,
and you are monitoring 10 interfaces, then the device marks itself as failed if 5 interfaces fail.

Define the Interface Timing Configuration.

These settings determine how quickly the active device can determine if an interface has failed. With a faster
poll time, the device can detect interface failure faster. However, faster detection can mean that busy interfaces
get marked as failed when in fact they are healthy, which can result in unnecessarily frequent failovers. The
default settings are appropriate for most situations.
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Step 5
Step 6

Step 7

How the System Tests Interface Health .

If an interface link is down, interface testing is not conducted and the standby unit could become active in
just one interface polling period if the number of failed interfaces meets or exceeds the configured interface
failover threshold.

* Poll Time—The frequency that hello packets are sent out on data interfaces. Enter 1 - 15 seconds, or
500 - 999 milliseconds. The default is 5 seconds.

* Hold Time—The hold time determines how long it takes from the time a hello packet is missed to when
the interface is marked as failed. Enter 5 - 75 seconds. You cannot enter a hold time that is less than 5
times the poll time.

Click Save.
Enable HA monitoring for each interface you want to monitor.
a) Choose Device > Interfaces.

If an interface is being monitored, the Monitor for HA column indicates Enabled.

b) Click the edit icon (O) for an interface whose monitoring status you want to change.
You cannot edit the failover or stateful failover interfaces. Interface monitoring does not apply to them.

¢) Click the Advanced Options tab.
d) Select or deselect the Enable for HA Monitoring checkbox as preferred.
e) Click OK.

(Optional, but recommended.) Configure standby IP addresses and MAC addresses for monitored interfaces.
See Configure Standby IP and MAC Addresses, on page 200.

How the System Tests Interface Health

The system continuously tests interfaces that you are monitoring for high availability health. The address used
for testing an interface is based on the address types you configure:

* If an interface has both IPv4 and IPv6 addresses configured on it, the device uses the IPv4 addresses to
perform the health monitoring.

« If an interface has only IPv6 addresses configured on it, then the device uses IPv6 neighbor discovery
instead of ARP to perform the health monitoring tests. For the broadcast ping test, the device uses the
IPv6 all nodes address (FE02::1).

The system performs the following tests on each unit:

1. Link Up/Down test—A test of the interface status. If the Link Up/Down test indicates that the interface
is down, then the unit considers it failed. If the status is Up, then the unit performs the Network Activity
test.

2. Network Activity test—A received network activity test. The purpose of this test is to generate network
traffic using LANTEST messages to determine which (if either) unit has failed. At the start of the test,
each unit clears its received packet count for its interfaces. As soon as a unit receives any packets during
the test (up to 5 seconds), then the interface is considered operational. If one unit receives traffic and the
other unit does not, then the unit that received no traffic is considered failed. If neither unit received traffic,
then the unit starts the ARP test.
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3. ARP test—A reading of the unit ARP cache for the 2 most recently acquired entries. One at a time, the
unit sends ARP requests to these devices, attempting to stimulate network traffic. After each request, the
unit counts all received traffic for up to 5 seconds. If traffic is received, the interface is considered
operational. If no traffic is received, an ARP request is sent to the next device. If at the end of the list no
traffic has been received, the unit starts the ping test.

4. Broadcast Ping test—A ping test that consists of sending out a broadcast ping request. The unit then counts
all received packets for up to 5 seconds. If any packets are received at any time during this interval, the
interface is considered operational and testing stops. If no traffic is received, the testing starts over again
with the ARP test.

Configure Standby IP and MAC Addresses

Step 1

Step 2

Step 3

When you configure your interfaces, you can specify an active IP address and a standby IP address on the
same network. Although recommended, the standby address is not required. Without a standby IP address,
the active unit cannot perform network tests to check the standby interface health; it can only track the link
state. You also cannot connect to the standby unit on that interface for management purposes.

1. When the primary unit fails over, the secondary unit assumes the IP addresses and MAC addresses of the
primary unit and begins passing traffic.

2. The unit that is now in standby state takes over the standby IP addresses and MAC addresses.
Because network devices see no change in the MAC to IP address pairing, no ARP entries change or time out
anywhere on the network.

If the secondary unit boots without detecting the primary unit, the secondary unit becomes the active unit and
uses its own MAC addresses, because it does not know the primary unit MAC addresses. However, when the
primary unit becomes available, the secondary (active) unit changes the MAC addresses to those of the primary
unit, which can cause an interruption in your network traffic. Similarly, if you swap out the primary unit with
new hardware, a new MAC address is used.

Virtual MAC addresses guard against this disruption because the active MAC addresses are known to the
secondary unit at startup, and remain the same in the case of new primary unit hardware. You can manually
configure virtual MAC addresses.

If you do not configure virtual MAC addresses, you might need to clear the ARP tables on connected routers
to restore traffic flow. The FTD device does not send gratuitous ARPs for static NAT addresses when the
MAC address changes, so connected routers do not learn of the MAC address change for these addresses.

Procedure

Choose Device > Interfaces.

You should at least configure standby IP and MAC addresses for the interfaces you are monitoring for HA.
If an interface is being monitored, the Monitor for HA column indicates Enabled.

Click the edit icon (O) for the interface whose standby addresses you want to configure.

You cannot edit the failover or stateful failover interfaces. You set the IP addresses for these interfaces when
you configure high availability.

Configure the Standby IP addresses on the IPv4 Address and IPv6 Address tabs.
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Step 4

Step 5

Verify the High Availability Configuration .

The standby address is used by this interface on the standby device. If you do not set the standby IP address,
the active unit cannot monitor the standby interface using network tests; it can only track the link state.
Configure standby addresses for each IP version you are using.

Click the Advance Options tab and configure the MAC Addresses.

By default, the system uses the MAC address burned into the network interface card (NIC) for the interface.
Thus, all subinterfaces on an interface use the same MAC address, so you might want to create unique addresses
per subinterface. Manually configured active/standby MAC addresses are also recommended if you configure
high availability. Defining the MAC addresses helps maintain consistency in the network in the event of
failover.

« MAC Address—The Media Access Control address in H.H.H format, where H is a 16-bit hexadecimal
digit. For example, you would enter the MAC address 00-0C-F1-42-4C-DE as 000C.F142.4CDE. The
MAC address must not have the multicast bit set, that is, the second hexadecimal digit from the left
cannot be an odd number.)

« Standby MAC Address—For use with high availability. If the active unit fails over and the standby
unit becomes active, the new active unit starts using the active MAC addresses to minimize network
disruption, while the old active unit uses the standby address.

Click OK.

Verify the High Availability Configuration

Step 1

Step 2

Step 3

After completing the high availability configuration, verify that the device status indicates that both devices
are operational and in active/standby mode.

PRIMARY DEVICE
Current Device Mode: Active €3) Peer Device: ¢

You can verify that the high availability configuration is working by following this procedure.

Procedure

Test that your active unit is passing traffic as expected by using FTP (for example) to send a file between
hosts on different interfaces.

At least test connections from one workstation to systems that are connected to each of the configured interfaces.
Switch modes so that the active unit is now the standby unit by doing one of the following:

* In the FDM, select Switch Mode from the gear menu on the Device > High Availability page.

« In the CLI of the active unit, enter no failover active.
Repeat the connection testing to verify that you can make the same connections through the other unit in the
high availability pair.

If the test is not successful, verify that you connected the unit’s interfaces to the same networks as the equivalent
interfaces on the other unit.

Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0 [Jj



The Basics |
[ WManaging High Availability

You can see the HA status from the High Availability page. You can also use the CLI or CLI Console of the
unit, and enter the show failover command to check the failover status. Also, use the show interface
command to verify the interface configuration for the interfaces used in any connection tests that failed.

If these actions do not identify the problem, there are other steps you can take. See Troubleshooting High
Availability (Failover), on page 213.

Step 4 When you are finished, you can switch modes to return active status to the original unit that was active.

Managing High Availability
You can manage a high availability pair by clicking the High Availability link on the Device Summary page.

High Availability
Primary Device: Active )

The High Availability page includes the following:

* Role and Mode Status—The left status area shows whether the device is the Primary or Secondary
device in the group. The mode indicates whether this device is active or standby, or whether HA has
been suspended or the device is waiting to join the peer device. It also shows the status of the peer device,
which can be active, standby, suspended, or failed. For example, when you are logged into the primary
device and it is also the active device, and the secondary device is healthy and ready for failover if needed,
the status would look like the following. You can click the icon between the peers to get information on
the configuration synchronization status between the devices.

PRIMARY DEVICE
Current Device Mode: Active ) Peer Device: Standb:

» Failover History link—Click this link to see the detailed history of status of the devices in the pair. The
system opens the CLI Console and executes the show failover history details command.

* Deployment History link—Click this link to go to the audit log with the events filtered to show
deployment jobs only.

- Gear button ¥ —Click this button to perform actions on the devices.

» Suspend HA/Resume HA—Suspending HA stops the devices from functioning as a high availability
pair without removing the HA configuration. You can subsequently resume, that is, re-enable, HA
on the devices. For details, see Suspending or Resuming High Availability, on page 203.

» Break HA—Breaking HA removes the high availability configuration from both devices and returns
them to standalone devices. For details, see Breaking High Availability, on page 204.

+ Switch Mode—Switching mode lets you force an active device to become standby, or a standby
device to become active, depending from which device you perform the action. For details, see
Switching the Active and Standby Peers (Forcing Failover), on page 205.

+ High Availability Configuration—This panel shows the configuration of the failover pair. Click the
Copy to Clipboard button to load the information into the clipboard, from where you can paste it into
the secondary device’s configuration. You can also copy it into another file for your records. This
information does not show whether you defined an IPsec encryption key.
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Suspending or Resuming High Availability .

\}

Note The interface configuration for HA is not reflected on the Interfaces page
(Device > Interfaces). You cannot edit the interfaces that you use in an
HA configuration.

» Failover Criteria—This panel includes the settings that determine the health criteria used when evaluating
whether the active unit has failed and the standby unit should become the active unit. Adjust these criteria
so that you get the failover performance required in your network. For details, see Configure Failover
Criteria for Health Monitoring, on page 196.

The following topics explain various management tasks related to a high availability configuration.

Suspending or Resuming High Availability

You can suspend a unit in a high availability pair. This is useful when:

* Both units are in an active-active situation and fixing the communication on the failover link does not
correct the problem.

* You want to troubleshoot an active or standby unit and do not want the units to fail over during that time.

* You want to prevent failover while installing a software upgrade on the standby device.

When you suspend high availability, you stop the pair of devices from behaving as a failover unit. The currently
active device remains active, handling all user connections. However, failover criteria are no longer monitored,
and the system will never fail over to the now pseudo-standby device. The standby device will retain its
configuration, but it will remain inactive.

The key difference between suspending HA and breaking HA is that on a suspended HA device, the high
availability configuration is retained. When you break HA, the configuration is erased. Thus, you have the
option to resume HA on a suspended system, which enables the existing configuration and makes the two
devices function as a failover pair again.

If you suspend high availability from the active unit, the configuration is suspended on both the active and
standby unit. If you suspend it from the standby unit, it is suspended on the standby unit only, but the active
unit will not attempt to fail over to a suspended unit.

You can resume a unit only if it is in Suspended state. The unit will negotiate active/standby status with the
peer unit.

\}

Note Ifnecessary, you can suspend HA from the CLI by entering the configure high-availability suspend
command. To resume HA, enter configure high-availability resume.

Before you begin

If you suspend high availability through the FDM, it stays suspended until you resume it, even if you reload
the unit. However, if you suspend it through the CL1, it is a temporary state, and upon reload, the unit resumes
the high-availability configuration automatically and negotiates the active/standby state with the peer.
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Step 1
Step 2

Step 3

If you are suspending high availability on the standby unit, please check whether the active unit is currently
running a deployment job. If you switch modes while a deployment job is in progress, the job will fail and
you will lose your configuration changes.

Procedure

Click Device.
Click the High Availability link on the right side of the device summary.
Choose the appropriate command from the gear icon (ﬂ').

* Suspend HA—You are prompted to confirm the action. Read the message and click OK. The HA status
should show that the device is in Suspended mode.

* Resume HA—You are prompted to confirm the action. Read the message and click OK. The HA status
should return to normal, either active or standby, after the unit negotiates with the peer.

Breaking High Availability

If you no longer want the two devices to operate as a high availability pair, you can break the HA configuration.
When you break HA, each device becomes a standalone device. Their configurations are changed as follows:

* The active device retains the full configuration as it is prior to the break, with the HA configuration
removed.

* The standby device has all interface configuration removed in addition to the HA configuration. All
physical interfaces are disabled, although subinterfaces are not disabled. The management interface
remains active, so you can log into the device and reconfigure it.

How the break actually affects the units depends on the state of each unit when you perform the break.

« If the units are in a healthy active/standby state, break HA from the active unit. This will remove the HA
configuration from both devices in the HA pair. If you want to break HA on the standby unit only, you
must log into it and first suspend HA, then you can break HA.

» If the standby unit is in a suspended or failed state, breaking HA from the active unit removes the HA
configuration from the active unit only. You must log into the standby unit and also break HA on that
unit.

» If the peers are still negotiating HA or are synchronizing their configuration, you cannot break HA. Wait
for the negotiation or synchronization to complete or time out. If you believe the systems are stuck in
this state, you can suspend HA and then break HA.

\}

Note When using the FDM, you cannot break HA from the CLI using the configure high-availability
disable command.
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Step 1
Step 2
Step 3
Step 4

Switching the Active and Standby Peers (Forcing Failover) .

Before you begin

For ideal results, bring the devices into a healthy active/standby state, and perform this action from the active
device.

Procedure

Click Device.
Click the High Availability link on the right side of the device summary.

From the gear icon (ﬂ'), choose Break HA.

Read the confirmation message, decide whether to select the option to disable interfaces, and click OK.
You must select the option to disable interfaces if you are breaking HA from the standby unit.

The system immediately deploys your changes on both this device and the peer device (if possible). It might
take a few minutes for deployment to complete on each device and for each device to become independent.

Switching the Active and Standby Peers (Forcing Failover)

Step 1
Step 2
Step 3
Step 4

You can switch the active/standby modes for a functioning high-availability pair, that is, one peer is active,
the other is standby. For example, if you are installing a software upgrade, you can switch the active unit to
standby so that the upgrade does not impact user traffic.

You can switch modes from either the active or standby unit, but the peer unit must be functioning from the
other unit’s point of view. You cannot switch modes if any unit is suspended (you must resume HA first) or
failed.

\}

Note If necessary, you can switch between active and standby modes from the CLI. From the standby unit,

enter the failover active command. From the active unit, enter the no failover active command.

Before you begin

Before switching modes, verify that the active unit is not in the middle of a deployment job. Wait for the
deployment to complete before switching modes.

If the active unit has pending undeployed changes, deploy them before switching modes. Otherwise, you will

lose your changes if you run a deployment job from the new active unit.

Procedure

Click Device.
Click the High Availability link on the right side of the device summary.

From the gear icon ('u'), choose Switch Mode.

Read the confirmation message and click OK.
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The system forces failover so that the active unit becomes standby, and the standby unit becomes the new
active unit.

Preserving Undeployed Configuration Changes After Failover

When you make configuration changes to the units in a high availability pair, you edit the configuration on
the active unit. You then deploy your changes, and both the active and standby unit are updated with the new
configuration. It does not matter if the active unit is the primary or secondary device.

However, undeployed changes are not synchronized between the units. Any undeployed changes are available
on the unit where you made those changes only.

Thus, if a failover happens when you have undeployed changes, those changes are not available on the new
active unit. The changes do, however, remain in place on the unit that is now standby.

To retrieve your undeployed changes, you must switch modes to force a failover and return the other unit to
active status. When you log into the newly-active unit, your undeployed changes are available, and you can

deploy them. Use the Switch Modes command from the High Availability settings gear menu (ﬂ').
Please keep the following in mind:

* If you deploy changes from the active unit while there are undeployed changes on the standby unit, the
undeployed changes on the standby unit will be erased. You will not be able to retrieve them.

» When a standby unit joins a high availability pair, any undeployed changes on the standby unit will be
erased. The configuration is synchronized whenever a unit joins, or rejoins, the pair.

» If the unit that contains the undeployed changes failed catastrophically, and you had to replace or reimage
the unit, your undeployed changes are permanently lost.

Changing Licenses and Registration in High Availability Mode

The units in a high availability pair must have the same licenses and registration status. To make changes:

* You enable or disable optional licenses on the active unit. Then, you deploy the configuration, and the
standby unit requests (or frees) the necessary licenses. When enabling licenses, you must ensure that
your Cisco Smart Software Manager account has sufficient licenses available, or you could have one
unit compliant while the other unit is non-compliant.

* You register, or unregister, the units separately. To function correctly, the units must both be in evaluation
mode, or both be registered. You can register the units to different Cisco Smart Software Manager
accounts, but the accounts must have the same state for the export-controlled functionality setting, either
both enabled or both disabled. You cannot deploy configuration changes if the units have inconsistent
registration status.

Editing the HA IPsec Encryption Key or HA Configuration

You can change any of the failover criteria by logging into the active unit, making your changes, and deploying
them.
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Marking a Failed Unit Healthy [JJ}

However, if you need to change the IPsec encryption key used on your failover links, or change the interfaces
or IP addresses for either the failover or stateful failover links, you must first break the HA configuration.
You can then reconfigure the primary and secondary units with the new encryption key or failover/stateful
failover link settings.

Marking a Failed Unit Healthy

A unit in a high availability configuration can be marked as failed due to regular health monitoring. If the unit
is healthy, it should return to normal status when it meets health monitoring requirements again. If you see a
healthy device failing frequently, you might want to increase the peer timeouts, stop monitoring specific
interfaces that are less important, or change interface monitoring timeouts.

You can force a failed unit to be seen as healthy by entering the failover reset command from the CLI. We
recommend that you enter the command from the active unit, which will reset the status of the standby unit.
You can display the failover status of the unit with the show failover or show failover state commands.

Restoring a failed unit to an unfailed state does not automatically make it active. Restored units remain in the
standby state until made active by failover (forced or natural).

Resetting the device status does not resolve the problems that led to the device being marked failed. If you
do not address the problems, or relax your monitoring timeouts, the device can be marked as failed again.

Installing Software Upgrades on HA Devices

You can upgrade the system software running on the devices in a high availability pair without disrupting
traffic in your network. Basically, you upgrade the standby device, so that the active device continues handling
traffic. After the upgrade completes, you switch roles and again upgrade the standby unit.

If you also need to update the FXOS version on the chassis, install the FXOS upgrades on each device before
installing using the following procedure. Use the same technique: install the FXOS upgrade on the standby
device, switch roles to make the standby active, then install the upgrade on the new (down-level) standby
device.

While the units in the high availability group are running different software versions, failover is not possible.
Under normal circumstances, the units must be running the same software version. The only time it is valid
to have them running different versions is when you are in the process of installing software upgrades.

This procedure summarizes the upgrade process. For detailed information, see Upgrading FTD Software, on
page 590.

\}

Note During the upgrade, the system suspends HA while updating system libraries, which includes an automatic
deployment. The system is available for SSH connections during the last part of this process, so if you
log in shortly after applying an upgrade, you might see HA in suspended status. If the system does not
go back to standby ready state by itself, and this problem persists after the FDM is available and automatic
deployment was successful, please go to the HA page and manually resume HA.

Before you begin

Ensure that you deploy pending changes from the active node before starting the upgrade process. While
upgrading the devices, do not make any configuration changes or start any deployments after upgrading one
device but before upgrading the other one, or the deployment will fail and changes might be lost.
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Step 1

Step 2

If you must deploy changes to the active unit after upgrading the standby but before upgrading the active unit,
you must make the configuration changes to both units or they will be lost after you upgrade the down-level
active unit.

Check the task list and verify there are no tasks running. Please wait until all tasks, such as database updates,
are completed before you install an upgrade. Also, check for any scheduled tasks. No scheduled tasks should
overlap with the upgrade task.

Prior to performing an update, ensure that no deprecated applications are present in application filters, access
rules, or SSL decryption rules. These applications have "(Deprecated)" following the application name. While
it is not possible to add deprecated applications to these objects, a subsequent VDB update can cause previously
valid applications to become deprecated. If this happens, the upgrade will fail, leaving the device in an unusable
state.

Download upgrade files from the Cisco Support & Download site: https://www.cisco.com/go/ftd-software.

* You use the same upgrade package for all models in a family or series. To find the correct one, select or
search for your model, then browse to the software download page for the appropriate version. Ensure
that you obtain the appropriate upgrade file, whose file type is REL.tar. Do not download the system
software package or the boot image.

* Do not rename the upgrade file. The system considers renamed files to be invalid.
* You cannot downgrade or uninstall a patch.

* Verify that you are running the required baseline image for the upgrade. For compatibility information,
see the Cisco Secure Firewall Threat Defense Compatibility Guide.

* Read the Cisco Firepower Release Notes for the new version.

Procedure

Log into the standby unit and install the upgrade.

a) Select Device, then click View Configuration in the Updates summary.

b) Upload the image by clicking either Browse or Upload Another File in the System Upgrade group.
¢) Click Install to start the installation process.

Note If you get the error message "you must deploy all uncommitted changes before starting a system
upgrade" and there are no uncommitted changes on the active unit, create some minor change
on the active unit and deploy the change. You can then undo the change. If this does not work,
and you have been running the HA group with mismatched versions against recommendations,
you might need to switch roles to make the standby unit active, then suspend HA. You can then
deploy from the active/suspended unit, resume HA, then switch roles to make the active unit
the standby again. Upgrade should then work.

Wait until the installation completes and you can log back in and verify that the system is functioning
normally.

Note If you check the high availability status, you might see an application synchronization failure.
This happens only if you deploy changes from the active device while the standby device is
upgrading the software.

On the standby unit, click Device > High Availability, then select Switch Mode from the gear menu ('u').
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Step 3

Step 4

Step 5

Replacing a Unit in a High Availability Pair .

This action will force failover and make the unit you are logged into the active unit. Wait for the unit’s status
to change to active.

Before proceeding, you can optionally test the network to ensure that traffic is flowing through the networks
to which the device is connected.

Log into the new standby unit, the one that was originally the active unit, and install the upgrade.

The process is the same as the one described above. You must upload the software upgrade; it is not copied
from the other unit.

After the installation completes, log back into the standby unit to verify that the installation was successful
and the units are back in a normal active/standby state. This unit will not automatically resume active status.

Note If you check the high availability status, you should not see an application synchronization failure.
The units are now running the same software version, so the configuration import from the active
unit should succeed. If the automatic deployment fails, or if the device otherwise does not move
into the standby ready state, click Resume HA from the gear menu.

Log into the currently active unit. If there are any pending changes, deploy them and wait for deployment to
complete successfully.

(Optional.) If you want the current standby unit to resume active status, click Device > High Availability,
then select Switch Mode from the gear menu from either unit.

For example, if the primary unit was the active unit at the start of this process, and that is the way you want
it, switch modes.

Replacing a Unit in a High Availability Pair

Step 1

Step 2
Step 3
Step 4
Step 5

Step 6

If necessary, you can replace a unit in a high availability group without disrupting network traffic.

Procedure

If the unit you are replacing is functional, ensure that you fail over to the peer unit, then use the shutdown
command from the device CLI to bring down the device gracefully. If the unit is not functional, confirm that
the peer is operating in Active mode.

If you have Administrator privileges, you can also enter the shutdown command through the FDM CLI

Console.

Remove the unit from the network.

Install the replacement unit and reconnect the interfaces.

Complete the device setup wizard on the replacement unit.

On the peer unit, go to the High Availability page and copy the configuration to the clipboard. Note whether
the unit is the Primary or the Secondary unit.

If there are any pending changes, deploy them now and wait for deployment to complete before continuing.

On the replacement unit, click Configure in the High Availability group, then select the opposite unit type
from the peer. That is, if the peer is primary, select Secondary, if the peer is secondary, select Primary.
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Step 7 Paste in the HA configuration from the peer, then enter the IPsec key if you use one. Click Activate HA.

Once deployment is complete, the unit will contact the peer and join the HA group. The active peer's
configuration will be imported, and the replacement unit will be either the primary or secondary unit in the
group, based on your selection. You can now verify that HA is operating correctly, and if desired, switch
modes so that the new unit is the active unit.

Monitoring High Availability
The following topics explain how you can monitor high availability.

Note that the Event Viewer and dashboards show data related to the device you are logged into only. They
do not show merged information for both devices.

Monitoring General Failover Status and History

You can monitor general high availability status and history using the following:

* On the Device Summary (click Device), the High Availability group shows unit status.

High Availability

Primary Device: Activ €) Peer Device:

* On the High Availability page (click Device > High Availability), you can see the status of both units.
Click the synchronization icon between them for additional status.

PRIMARY DEVICE

Current Device Mode: Active €) Peer Device: ¢

* From the High Availability page, click the Failover History link next to the status. The system opens
the CLI Console and executes the show failover history details command. You can also enter this
command directly in the CLI or CLI Console.

CLI Commands
From the CLI or CLI console, you can use the following commands:
+ show failover
Displays information about the failover state of the unit.
« show failover history [details]

Displays the past failover state changes and the reason for the state change. Add the details keyword to
display failover history from the peer unit. This information helps with troubleshooting.

« show failover state

Displays the failover state of both units. The information includes the primary or secondary status of the
unit, the Active/Standby status of the unit, and the last reported reason for failover.

« show failover statistics

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| The Basics
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Displays the transmit (tx) and receive (rx) packet count of the failover interface. For example, if the
output shows that the unit is sending packets, but not receiving any, then you have a problem with the
link. This could be a bad wire, wrong IP addresses configured on the peers, or perhaps the units are
connecting the failover interfaces to different subnets.

> show failover statistics

tx:320875
rx:0

« show failover interface

Displays the configuration of the failover and stateful failover links. For example:

> show failover interface

interface failover-link GigabitEthernetl/3
System IP Address: 192.168.10.1 255.255.255.0
My IP Address 192.168.10.1
Other IP Address 192.168.10.2

interface stateful-failover-link GigabitEthernetl/4
System IP Address: 192.168.11.1 255.255.255.0
My IP Address 192.168.11.1
Other IP Address 192.168.11.2

» show monitor-interface

Displays information about the interfaces monitored for high availability. For details, see Monitoring
Status for HA-Monitored Interfaces, on page 211.

» show running-config failover

Displays the failover commands in the running configuration. These are the commands that configure
high availability.

Monitoring Status for HA-Monitored Interfaces

If you enabled HA monitoring for any interface, you can check the status of the monitored interfaces in the
CLI or CLI Console using the show monitor-interface command.

> show monitor-interface

This host:
Interface
Interface

Other host:

Interface
Interface

Primary - Active

inside (192.168.1.13): Normal (Monitored)

outside (192.168.2.13): Normal (Monitored)
Secondary - Standby Ready

inside (192.168.1.14): Normal (Monitored)

outside (192.168.2.14): Normal (Monitored)

Monitored interfaces can have the following status:

* (Waiting) coupled with any other status, such as Unknown (Waiting)—The interface has not yet received
a hello packet from the corresponding interface on the peer unit.

» Unknown—Initial status. This status can also mean the status cannot be determined.

» Normal—The interface is receiving traffic.
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* Testing—Hello messages are not heard on the interface for five poll times.
* Link Down—The interface or VLAN is administratively down.
* No Link—The physical link for the interface is down.

» Failed—No traffic is received on the interface, yet traffic is heard on the peer interface.

Monitoring HA-Related Syslog Messages

The system issues a number of syslog messages related to failover at priority level 2, which indicates a critical
condition. The ranges of message IDs associated with failover are: 101xxx, 102xxx, 103xxx, 104xxx, 105xxX,
210xxx, 311xxx, 709xxx, 727xxx. For example, 105032 and 105043 indicate a problem with the failover link.
For an explanation of the syslog messages, see the Cisco Threat Defense Syslog Messages guide at
https://www.cisco.com/c/en/us/td/docs/security/firepower/Syslogs/b_fptd syslog guide.html.

\}

Note During failover, the system logically shuts down and then brings up interfaces, generating syslog messages
411001 and 411002. This is normal activity.

To be able to see syslog messages, you must configure diagnostic logging on Device > Logging Settings.
Set up an external syslog server so that you can monitor the messages reliably.

Remotely Executing CLI Commands on the Peer Unit

From the CLI, you can enter show commands on the peer device using the failover exec command without
needing to log into the peer.

failover exec {active | standby | mate} command

You must indicate which unit should execute the command, either the active or the standby, or enter mate if
you want to ensure the other unit responds instead of the unit that you are logged into.

For example, if you want to see the peer’s interface configuration and statistics, you can enter:

> failover exec mate show interface

You cannot enter configure commands. This feature is for use with show commands.

\)

Note Ifyou are logged into the active unit, you can reload the standby unit using the failover reload-standby
command.

You cannot enter the these commands through the FDM CLI Console.
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Troubleshooting High Availability (Failover)

Step 1

Step 2

Step 3

Step 4

If the units in a high availability group are not performing as expected, consider the following steps for
troubleshooting the configuration.

If the active unit shows the peer unit as Failed, see Troubleshooting Failed State for a Unit, on page 215.

Procedure

From each device (primary and secondary):

* Ping the other device’s IP address for the failover link.

* Ping the other device’s IP address for the stateful failover link if you use a separate link.

If the ping fails, ensure that the interfaces on each device are connected to the same network segment. If you
are using a direct cable connection, check the cable.

Make the following general checks:
* Check for duplicate management IP addresses on the primary and secondary.
* Check for duplicate failover and stateful failover IP addresses on the units.

* Check that the equivalent interface port on each device is connected to the same network segment.

Check the task list or audit log on the standby device. You should see a successful “Configuration import
from Active node” task after every successful deployment on the active device. If the task fails, check the
failover link and try deployment again.

Note If the task list indicates there was a failed deployment task, there might have been a failover during
the deployment job. If the standby device was the active unit when you started the deployment task,
but failover occurred during the task, the deployment would fail. To resolve the issue, switch modes
to make the standby unit the active unit again, then redeploy the configuration changes.

Use the show failover history command to get detailed information on the state changes on a device.
Some things to look for:

» App Sync failures:

12:41:24 UTC Dec 6 2017

App Sync Disabled HA state progression failed due to APP SYNC timeout

The Application Synchronization phase is where the configuration from the active device is transported
to the standby device. An application synchronization failure puts the device in disabled state, and the
device is no longer available to be made active.

If the device is disabled due to an app sync problem, then you might be using different interfaces on the
devices for the endpoints of the failover and stateful failover links. You must be using the same port
number for each end of the link.
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Step 5

If the show failover command shows the secondary device in Pseudo Standby state, this could indicate
that you configured different IP addresses for the failover link on the secondary device than what you
configured on the primary device. Ensure that you are using the same primary/secondary IP addresses
on both devices for the failover link.

The Pseudo Standby state might also indicate that you configured different IPsec keys on the primary
and secondary.

For additional app sync issues, see Troubleshooting HA App Sync Failures, on page 215.

Abnormally frequent failovers (going from active to standby and back) might indicate problems with
the failover link. In a worst-case scenario, both units might become active, which disrupts through traffic.
Ping each end of the link to verify connectivity. You can also use show arp to check that the failover IP
address and ARP mapping are proper.

If the failover link is healthy and configured correctly, consider increasing the peer poll and hold time,
the interface poll and holdtime, reducing the number of interfaces monitored for HA, or increasing the
interface threshold.

Failures due to interface checks. The Interface Check reason includes a list of the interfaces that were
considered to have failed. Check those interfaces to ensure they are configured correctly and there are
no hardware issues. Verify there are no issues with the switch configuration on the other end of the links.
If there are no problems, consider disabling HA monitoring on those interfaces, Other options are to
increase the interface failure threshold or timing.
06:17:51 UTC Jan 15 2017
Active Failed Interface check
This Host:3

admin: inside

ctx-1: ctxl-1

ctx-2: ctx2-1

Other Host:0

If the standby unit cannot be detected, and you cannot find a specific reason such as a bad LAN or cable
connection on the failover link, try the following steps.

a)

b)

¢)

d)

Log into the CLI on the standby unit and enter the failover reset command. This command should change
a unit in failed state to unfailed state. Now, check the HA status on the active device. If the standby peer
is now detected, you are done.

Log into the CLI on the active unit and enter the failover reset command. This should reset HA status
on both the active and standby unit. Ideally, it will reestablish the link between the devices. Check the
HA status; if it is not correct yet, continue.

Either from the CLI on the active device, or from the FDM, first suspend HA, then resume HA. The CLI
commands are configure high-availability suspend and configure high-availability resume.

If these steps fail, reboot the standby device.
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Troubleshooting Failed State for a Unit

If a unit is marked as Failed in the peer unit’s high availability status (on the Device or Device > High
Availability page), the following are the general possible reasons based on unit A being the active unit and

unit B being the failed peer.

Troubleshooting Failed State for a Unit .

« If'the unit B has not yet been configured for high availability (it is still in standalone mode), unit A shows

it as Failed.

* If you suspend HA on unit B, then unit A will show it as Failed.

* If you reboot unit B, then unit A will show it as Failed until unit B completes the reboot and resumes
communication over the failover link.

» If application synchronization (App Sync) fails on unit B, unit A will show it as Failed. See

Troubleshooting HA App Sync Failures, on page 215.

* If unit B fails unit or interface health monitoring, then unit A marks it as failed. Check unit B for systemic
problems. Try rebooting the device. If the unit is generally healthy, consider relaxing the unit or interface
health monitoring settings. The show failover history output should provide information on interface

health check failures.

* [f both units become active, then each unit will show the peer as Failed. This usually indicates a problem

with the failover link.

It can also indicate a problem with licensing. The devices must have consistent licensing, either both in
evaluation mode or both registered. If registered, the Smart License accounts used can be different, but
both accounts must have the same selection for export controlled features, either enabled or disabled. If
you configure an [Psec encryption key with inconsistent settings for export controlled features, both
devices will become active after you activate HA. This will impact routing on the supported network
segments, and you will have to manually break HA on the secondary unit to recover.

Troubleshooting HA App Sync Failures

If the peer unit fails to join the HA group, or fails while you are deploying changes from the active unit, log
into the failed unit, go to the High Availability page, and click the Failover History link. If the show failover
history output indicates an App Sync failure, then there was a problem during the HA validation phase, where
the system checks that the units can functioning correctly as a high availability group.

This type of failure might look like the following:

From State To State Reason

16:19:34 UTC May 9 2018

Not Detected Disabled No Error

17:08:25 UTC May 9 2018

Disabled Negotiation Set by the config command

17:09:10 UTC May 9 2018
Negotiation

17:09:11 UTC May 9 2018
Cold Standby

Cold Standby

App Sync

Detected an Active mate

Detected an Active mate
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17:13:07 UTC May 9 2018

App

Sync Disabled CD App Sync error is

High Availability State Link Interface Mismatch between Primary and Secondary Node

Ideally, you want to see the message “All validation passed” when the From State is App Sync, and the node
will reach the Standby Ready state. Any validation failure will transition the peer to the Disabled (Failed)
state. You must resolve the problems to make the peers function as a high availability group again. Note that
if you fix an App Sync error by making changes to the active unit, you must deploy them and then resume
HA for the peer node to join.

The following messages indicate failures, with an explanation of how you can resolve the issues. These errors
can happen on node join and on each subsequent deployment. During node join, the system performs a check
against the last deployed configuration on the active unit.

License registration mode mismatch between Primary and Secondary Node.

The license error indicates that one peer is registered while the other peer is in evaluation mode. The
peers must both be registered or both in evaluation mode for them to join an HA group. Because you
cannot return a registered device to evaluation mode, you must register the other peer from the Device >
Smart License page.

If the device you register is the active unit, after registering the device, perform a deployment. Deployment
forces the units to refresh and synchronize configurations, which should allow the secondary unit to join
the high availability group correctly.

License export compliance mismatch between Primary and Secondary Node.

The license compliance error indicates that the devices are registered to different Cisco Smart Software
Manager accounts, and one account is enabled for export-controlled functionality, whereas the other
account is not. The devices must be registered with accounts that have the same setting, enabled or
disabled, for export-controlled functionality. Change the device registration on the Device > Smart
License page.

Software version mismatch between Primary and Secondary Node.

The software mismatch error indicates that the peers are running different versions of the FTD software.
The system allows a mismatch only temporarily, while you are installing software upgrades one device
at a time. However, you cannot deploy configuration changes between upgrading the peers. To resolve
this problem, upgrade the peer, then redo the deployment.

Physical interfaces mismatch between Primary and Secondary Node.

The standby unit in an HA group must have all of the physical interfaces that exist on the active unit,
and these interfaces must have the same hardware names and types (such as GigabitEthernet1/1). This
error indicates that the standby unit is missing some interfaces that are present on the active unit. You
are allowed to have more interfaces on the standby unit than on the active unit, so either switch which
unit is active, or choose another peer unit. However, mismatching interfaces should be temporary state,
for example, if you are replacing an interface module on one unit and you need to run it without the
module for a short time. For normal operations, both units should have the same number and type of
interfaces.

Failover link interface mismatch between Primary and Secondary Node.

When you link the failover physical interface to the network on each unit, you must choose the same
physical interface. For example, GigabitEthernet1/8 on each unit. This error indicates that you used
different interfaces. To resolve the error, correct the cabling on the peer unit.
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« Stateful failover link interface mismatch between Primary and Secondary Node.

If you use a separate stateful failover link, when you link the stateful failover physical interface to the
network on each unit, you must choose the same physical interface. For example, GigabitEthernet1/7 on
each unit. This error indicates that you used different interfaces. To resolve the error, correct the cabling
on the peer unit.

+ Failover/Stateful failover link EtherChannel's member interfaces mismatch between Primary and Secondary
Node

If you select an EtherChannel interface for either the failover or stateful failover interfaces, the
EtherChannels must have the same ID and member interfaces on each device. This error message indicates
whether it is the failover or the stateful failover link that has the mismatch. To resolve the error, correct
the configuration of the EtherChannel interfaces so they use the same ID and include the same interfaces
on each device.

* Device Model Number mismatch between Primary and Secondary Node.

For the peers to join an HA group, they must be devices of the exact same model. This error indicates
that the peers are not the same device model. You must choose a different peer to configure HA.

* Active and Standby Nodes cannot be on the same chassis.

You cannot configure high availability using devices that are hosted on the same hardware chassis. When
configuring high availability on models that support multiple devices on the same chassis, you must
select devices that reside on separate hardware.

» Unknown error occurred, please try again.

Something went wrong during the app sync, but the system could not identify the problem. Try deploying
the configuration again.

* Rule package is corrupted. Please update the rule package and try again.

There is an issue with the intrusion rules database. On the failed peer, go to Device > Updates, and click
Update Now in the Rule group. Wait for the update to complete, and deploy changes. You can then retry
the deployment from the active unit.

* Cisco Success Network is enabled on Active but not Standby.

When you configure HA for devices that are in evaluation mode, you must select the same option for
Cisco Success Network participation on the peer units. To resolve this error, go to Device > System
Settings > Cloud Services and enable Cisco Success Network.

* Cisco Defense Orchestrator is enabled on Active but not Standby.

When you configure HA for devices that are in evaluation mode, you must select the same option for
Cisco Defense Orchestrator on the peer units. Either both must be registered, or neither. To resolve this
error, go to Device > System Settings > Cloud Services and register the device in the Cisco Defense
Orchestrator group.

* Cisco Threat Response is enabled on Active but not Standby.

When you configure HA, you must select the same option for Cisco Threat Response on the peer units.
To resolve this error, go to Device > System Settings > Cloud Services and enable Send Events to the
Cisco Cloud.

* Active and Standby Nodes cannot have different cloud regions.
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The devices are registered in different Cisco Cloud Services regions. Determine which region is correct,
unregister the other device from Smart Licensing, and select the correct region during re-registration. If
both devices have the wrong region, unregister both devices and re-register in the correct region.

» Deployment package is corrupted. Please try again.

This is a system error. Try the deployment again, which should resolve the problem.
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Interfaces

The following topics explain how to configure the interfaces on your FTD device.

» About FTD Interfaces, on page 219

* Guidelines and Limitations for Interfaces, on page 223

* Configure a Physical Interface, on page 224

* Configure Bridge Groups, on page 228

* Configure EtherChannels, on page 232

* Configure VLAN Interfaces and Switch Ports (Firepower 1010), on page 241
* Configure VLAN Subinterfaces and 802.1Q Trunking, on page 252

* Configure Passive Interfaces, on page 257

* Configure Advanced Interface Options, on page 260

* Scan for Interface Changes, and Migrate an Interface, on page 264

* Configure Hardware Bypass for Power Failure (ISA 3000), on page 269
* Monitoring Interfaces, on page 271

» Examples for Interfaces, on page 272

About FTD Interfaces

FTD includes data interfaces as well as a Management/Diagnostic interface.

When you attach a cable to an interface connection (physically or virtually), you need to configure the interface.
At minimum, you need to name the interface and enable it for it to pass traffic. If the interface is a member
of a bridge group, this is sufficient. For non-bridge group members, you also need to give the interface an IP
address. If you intend to create VLAN subinterfaces rather than a single physical interface on a given port,
you would typically configure the IP addresses on the subinterface, not on the physical interface. VLAN
subinterfaces let you divide a physical interface into multiple logical interfaces that are tagged with different
VLAN IDs, which is useful when you connect to a trunk port on a switch. You do not configure IP addresses
on passive interfaces.

The Interfaces page include sub-pages for interface types: Interfaces (for physical interfaces), Bridge Groups,
EtherChannels, and VLANS (for the Firepower 1010). Note that Firepower 4100/9300 EtherChannels are
listed on the Interfaces page and not on the EtherChannel page, because you can only modify EtherChannel
parameters in FXOS, not in the FDM. Each page shows the available interfaces, their names, addresses, modes,
and states. You can change the state of an interface, on or off, directly in the list of interfaces. The list shows
the interface characteristics based on your configuration. Use the open/close arrow on a bridge group,
EtherChannel, or VLAN interface to view the member interfaces, which also appear by themselves in the
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appropriate list. You can also view subinterfaces for supported parent interfaces. For information on how
these interfaces map to virtual interfaces and network adapters, see How VMware Network Adapters and
Interfaces Map to the FTD Physical Interfaces, on page 20.

The following topics explain the limitations of configuring interfaces through the FDM as well as other
interface management concepts.

Interface Modes

You can configure one of the following modes for each interface:
Routed

Each Layer 3 routed interface requires an IP address on a unique subnet. You would typically attach
these interfaces to switches, a port on another router, or to an ISP/WAN gateway.

Passive

Passive interfaces monitor traffic flowing across a network using a switch SPAN (Switched Port Analyzer)
or mirror port. The SPAN or mirror port allows for traffic to be copied from other ports on the switch.
This function provides the system visibility within the network without being in the flow of network
traffic. When configured in a passive deployment, the system cannot take certain actions such as blocking
or shaping traffic. Passive interfaces receive all traffic unconditionally and no traffic received on these
interfaces is retransmitted.

Switch Port (Firepower 1010)
Switch ports forward traffic at Layer 2, using the switching function in hardware. Switch ports on the
same VLAN can communicate with each other using hardware switching, and traffic is not subject to
the FTD security policy. Access ports accept only untagged traffic, and you can assign them to a single
VLAN. Trunk ports accept untagged and tagged traffic, and can belong to more than one VLAN. You
cannot configure the Management interface as a switch port.

BridgeGroupMember

A bridge group is a group of interfaces that the FTD device bridges instead of routes. All interfaces are
on the same network. The bridge group is represented by a Bridge Virtual Interface (BVI) that has an IP
address on the bridge network.

You can route between routed interfaces and BVIs, if you name the BVI. In this case, the BVI acts as
the gateway between member interfaces and routed interfaces. If you do not name the BVI, traffic on
the bridge group member interfaces cannot leave the bridge group. Normally, you would name the
interface so that you can route member interfaces to the internet.

One use for a bridge group in routed mode is to use extra interfaces on the FTD device instead of an
external switch. You can attach endpoints directly to bridge group member interfaces. You can also
attach switches to add more endpoints to the same network as the BVI.

Management/Diagnostic Interface

The physical port labeled Management (or for the FTDv, the Management0/0 virtual interface) actually has
two separate interfaces associated with it.

* Management virtual interface—This IP address is used for system communication. This is the address
the system uses for Smart Licensing and to retrieve database updates. You can open management sessions
to it (FDM and CLI). You must configure a management address, which is defined on System Settings >
Management Interface.
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* Diagnostic virtual interface—You can use this interface to send syslog messages to an external syslog
server. Configuring an IP address for the Diagnostic interface is optional. The main reason to configure
the interface is if you want to use it for syslog messages. This interface appears, and is configurable, on
the Device > Interfaces page. The Diagnostic interface only allows management traffic, and does not
allow through traffic.

(Hardware devices.) One way to configure Management/Diagnostic is to not wire the physical port to a
network. Instead, configure the Management IP address only, and configure it to use the data interfaces as
the gateway for obtaining updates from the internet. Then, open the inside interfaces to HTTPS/SSH traffic
(by default, HTTPS is enabled) and open the FDM using the inside IP address (see Configuring the Management
Access List, on page 565).

For the FTDv, the recommended configuration is to attach Management0/0 to the same network as the inside
interface, and use the inside interface as the gateway. Do not configure a separate address for Diagnostic.

Recommendations for Configuring a Separate Management Network

(Hardware devices.) If you want to use a separate management network, wire the physical Management
interface to a switch or router.

For FTDyv, attach Management0/0 to a separate network from any of the data interfaces. If you are still using
the default IP addresses, you will need to change either the management IP address or the inside interface IP
address, as they are on the same subnet.

Then, configure the following:

* Select Device > System Settings > Management Interface and configure IPv4 or IPv6 addresses (or
both) on the attached network. If you want to, you can configure a DHCP server to provide IPv4 addresses
to other endpoints on the network. If there is a router with a route to the internet on the management
network, use that as the gateway. Otherwise, use the data interfaces as the gateway:.

* Configure an address for the Diagnostic interface (on Device > Interfaces) only if you intend to send
syslog messages through the interface to a syslog server. Otherwise, do not configure an address for
Diagnostic; it is not needed. Any IP address you configure must be on the same subnet as the management
IP address and cannot be the in DHCP server pool. For example, if you use 192.168.45.45 as the
management address, and 192.168.45.46-192.168.45.254 as the DHCP pool, you can configure Diagnostic
using any address from 192.168.45.1 to 192.168.45.44.

Limitations for Management/Diagnostic Interface Configuration for a Separate Management

Network

If you wire the physical Management interface, or for FTDv, you attach Management0/0 to a separate network,
ensure that you follow these limitations:

* If you want a DHCP server on the management network, configure it on the Management interface
(Device > System Settings > Management Interface). You cannot configure a DHCP server on the
Diagnostic interface.

* If there is another DHCP server on the management network, disable it or the DHCP server running on
Management. As a rule, a given subnet should have no more than one DHCP server.

* If you configure addresses for both Management and Diagnostic, ensure that they are on the same subnet.

* (Hardware devices only.) You can use the data interfaces as the management gateway even if you
configure an IP address for Diagnostic. But Diagnostic will not use the data interfaces as a gateway. If
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you need a path from Diagnostic to other networks, another router on the management network needs to
route the traffic originating from the Diagnostic IP address. If necessary, configure static routes for the
Diagnostic interface (select Device > Routing).

Security Zones

Each interface can be assigned to a single security zone. You then apply your security policy based on zones.
For example, you can assign the inside interface to the inside zone; and the outside interface to the outside
zone. You can configure your access control policy to enable traffic to go from inside to outside, but not from
outside to inside, for example.

Each zone has a mode, either routed or passive. This relates directly to the interface mode. You can add routed
and passive interfaces only to the same mode security zone.

For bridge groups, you add member interfaces to the zones, you cannot add the Bridge Virtual Interface (BVI).
You do not include the Management/Diagnostic interface in a zone. Zones apply to data interfaces only.

You can create security zones on the Objects page.

IPv6 Addressing

You can configure two types of unicast addresses for IPv6:

* Global—The global address is a public address that you can use on the public network. For a bridge
group, you configure the global address on the Bridge Virtual Interface (BVI), not on each member
interface. You cannot specify any of the following as a global address.

* Internally reserved IPv6 addresses: fd00::/56 (from=fd00:: to= fd00:0000:0000:00ft: ftff: fftf: f{ft: ffff)
* An unspecified address, such as ::/128

* The loopback address, ::1/128

« multicast addresses, ff00::/8

« Link-local addresses, fe80::/10

* Link-local—The link-local address is a private address that you can only use on the directly-connected
network. Routers do not forward packets using link-local addresses; they are only for communication
on a particular physical network segment. They can be used for address configuration or for the Network
Discovery functions such as address resolution and neighbor discovery. In a bridge group, enabling IPv6
on the BVI automatically configures link-local addresses for each bridge group member interface. Each
interface must have its own address because the link-local address is only available on a segment, and
is tied to the interface MAC address.

At a minimum, you need to configure a link-local address for IPv6 to operate. If you configure a global address,
a link-local address is automatically configured on the interface, so you do not also need to specifically
configure a link-local address. If you do not configure a global address, then you need to configure the link-local
address, either automatically or manually.
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Auto-MDI/MDIX Feature

For RJ-45 interfaces, the default auto-negotiation setting also includes the Auto-MDI/MDIX feature.
Auto-MDI/MDIX eliminates the need for crossover cabling by performing an internal crossover when a
straight cable is detected during the auto-negotiation phase. Either the speed or duplex must be set to
auto-negotiate to enable Auto-MDI/MDIX for the interface. If you explicitly set both the speed and duplex
to a fixed value, thus disabling auto-negotiation for both settings, then Auto-MDI/MDIX is also disabled. For
Gigabit Ethernet, when the speed and duplex are set to 1000 and full, then the interface always auto-negotiates;
therefore Auto-MDI/MDIX is always enabled and you cannot disable it.

Guidelines and Limitations for Interfaces

The following topics cover some of the limitations for interfaces.

Limitations for Interface Configuration

When you use the FDM to configure the device, there are several limitations to interface configuration. If you
need any of the following features, you must use the FMC to configure the device.

* Routed firewall mode only is supported. You cannot configure transparent firewall mode interfaces.
* You can configure passive interfaces, but not ERSPAN interfaces.

* You cannot configure interfaces to be inline (in an inline set), or inline tap, for IPS-only processing.
IPS-only mode interfaces bypass many firewall checks and only support IPS security policy. In comparison,
Firewall mode interfaces subject traffic to firewall functions such as maintaining flows, tracking flow
states at both IP and TCP layers, IP defragmentation, and TCP normalization. You can also optionally
configure IPS functions for this firewall mode traffic according to your security policy.

* You cannot configure redundant interfaces.

* You can configure EtherChannels in the FDM for the following models: Firepower 1000, Firepower
2100. The Firepower 4100/9300 supports EtherChannels, but you must perform all hardware configuration
of EtherChannels in FXOS on the chassis. Firepower 4100/9300 EtherChannels appear in the FDM
Interfaces page alongside single physical interfaces.

* You can only add one bridge group.

* You cannot configure PPPoE for IPv4. If the Internet interface is connected to a DSL, cable modem, or
other connection to your ISP, and your ISP uses PPPoE to provide your IP address, you must use the
FMC instead of the FDM.

Maximum Number of VLAN Subinterfaces by Device Model

The device model limits the maximum number of VLAN subinterfaces that you can configure. Note that you
can configure subinterfaces on data interfaces only, you cannot configure them on the management interface.

The following table explains the limits for each device model.

Model Maximum VLAN Subinterfaces

Firepower 1010 60
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Model Maximum VLAN Subinterfaces
Firepower 1120 512
Firepower 1140, 1150 1024
Firepower 2100 1024
Firepower 4100 1024
Firepower 9300 1024
FTDv 50
ASA 5508-X 50
ASA 5516-X 100
ASA 5525-X 200
ASA 5545-X 300
ASA 5555-X 500
ISA 3000 100

Configure a Physical Interface

At minimum, you must enable a physical interface to use it. You would also typically name it and configure
IP addressing. You would not configure IP addressing if you intend to create VLAN subinterfaces, if you are
configuring a passive mode interface, or if you intend to add the interface to a bridge group. Firepower
4100/9300 EtherChannels appear in the FDM Interfaces page alongside single physical interfaces, and this
procedure also applies to those EtherChannels. You must perform all hardware configuration of Firepower
4100/9300 EtherChannels in FXOS on the chassis.

)

Note To configure physical interfaces as Firepower 1010 switch ports, see Configure VLAN Interfaces and
Switch Ports (Firepower 1010), on page 241.

To configure physical interfaces as passive interfaces, see Configure a Physical Interface in Passive
Mode, on page 259.

You can disable an interface to temporarily prevent transmission on the connected network. You do not need
to remove the interface's configuration.

Procedure

Step 1 Click Device, and then click the link in the Interfaces summary.
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Step 2

Step 3

Configure a Physical Interface .

The Interfaces page is selected by default. The interfaces list shows physical interfaces, their names, addresses,
and states.

Click the edit icon (0) for the physical interface you want to edit.

You cannot edit an interface that you are using as the failover or stateful failover link in a high availability
configuration.

Set the following:

Ethernet1/2

Edit Physical Interface

Interface Name Mode Status

inside Routed v c

Description

IPv4 Address IPv6 Address Advanced

Type

Static v

IP Address and Subnet Mask
10.99.10.1 { 2a

Standby IP Address and Subnet Mask

10.99.10.2 /

a) Set the Interface Name.

Set the name for the interface, up to 48 characters. Alphabetic characters must be lower case. For example,
inside or outside. Without a name, the rest of the interface configuration is ignored. Unless you configure
subinterfaces, the interface should have a name. Note: Do not configure the name for an interface that
you want to add to an EtherChannel.

Note If you change the name, the change is automatically reflected everywhere you used the old
name, including security zones, syslog server objects, and DHCP server definitions. However,
you cannot remove the name until you first remove all configurations that use the name, because
you typically cannot use an unnamed interface for any policy or setting.

b) Choose the Mode.
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Step 4

d)

* Routed—Routed mode interfaces subject traffic to all firewall functions, including maintaining
flows, tracking flow states at both IP and TCP layers, IP defragmentation, and TCP normalization,
and your firewall policies. This is the normal interface mode.

+ Passive—Passive interfaces monitor traffic flowing across a network using a switch SPAN or mirror
port. The SPAN or mirror port allows for traffic to be copied from other ports on the switch. This
function provides the system visibility within the network without being in the flow of network
traffic. When configured in a passive deployment, the system cannot take certain actions such as
blocking or shaping traffic. Passive interfaces receive all traffic unconditionally and no traffic received
on these interfaces is retransmitted. If you select this mode, do not following the rest of this procedure.
Instead, see Configure a Physical Interface in Passive Mode, on page 259. Note that you cannot
configure IP addresses on passive interfaces.

« Switch Port—(Firepower 1010) Switch ports allow hardware switching between ports on the same
VLAN. Switched traffic is not subject to the security policy. If you select this mode, do not following
the rest of this procedure. Instead, see Configure VLAN Interfaces and Switch Ports (Firepower
1010), on page 241

If you later add this interface to a bridge group, the mode will automatically change to
BridgeGroupMember. Note that you cannot configure IP addresses on bridge group member interfaces.

Set the Status slider to the enabled setting (‘3).
For interfaces on a Firepower 4100/9300 device, you must also enable the interface in FXOS.

If you intend to configure subinterfaces for this physical interface, you are probably done. Click Save and
continue with Configure VLAN Subinterfaces and 802.1Q Trunking, on page 252. Otherwise, continue.

Note Even when configuring subinterfaces, it is valid to name the interface and supply IP addresses.
This is not the typical setup, but if you know that is what you need, you can configure it.
(Optional) Set the Description.

The description can be up to 200 characters on a single line, without carriage returns.

Click the IPv4 Address tab and configure the IPv4 address.

Select one of the following options from the Type field:

* DHCP—Choose this option if the address should be obtained from the DHCP server on the network.
You cannot use this option if you configure high availability. Change the following options if necessary:

* Route Metric—If you obtain the default route from the DHCP server, the administrative distance
to the learned route, between 1 and 255. The default is 1.

+ Obtain Default Route—Whether to get the default route from the DHCP server. You would
normally select this option, which is the default.

» Static—Choose this option if you want to assign an address that should not change. Type in the interface's
IP address and the subnet mask for the network attached to the interface. For example, if you attach the
10.100.10.0/24 network, you could enter 10.100.10.1/24. Ensure that the address is not already used on
the network.

If you configured high availability, and you are monitoring this interface for HA, also configure a standby
IP address on the same subnet. The standby address is used by this interface on the standby device. If
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you do not set the standby IP address, the active unit cannot monitor the standby interface using network
tests; it can only track the link state.

Note If there is a DHCP server configured for the interface, you are shown the configuration. You
can edit or delete the DHCP address pool. If you change the interface IP address to a different
subnet, you must either delete the DHCP server, or configure an address pool on the new
subnet, before you can save the interface changes. See Configuring the DHCP Server, on page
572.

(Optional.) Click the IPv6 Address tab and configure the IPv6 address.

State—To enable IPv6 processing and to automatically configure the link-local address when you do
not configure the global address, select Enabled. The link local address is generated based on the interface
MAC addresses (Modified EUI-64 format).

Note Disabling IPv6 does not disable IPv6 processing on an interface that is configured with an
explicit IPv6 address or that is enabled for autoconfiguration.

Address Auto Configuration—Select this option to have the address automatically configured. IPv6
stateless autoconfiguration will generate a global IPv6 address only if the link on which the device resides
has a router configured to provide IPv6 services, including the advertisement of an IPv6 global prefix
for use on the link. If IPv6 routing services are not available on the link, you will get a link-local IPv6
address only, which you cannot access outside of the device's immediate network link. The link local
address is based on the Modified EUI-64 interface ID.

Although RFC 4862 specifies that hosts configured for stateless autoconfiguration do not send Router
Advertisement messages, the FTD device does send Router Advertisement messages in this case. Select
Suppress RA to suppress messages and conform to the RFC.

Static Address/Prefix—If you do not use stateless autoconfiguration, enter the full static global IPv6
address and network prefix. For example, 2001:0DB8::BA98:0:3210/48. For more information on IPv6
addressing, see IPv6 Addressing, on page 222.

If you want to use the address as link local only, select the Link - Local option. Link local addresses are
not accessible outside the local network. You cannot configure a link-local address on a bridge group
interface.

Note A link-local address should start with FE8, FE9, FEA, or FEB, for example
fe80::20d:88ff:feee:6a82. Note that we recommend automatically assigning the link-local
address based on the Modified EUI-64 format. For example, if other devices enforce the use
of the Modified EUI-64 format, then a manually-assigned link-local address may cause packets
to be dropped.

Standby IP Address—If you configure high availability, and you are monitoring this interface for HA,
also configure a standby IPv6 address on the same subnet. The standby address is used by this interface
on the standby device. If you do not set the standby IP address, the active unit cannot monitor the standby
interface using network tests; it can only track the link state.

Suppress RA—Whether to suppress router advertisements. The FTD can participate in router
advertisements so that neighboring devices can dynamically learn a default router address. By default,
router advertisement messages (ICMPv6 Type 134) are periodically sent out each IPv6 configured
interface.
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Step 6

Step 7

Router advertisements are also sent in response to router solicitation messages (ICMPv6 Type 133).
Router solicitation messages are sent by hosts at system startup so that the host can immediately
autoconfigure without needing to wait for the next scheduled router advertisement message.

You might want to suppress these messages on any interface for which you do not want the FTD device
to supply the IPv6 prefix (for example, the outside interface).

(Optional.) Configure Advanced Options, on page 262.

The advanced settings have defaults that are appropriate for most networks. Edit them only if you are resolving
network issues.

Click OK.

What to do next

* Add the interfaces to the appropriate security zones. See Configuring Security Zones, on page 133.

Configure Bridge Groups

A bridge group is a virtual interface that groups one or more interfaces. The main reason to group interfaces
is to create a group of switched interfaces. Thus, you can attach workstations or other endpoint devices directly
to the interfaces included in the bridge group. You do not need to connect them through a separate physical
switch, although you can also attach a switch to a bridge group member.

The group members do not have IP addresses. Instead, all member interfaces share the IP address of the Bridge
Virtual Interface (BVI). If you enable IPv6 on the BVI, member interfaces are automatically assigned unique
link-local addresses.

You enable and disable the member interfaces individually. Thus, you can disable any unused interfaces
without needing to remove them from the bridge group. The bridge group itself is always enabled.

You typically configure a DHCP server on the bridge group interface (BVI), which provides IP addresses for
any endpoints connected through member interfaces. However, you can configure static addresses on the
endpoints connected to the member interfaces if you prefer. All endpoints within the bridge group must have
IP addresses on the same subnet as the bridge group IP address.

Guidelines and Limitations
* You can add one bridge group.

* FDM-defined EtherChannels are not supported as bridge group members. EtherChannels on the Firepower
4100/9300 can be bridge group members.

* You cannot configure bridge groups on Firepower 2100 series or FTDv devices.

* For the Firepower 1010, you cannot mix logical VLAN interfaces and physical firewall interfaces in the
same bridge group.

* The ISA 3000 comes pre-configured with bridge group BVII (not named, which means it does not
participate in routing). BVI1 includes all data interfaces: GigabitEthernet1/1 (outsidel), GigabitEthernet1/2
(insidel), GigabitEthernet1/3 (outside2), and GigabitEthernet1/4 (inside2). You must set the BVI1 IP
address to match your network.
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Before you begin

Configure the interfaces that will be members of the bridge group. Specifically, each member interface must
meet the following requirements:

* The interface must have a name.

* The interface cannot have any IPv4 or IPv6 addresses defined for it, either static or served through DHCP.
If you need to remove the address from an interface that you are currently using, you might also need to
remove other configurations for the interface, such as static routes, DHCP server, or NAT rules, that
depend on the interface having an address.

* You must remove the interface from its security zone (if it is in a zone), and delete any NAT rules for
the interface, before you can add it to a bridge group.

Procedure

Step 1 Click Device, click the link in the Interfaces summary, then click Bridge Groups.

The bridge groups list shows existing bridge groups. Click the open/close arrow to view the member interfaces
for each bridge group. Member interfaces also appear separately on the Interfaces or VLANS pages.

Step 2 Do one of the following:
* Click the edit icon (O) for the BVII bridge group.

« Click Create Bridge Group or the plus icon ( ¥ ) to create a new group.

Note You can have a single bridge group. If you already have a bridge group defined, you should
edit that group instead of trying to create a new one. If you need to create a new bridge group,
you must first delete the existing bridge group.

* Click the delete icon (O) for the bridge group if you no longer need it. When you delete a bridge group,
its members become standard routed interfaces, and any NAT rules or security zone membership are
retained. You can edit the interfaces to give them IP addresses. If you want to add them to a new bridge
group, first you need to remove the NAT rules and remove the interface from its security zone.

Step 3 Configure the following:
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Add Bridge Group Interface

Bridge Group Name

inside_bvi

Description

Bridge Group Specific IPv4 Address IPv6 Address Advanced

Bridge Group Members

+

(] insice

a) (Optional) Set the Interface Name.

Set the name for the bridge group, up to 48 characters. Alphabetic characters must be lower case. For
example, inside or outside. Set the name if you want this BVI to participate in routing between it and
other named interfaces.

Note If you change the name, the change is automatically reflected everywhere you used the old
name, including security zones, syslog server objects, and DHCP server definitions. However,
you cannot remove the name until you first remove all configurations that use the name, because
you typically cannot use an unnamed interface for any policy or setting.

b) (Optional) Set the Description.
The description can be up to 200 characters on a single line, without carriage returns.

¢) Edit the Bridge Group Members list.

You can add up to 64 interfaces or subinterfaces to a single bridge group.

+ Add an interface—Click the plus icon ( * ), click one or more interfaces, and then click OK.

* Remove an interface—Mouse over an interface and click the X on the right side.

Step 4 Click the IPv4 Address tab and configure the IPv4 address.
Select one of the following options from the Type field:

» Static—Choose this option if you want to assign an address that should not change. Type in the bridge
group's IP address and the subnet mask. All attached endpoints will be on this network. Ensure that the
address is not already used on the network.
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If you configured high availability, and you are monitoring this interface for HA, also configure a standby
IP address on the same subnet. The standby address is used by this interface on the standby device. If
you do not set the standby IP address, the active unit cannot monitor the standby interface using network
tests; it can only track the link state.

Note If there is a DHCP server configured for the interface, you are shown the configuration. You
can edit or delete the DHCP address pool. If you change the interface IP address to a different
subnet, you must either delete the DHCP server, or configure an address pool on the new
subnet, before you can save the interface changes. See Configuring the DHCP Server, on page
572.

Dynamic (DHCP)—Choose this option if the address should be obtained from the DHCP server on the
network. This is not the typical option for bridge groups, but you can configure it if needed. You cannot
use this option if you configure high availability.Change the following options if necessary:

* Route Metric—If you obtain the default route from the DHCP server, the administrative distance
to the learned route, between 1 and 255. The default is 1.

+ Obtain Default Route—Whether to get the default route from the DHCP server. You would
normally select this option, which is the default.

Step 5 (Optional.) Click the IPv6 Address tab and configure the IPv6 address.

State—To enable IPv6 processing and to automatically configure the link-local address when you do
not configure the global address, select Enabled. The link local address is generated based on the interface
MAC addresses (Modified EUI-64 format).

Note Disabling IPv6 does not disable IPv6 processing on an interface that is configured with an
explicit IPv6 address or that is enabled for autoconfiguration.

Static Address/Prefix—If you do not use stateless autoconfiguration, enter the full static global IPv6
address and network prefix. For example, 2001:0DB8::BA98:0:3210/48. For more information on IPv6
addressing, see IPv6 Addressing, on page 222.

If you want to use the address as link local only, select the Link - Local option. Link local addresses are
not accessible outside the local network. You cannot configure a link-local address on a bridge group
interface.

Note A link-local address should start with FE8, FE9, FEA, or FEB, for example
fe80::20d:88f:feee:6a82. Note that we recommend automatically assigning the link-local
address based on the Modified EUI-64 format. For example, if other devices enforce the use
of the Modified EUI-64 format, then a manually-assigned link-local address may cause packets
to be dropped.

Standby IP Address—If you configure high availability, and you are monitoring this interface for HA,
also configure a standby IPv6 address on the same subnet. The standby address is used by this interface
on the standby device. If you do not set the standby IP address, the active unit cannot monitor the standby
interface using network tests; it can only track the link state.

Suppress RA—Whether to suppress router advertisements. The FTD device can participate in router
advertisements so that neighboring devices can dynamically learn a default router address. By default,
router advertisement messages (ICMPv6 Type 134) are periodically sent out each IPv6 configured
interface.
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Router advertisements are also sent in response to router solicitation messages (ICMPv6 Type 133).
Router solicitation messages are sent by hosts at system startup so that the host can immediately
autoconfigure without needing to wait for the next scheduled router advertisement message.

You might want to suppress these messages on any interface for which you do not want the FTD device

to supply the IPv6 prefix (for example, the outside interface).

Step 6 (Optional.) Configure Advanced Options, on page 262.

You configure most advanced options on bridge group member interfaces, but some are available for the
bridge group interface.

The advanced settings have defaults that are appropriate for most networks. Edit them only if you are resolving
network issues.

Step 7 Click OK.

What to do next

* Ensure that all member interfaces that you intend to use are enabled.
* Configure a DHCP server for the bridge group. See Configuring the DHCP Server, on page 572.

» Add the member interfaces to the appropriate security zones. See Configuring Security Zones, on page
133.

* Ensure that policies, such as identity, NAT, and access, supply the required services for the bridge group
and member interfaces.

Configure EtherChannels

This section describes EtherChannels and how to configure them.

)

Note  You can add EtherChannels in the FDM to the following models:

* Firepower 1000
* Firepower 2100

The Firepower 4100/9300 supports EtherChannels, but you must perform all hardware configuration of
EtherChannels in FXOS on the chassis. Firepower 4100/9300 EtherChannels appear in the FDM Interfaces
page alongside single physical interfaces. You also cannot configure EtherChannels in the FDM on
other models, such as the FTDv or ASA 5500-X series.

About EtherChannels

An 802.3ad EtherChannel is a logical interface (called a port-channel interface) consisting of a bundle of
individual Ethernet links (a channel group) so that you increase the bandwidth for a single network. A port
channel interface is used in the same way as a physical interface when you configure interface-related features.
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You can configure up to 48 EtherChannels, depending on how many interfaces your model supports.

Channel Group Interfaces
Each channel group can have up to 8 active interfaces.

All interfaces in the channel group must be the same type and speed. The first interface added to the channel
group determines the correct type and speed.

The EtherChannel aggregates the traffic across all the available active interfaces in the channel. The interface
is selected using a proprietary hash algorithm, based on source or destination MAC addresses, IP addresses,
TCP and UDP port numbers and VLAN numbers.

Connecting to an EtherChannel on Another Device

The device to which you connect the FTD EtherChannel must also support 802.3ad EtherChannels; for
example, you can connect to the Catalyst 6500 switch or the Cisco Nexus 7000.

When the switch is part of a Virtual Switching System (VSS) or Virtual Port Channel (vPC), then you can
connect FTD interfaces within the same EtherChannel to separate switches in the VSS/vPC. The switch
interfaces are members of the same EtherChannel port-channel interface, because the separate switches act
like a single switch.

Figure 13: Connecting to a VSS/vPC

VSS

Firewall

\}

Note Ifthe FTD device is in transparent firewall mode, and you place the FTD device between two sets of
VSS/vPC switches, then be sure to disable Unidirectional Link Detection (UDLD) on any switch ports
connected to the FTD device with an EtherChannel. If you enable UDLD, then a switch port may receive
UDLD packets sourced from both switches in the other VSS/vPC pair. The receiving switch will place
the receiving interface in a down state with the reason "UDLD Neighbor mismatch".

If you use the FTD device in an Active/Standby failover deployment, then you need to create separate
EtherChannels on the switches in the VSS/VPC, one for each FTD device. On each FTD deivce, a single
EtherChannel connects to both switches. Even if you could group all switch interfaces into a single EtherChannel
connecting to both FTD devices (in this case, the EtherChannel will not be established because of the separate
FTD system IDs), a single EtherChannel would not be desirable because you do not want traffic sent to the
standby FTD device.
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Figure 14: Active/Standby Failover and VSS/vPC
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Link Aggregation Control Protocol

Load Balancing

The Link Aggregation Control Protocol (LACP) aggregates interfaces by exchanging the Link Aggregation
Control Protocol Data Units (LACPDUs) between two network devices.

You can configure each physical interface in an EtherChannel to be:

* Active—Sends and receives LACP updates. An active EtherChannel can establish connectivity with
either an active or a passive EtherChannel. You should use the active mode unless you need to minimize
the amount of LACP traffic.

* On—The EtherChannel is always on, and LACP is not used. An “on” EtherChannel can only establish
a connection with another “on” EtherChannel.

LACP coordinates the automatic addition and deletion of links to the EtherChannel without user intervention.
It also handles misconfigurations and checks that both ends of member interfaces are connected to the correct
channel group. “On” mode cannot use standby interfaces in the channel group when an interface goes down,
and the connectivity and configurations are not checked.

The FTD device distributes packets to the interfaces in the EtherChannel by hashing the source and destination
IP address of the packet (this criteria is configurable). The resulting hash is divided by the number of active
links in a modulo operation where the resulting remainder determines which interface owns the flow. All
packets with a hash_value mod active _linksresult of 0 go to the first interface in the EtherChannel, packets
with a result of 1 go to the second interface, packets with a result of 2 go to the third interface, and so on. For
example, if you have 15 active links, then the modulo operation provides values from 0 to 14. For 6 active
links, the values are 0 to 5, and so on.

If an active interface goes down and is not replaced by a standby interface, then traffic is rebalanced between
the remaining links. The failure is masked from both Spanning Tree at Layer 2 and the routing table at Layer
3, so the switchover is transparent to other network devices.

EtherChannel MAC Address

All interfaces that are part of the channel group share the same MAC address. This feature makes the
EtherChannel transparent to network applications and users, because they only see the one logical connection;
they have no knowledge of the individual links.
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The port-channel interface uses the lowest numbered channel group interface MAC address as the port-channel
MAC address. Alternatively you can manually configure a MAC address for the port-channel interface. We
recommend manually configuring a unique MAC address in case the group channel interface membership
changes. If you remove the interface that was providing the port-channel MAC address, then the port-channel
MAC address changes to the next lowest numbered interface, thus causing traffic disruption.

Guidelines for EtherChannels

Bridge Group

FDM-defined EtherChannels are not supported as bridge group members. EtherChannels on the Firepower
4100/9300 can be bridge group members.

High Availability

» When you use an EtherChannel interface as a High Availability link, it must be pre-configured on both
units in the High Availability pair; you cannot configure it on the primary unit and expect it to replicate
to the secondary unit because the High Availability link itself isrequired for replication.

» If you use an EtherChannel interface for the state link, no special configuration is required; the
configuration can replicate from the primary unit as normal. For the Firepower 4100/9300 chassis, all
interfaces, including EtherChannels, need to be pre-configured on both units.

* You can monitor EtherChannel interfaces for High Availability. When an active member interface fails
over to a standby interface, this activity does not cause the EtherChannel interface to appear to be failed
when being monitored for device-level High Availability. Only when all physical interfaces fail does the
EtherChannel interface appear to be failed.

* If you use an EtherChannel interface for a High Availability or state link, then to prevent out-of-order
packets, only one interface in the EtherChannel is used. If that interface fails, then the next interface in
the EtherChannel is used. You cannot alter the EtherChannel configuration while it is in use as a High
Availability link. To alter the configuration, you need to temporarily disable High Availability, which
prevents High Availability from occurring for the duration.

Model Support
* You can add EtherChannels in the FDM to the following models:

* Firepower 1000
* Firepower 2100

The Firepower 4100/9300 supports EtherChannels, but you must perform all hardware configuration of
EtherChannels in FXOS on the chassis. Firepower 4100/9300 EtherChannels appear in the FDM Interfaces
page alongside single physical interfaces. You also cannot configure EtherChannels in FDM on other
models, such as the ASA 5500-X series.

* You cannot use Firepower 1010 switch ports or VLAN interfaces in EtherChannels.

General EtherChannel Guidelines

* You can configure up to 48 EtherChannels, depending on how many interfaces are available on your
model.
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* Each channel group can have up to 8 active interfaces.

+ All interfaces in the channel group must be the same media type and speed capacity. The media type can
be either RJ-45 or SFP; SFPs of different types (copper and fiber) can be mixed. You cannot mix interface
capacities (for example 1GB and 10GB interfaces) by setting the speed to be lower on the larger-capacity
interface.

* The device to which you connect the FTD EtherChannel must also support 802.3ad EtherChannels.

*» The FTD device does not support LACPDUs that are VLAN-tagged. If you enable native VLAN tagging
on the neighboring switch using the Cisco IOS vlan dot1Q tag native command, then the FTD device
will drop the tagged LACPDUs. Be sure to disable native VLAN tagging on the neighboring switch.

* Firepower 1000, Firepower 2100 do not support LACP rate fast; LACP always uses the normal rate.
This setting is not configurable. Note that the Firepower 4100/9300, which configures EtherChannels in
FXOS, has the LACP rate set to fast by default; on these platforms, the rate is configurable.

* In Cisco IOS software versions earlier than 15.1(1)S2, FTD did not support connecting an EtherChannel
to a switch stack. With default switch settings, if the FTD EtherChannel is connected cross stack, and if
the primary switch is powered down, then the EtherChannel connected to the remaining switch will not
come up. To improve compatibility, set the stack-mac persistent timer command to a large enough
value to account for reload time; for example, 8 minutes or 0 for indefinite. Or, you can upgrade to more
a more stable switch software version, such as 15.1(1)S2.

* All the FTD configuration refers to the logical EtherChannel interface instead of the member physical
interfaces.

Add an EtherChannel

Add an EtherChannel and assign member interfaces to it.

\}

Note You can add EtherChannels in the FDM to the following models:

* Firepower 1000
* Firepower 2100

The Firepower 4100/9300 supports EtherChannels, but you must perform all hardware configuration of
EtherChannels in FXOS on the chassis. Firepower 4100/9300 EtherChannels appear in the FDM Interfaces
page alongside single physical interfaces. You also cannot configure EtherChannels in the FDM on
other models, such as the ASA 5500-X series.

Before you begin

* All interfaces in the channel group must be the same media type and speed capacity. The media type can
be either RJ-45 or SFP; SFPs of different types (copper and fiber) can be mixed. You cannot mix interface
capacities (for example 1GB and 10GB interfaces) by setting the speed to be lower on the larger-capacity
interface.

* Member interfaces cannot be named.
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A

Caution If you are using an interface already in your configuration, removing the
name will clear any configuration that refers to the interface.

Procedure

Step 1 Click Device, click the link in the Interfaces summary, and then click EtherChannels.

The EtherChannels list shows existing EtherChannels, their names, addresses, and states. Click the open/close
arrow to view the member interfaces for each EtherChannel. Member interfaces also appear separately on the
Interfaces page.

Step 2 Click Create EtherChannel (if there are no current EtherChannels) or the plus icon ( * ) then EtherChannel
to create a new EtherChannel.

Step 3 Configure the following:
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Add EtherChannel Interface

Name Mode EtherChannel ID Status

dmz Routed v 2 ()
IlIll., e req a (=] L"- o

Description

EtherChannel Specific IPv4 Address IPv6 Address Advanced

Link Agaregation Control Protocol

Active v

EtherChannel Members

¥ Filter

CANCEL

@ (& unnamed (Ethernet1/12) (i ]
@ (& unnamed (Ethernet1/7) (i )

(@] unnamed (Ethernet1/9)

a) Set the Interface Name.

Set the name for the EtherChannel, up to 48 characters. Alphabetic characters must be lower case. For
example, inside or outside.

Note If you change the name, the change is automatically reflected everywhere you used the old
name, including security zones, syslog server objects, and DHCP server definitions. However,
you cannot remove the name until you first remove all configurations that use the name, because
you typically cannot use an unnamed interface for any policy or setting.

b) Set the Mode.

» Routed—Routed mode interfaces subject traffic to all firewall functions, including maintaining
flows, tracking flow states at both IP and TCP layers, IP defragmentation, and TCP normalization,
and your firewall policies. Use this mode if you intend for traffic to go through the interface. This
is the normal interface mode.

« Passive—Passive interfaces monitor traffic flowing across a network using a switch SPAN or mirror
port. The SPAN or mirror port allows for traffic to be copied from other ports on the switch. This
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¢)
d)
e)

2)

Add an EtherChannel .

function provides the system visibility within the network without being in the flow of network
traffic. When configured in a passive deployment, the system cannot take certain actions such as
blocking or shaping traffic. Passive interfaces receive all traffic unconditionally and no traffic received
on these interfaces is retransmitted. If you select this mode, do not following the rest of this procedure.
Instead, see Configure a Physical Interface in Passive Mode, on page 259.

Set the EtherChannel ID, between 1 and 48 (1 and 8 for the Firepower 1010).

Set the Status slider to the enabled setting (D).
(Optional) Set the Description.

The description can be up to 200 characters on a single line, without carriage returns.
Choose the EtherChannel Mode.

* Active—(Recommended) Sends and receives LACP updates. An active EtherChannel can establish
connectivity with either an active or a passive EtherChannel. You should use the active mode unless
you need to minimize the amount of LACP traffic.

* On—The EtherChannel is always on, and LACP is not used. An “on” EtherChannel can only establish
a connection with another “on” EtherChannel.

Add EtherChannel Members.

You can add up to 8 (unnamed) interfaces to the EtherChannel.

+ Add an interface—Click the plus icon ( * ), click one or more interfaces, and then click OK.

* Remove an interface—Mouse over an interface and click the X on the right side.

Click the IPv4 Address tab and configure the IPv4 address.

Select one of the following options from the Type field:

* DHCP—Choose this option if the address should be obtained from the DHCP server on the network.
You cannot use this option if you configure high availability. Change the following options if necessary:

* Route Metric—If you obtain the default route from the DHCP server, the administrative distance
to the learned route, between 1 and 255. The default is 1.

+ Obtain Default Route—Whether to get the default route from the DHCP server. You would
normally select this option, which is the default.

» Static—Choose this option if you want to assign an address that should not change. Type in the interface's
IP address and the subnet mask for the network attached to the interface. For example, if you attach the
10.100.10.0/24 network, you could enter 10.100.10.1/24. Ensure that the address is not already used on
the network.

If you configured high availability, and you are monitoring this interface for HA, also configure a standby
IP address on the same subnet. The standby address is used by this interface on the standby device. If
you do not set the standby IP address, the active unit cannot monitor the standby interface using network
tests; it can only track the link state.
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Note If there is a DHCP server configured for the interface, you are shown the configuration. You
can edit or delete the DHCP address pool. If you change the interface IP address to a different
subnet, you must either delete the DHCP server, or configure an address pool on the new
subnet, before you can save the interface changes. See Configuring the DHCP Server, on page
572.

Step 5 (Optional.) Click the IPv6 Address tab and configure the IPv6 address.

State—To enable IPv6 processing and to automatically configure the link-local address when you do
not configure the global address, select Enabled. The link local address is generated based on the interface
MAC addresses (Modified EUI-64 format).

Note Disabling IPv6 does not disable IPv6 processing on an interface that is configured with an
explicit IPv6 address or that is enabled for autoconfiguration.

Address Auto Configuration—Select this option to have the address automatically configured. IPv6
stateless autoconfiguration will generate a global IPv6 address only if the link on which the device resides
has a router configured to provide IPv6 services, including the advertisement of an IPv6 global prefix
for use on the link. If IPv6 routing services are not available on the link, you will get a link-local IPv6
address only, which you cannot access outside of the device's immediate network link. The link local
address is based on the Modified EUI-64 interface ID.

Although RFC 4862 specifies that hosts configured for stateless autoconfiguration do not send Router
Advertisement messages, the FTD device does send Router Advertisement messages in this case. Select
Suppress RA to suppress messages and conform to the RFC.

Static Address/Prefix—If you do not use stateless autoconfiguration, enter the full static global IPv6
address and network prefix. For example, 2001:0DB8::BA98:0:3210/48. For more information on IPv6
addressing, see IPv6 Addressing, on page 222.

If you want to use the address as link local only, select the Link - Local option. Link local addresses are
not accessible outside the local network. You cannot configure a link-local address on a bridge group
interface.

Note A link-local address should start with FE8, FE9, FEA, or FEB, for example
fe80::20d:88ff:feee:6a82. Note that we recommend automatically assigning the link-local
address based on the Modified EUI-64 format. For example, if other devices enforce the use
of the Modified EUI-64 format, then a manually-assigned link-local address may cause packets
to be dropped.

Standby IP Address—If you configure high availability, and you are monitoring this interface for HA,
also configure a standby IPv6 address on the same subnet. The standby address is used by this interface
on the standby device. If you do not set the standby IP address, the active unit cannot monitor the standby
interface using network tests; it can only track the link state.

Suppress RA—Whether to suppress router advertisements. The FTD can participate in router
advertisements so that neighboring devices can dynamically learn a default router address. By default,
router advertisement messages (ICMPv6 Type 134) are periodically sent out each IPv6 configured
interface.

Router advertisements are also sent in response to router solicitation messages (ICMPv6 Type 133).
Router solicitation messages are sent by hosts at system startup so that the host can immediately
autoconfigure without needing to wait for the next scheduled router advertisement message.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| The Basics
Configure VLAN Interfaces and Switch Ports (Firepower 1010) .

You might want to suppress these messages on any interface for which you do not want the FTD device
to supply the IPv6 prefix (for example, the outside interface).

Step 6 Set the speed of member interfaces by clicking Advanced, and setting the speed.

You can also configure other Advanced options. See Configure Advanced Options, on page 262.

Step 7 Click OK.

What to do next

* Add the EtherChannels to the appropriate security zones. See Configuring Security Zones, on page 133.

Configure VLAN Interfaces and Switch Ports (Firepower 1010)

You can configure each Firepower 1010 interface to run as a regular firewall interface or as a Layer 2 hardware
switch port. This section includes tasks for starting your switch port configuration, including enabling or
disabling the switch mode and creating VLAN interfaces and assigning switch ports to VLANs. This section
also describes how to customize Power over Ethernet (PoE) on supported interfaces.

Understanding Firepower 1010 Ports and Interfaces

Ports and Interfaces

For each physical Firepower 1010 interface, you can set its operation as a firewall interface or as a switch
port. See the following information about physical interface and port types as well as logical VLAN interfaces
to which you assign switch ports:

* Physical firewall interface—In routed mode, these interfaces forward traffic between networks at Layer
3, using the configured security policy to apply firewall and VPN services. In routed mode, you can also
use Integrated Routing and Bridging with some interfaces as bridge group members and others as Layer
3 interfaces. By default, the Ethernet 1/1 interface is configured as a firewall interface. You can also
configure these interfaces to be IPS-only (passive interfaces).

* Physical switch port—Switch ports forward traffic at Layer 2, using the switching function in hardware.
Switch ports on the same VLAN can communicate with each other using hardware switching, and traffic
is not subject to the FTD security policy. Access ports accept only untagged traffic, and you can assign
them to a single VLAN. Trunk ports accept untagged and tagged traffic, and can belong to more than
one VLAN. By default, Ethernet 1/2 through 1/8 are configured as access switch ports on VLAN 1. You
cannot configure the Management interface as a switch port.

» Logical VLAN interface—These interfaces operate the same as physical firewall interfaces, with the
exception being that you cannot create subinterfaces, [IPS-only interfaces (inline sets and passive
interfaces), or EtherChannel interfaces. When a switch port needs to communicate with another network,
then the FTD device applies the security policy to the VLAN interface and routes to another logical
VLAN interface or firewall interface. You can even use Integrated Routing and Bridging with VLAN
interfaces as bridge group members. Traffic between switch ports on the same VLAN are not subject to
the FTD security policy, but traffic between VLANSs in a bridge group are subject to the security policy,

Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0 [Jj



The Basics |
. Guidelines and Limitations for Firepower 1010 Switch Ports

so you may choose to layer bridge groups and switch ports to enforce the security policy between certain
segments.

Power Over Ethernet

Ethernet 1/7 and Ethernet 1/8 support Power over Ethernet+ (PoE+).

Guidelines and Limitations for Firepower 1010 Switch Ports

High Availability

* You should not use the switch port functionality when using High Availability. Because the switch ports
operate in hardware, they continue to pass traffic on both the active and the standby units. High Availability
is designed to prevent traffic from passing through the standby unit, but this feature does not extend to
switch ports. In a normal High Availability network setup, active switch ports on both units will lead to
network loops. We suggest that you use external switches for any switching capability. Note that VLAN
interfaces can be monitored by failover, while switch ports cannot. Theoretically, you can put a single
switch port on a VLAN and successfully use High Availability, but a simpler setup is to use physical
firewall interfaces instead.

* You can only use a firewall interface as the failover link.

Logical VLAN Interfaces

* You can create up to 60 VLAN interfaces.

* If you also use VLAN subinterfaces on a firewall interface, you cannot use the same VLAN ID as for a
logical VLAN interface.

* MAC Addresses:

» All VLAN interfaces share a MAC address. Ensure that any connected switches can support this
scenario. If the connected switches require unique MAC addresses, you can manually assign MAC
addresses. See Configure Advanced Options, on page 262.

Bridge Groups

You cannot mix logical VLAN interfaces and physical firewall interfaces in the same bridge group.

VLAN Interface and Switch Port Unsupported Features
VLAN interfaces and switch ports do not support:

* Dynamic routing

* Multicast routing

*» Equal-Cost Multi-Path routing (ECMP)

* Passive interfaces

 EtherChannels
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* Failover and state link

Other Guidelines and Limitiations

* You can configure a maximum of 60 named interfaces on the Firepower 1010.

* You cannot configure the Management interface as a switch port.

Default Settings

* Ethernet 1/1 is a firewall interface.
* Ethernet 1/2 through Ethernet 1/8 are switch ports assigned to VLAN 1.

* Default Speed and Duplex—By default, the speed and duplex are set to auto-negotiate.

Configure a VLAN Interface

This section describes how to configure VLAN interfaces for use with associated switch ports. You must first
configure a VLAN interface for each VLAN you intend to assign to a switch port.

)

Note If you only want to enable switching between switch ports on a particular VLAN, and you do not want
to route between the VLAN and other VLANS or firewall interfaces, then leave the VLAN interface
name empty. In this case, you also do not need to configure an IP address; any IP configuration is ignored.

Procedure

Step 1 Click Device, click the link in the Interfaces summary, then click VLANS.
The VLANS list shows existing VLAN interfaces. Click the open/close arrow to view the switch ports associated
with each VLAN. Switch ports also appear separately on the Interfaces page.

Step 2 Click Create VLAN Interface (if there are no current VLANS) or the plus icon ( ¥ ) to create a new VLAN
interface.

Step 3 Configure the following:
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Add VLAN Interface

IPvd Address » IPv6 Address Advanced

Name lode Status

outside Routed v Q

VLAN ID Do not forward to this VLAN

100

Description

O If the DHCP server suppl ||__ an address on the same network configured statically far another
interface, this inte at t | ere is no overlap between the ne
addresses on this interface and t I eo lI er interfaces on the device.

Type
DHCP v

Route Metric

1 Obtain Default Route using DHCP

b)

¢)

Set the Interface Name.

Set the name for the VLAN, up to 48 characters. Alphabetic characters must be lower case. For example,

inside or outside.

If you do not want to route between the VLAN and other VLANS or firewall interfaces, then leave the

VLAN interface name empty.

Note If you change the name, the change is automatically reflected everywhere you used the old
name, including security zones, syslog server objects, and DHCP server definitions. However,
you cannot remove the name until you first remove all configurations that use the name, because

you typically cannot use an unnamed interface for any policy or setting.

Leave the Mode as Routed.

If you later add this VLAN interface to a bridge group, then the mode will automatically change to
BridgeGroupMember. You cannot configure IP addresses on bridge group member interfaces.

Set the Status slider to the enabled setting (‘D).
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Step 4

Step 5

d)

Configure a VLAN Interface .

Set the VLAN ID, between 1 and 4070.

You cannot change the VLAN ID after you save the interface; the VLAN ID is both the VLAN tag used,
and the interface ID in your configuration.

(Optional) In the Do not forward to this VLAN field, enter a VLAN ID to which this VLAN interface
cannot initiate traffic.

For example, you have one VLAN assigned to the outside for internet access, one VLAN assigned to an
inside business network, and a third VLAN assigned to your home network. The home network does not
need to access the business network, so you can use the Block Traffic From this Interface to option on
the home VLAN; the business network can access the home network, but the home network cannot access
the business network.

(Optional) Set the Description.

The description can be up to 200 characters on a single line, without carriage returns.

Click the IPv4 Address tab and configure the IPv4 address.

Select one of the following options from the Type field:

* DHCP—Choose this option if the address should be obtained from the DHCP server on the network.

You cannot use this option if you configure high availability. Change the following options if necessary:

* Route Metric—If you obtain the default route from the DHCP server, the administrative distance
to the learned route, between 1 and 255. The default is 1.

+ Obtain Default Route—Whether to get the default route from the DHCP server. You would
normally select this option, which is the default.

« Static—Choose this option if you want to assign an address that should not change. Type in the interface's

IP address and the subnet mask for the network attached to the interface. For example, if you attach the
10.100.10.0/24 network, you could enter 10.100.10.1/24. Ensure that the address is not already used on
the network.

If you configured high availability, and you are monitoring this interface for HA, also configure a standby
IP address on the same subnet. The standby address is used by this interface on the standby device. If
you do not set the standby IP address, the active unit cannot monitor the standby interface using network
tests; it can only track the link state.

Note If there is a DHCP server configured for the interface, you are shown the configuration. You
can edit or delete the DHCP address pool. If you change the interface IP address to a different
subnet, you must either delete the DHCP server, or configure an address pool on the new
subnet, before you can save the interface changes. See Configuring the DHCP Server, on page
572.

(Optional.) Click the IPv6 Address tab and configure the IPv6 address.

« State—To enable IPv6 processing and to automatically configure the link-local address when you do

not configure the global address, select Enabled. The link local address is generated based on the interface
MAC addresses (Modified EUI-64 format).

Note Disabling IPv6 does not disable IPv6 processing on an interface that is configured with an
explicit IPv6 address or that is enabled for autoconfiguration.
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Address Auto Configuration—Select this option to have the address automatically configured. IPv6
stateless autoconfiguration will generate a global IPv6 address only if the link on which the device resides
has a router configured to provide IPv6 services, including the advertisement of an IPv6 global prefix
for use on the link. If IPv6 routing services are not available on the link, you will get a link-local IPv6
address only, which you cannot access outside of the device's immediate network link. The link local
address is based on the Modified EUI-64 interface ID.

Although RFC 4862 specifies that hosts configured for stateless autoconfiguration do not send Router
Advertisement messages, the FTD device does send Router Advertisement messages in this case. Select
Suppress RA to suppress messages and conform to the RFC.

Static Address/Prefix—If you do not use stateless autoconfiguration, enter the full static global IPv6
address and network prefix. For example, 2001:0DB8::BA98:0:3210/48. For more information on IPv6
addressing, see IPv6 Addressing, on page 222.

If you want to use the address as link local only, select the Link - Local option. Link local addresses are
not accessible outside the local network. You cannot configure a link-local address on a bridge group
interface.

Note A link-local address should start with FE8, FE9, FEA, or FEB, for example
fe80::20d:88ff:feee:6a82. Note that we recommend automatically assigning the link-local
address based on the Modified EUI-64 format. For example, if other devices enforce the use
of the Modified EUI-64 format, then a manually-assigned link-local address may cause packets
to be dropped.

Standby IP Address—If you configure high availability, and you are monitoring this interface for HA,
also configure a standby IPv6 address on the same subnet. The standby address is used by this interface
on the standby device. If you do not set the standby IP address, the active unit cannot monitor the standby
interface using network tests; it can only track the link state.

Suppress RA—Whether to suppress router advertisements. The FTD can participate in router
advertisements so that neighboring devices can dynamically learn a default router address. By default,
router advertisement messages (ICMPv6 Type 134) are periodically sent out each IPv6 configured
interface.

Router advertisements are also sent in response to router solicitation messages (ICMPv6 Type 133).
Router solicitation messages are sent by hosts at system startup so that the host can immediately
autoconfigure without needing to wait for the next scheduled router advertisement message.

You might want to suppress these messages on any interface for which you do not want the FTD device
to supply the IPv6 prefix (for example, the outside interface).

Step 6 (Optional.) Configure Advanced Options, on page 262.

The advanced settings have defaults that are appropriate for most networks. Edit them only if you are resolving
network issues.

Step 7 Click OK.

What to do next

Add the VLANS to the appropriate security zones. See Configuring Security Zones, on page 133.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| The Basics
Configure Switch Ports as Access Ports .

Configure Switch Ports as Access Ports

To assign a switch port to a single VLAN, configure it as an access port. By default, Ethernet1/2 through
Ethernet 1/8 switch ports are enabled and assigned to VLAN 1.

\}

Note The Firepower 1010 does not support Spanning Tree Protocol for loop detection in the network. Therefore
you must ensure that any connection with the FTD device does not end up in a network loop.

Before you begin

Add a VLAN interface for the VLAN ID to which you want to assign the access port. Access ports accept
only untagged traffic. See Configure a VLAN Interface, on page 243.

Procedure

Step 1 Click Device, and then click the link in the Interfaces summary.

The Interfaces page is selected by default. The interfaces list shows physical interfaces, their names, addresses,
and states.

Step 2 Click the edit icon (G) for the physical interface you want to edit.
Step 3 Set the following:
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Step 4

Ethernet1/7

Edit Physical Interface

Interface Name Mode Status

Switch Port v Q

Description

IPvd Address IPv6 Address VLAN PoE

Protected Port

Usage Type

Access Trunk

Access VLAN

Create new VLAN

Do not set the Interface Name for switch ports; only the associated VLAN interface is a named interface.
Set the Mode to Switch Port.

Set the Status slider to the enabled setting (())
(Optional) Set the Description.

The description can be up to 200 characters on a single line, without carriage returns.

Click VLAN to set the following:

a)

b)

(Optional) Check the Protected Port check box to set this switch port as protected, so you can prevent
the switch port from communicating with other protected switch ports on the same VLAN.

You might want to prevent switch ports from communicating with each other if: the devices on those
switch ports are primarily accessed from other VLANS; you do not need to allow intra-VLAN access;
and you want to isolate the devices from each other in case of infection or other security breach. For
example, if you have a DMZ that hosts three web servers, you can isolate the web servers from each other
if you apply this option to each switch port. The inside and outside networks can both communicate with
all three web servers, and vice versa, but the web servers cannot communicate with each other.

For the Usage Type, click Access.
For the Access VLAN, click the down arrow to choose one of the existing VL AN interfaces.

You can add a new VLAN interface by clicking Create new VLAN. See Configure a VLAN Interface,
on page 243.
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Step 5

Configure Switch Ports as Trunk Ports .

Click OK.

Configure Switch Ports as Trunk Ports

Step 1

Step 2
Step 3

This procedure describes how to create a trunk port that can carry multiple VLANS using 802.1Q tagging.
Trunk ports accept untagged and tagged traffic. Traffic on allowed VLANSs pass through the trunk port
unchanged.

When the trunk receives untagged traffic, it tags it to the native VLAN ID so that the ASA can forward the
traffic to the correct switch ports, or can route it to another firewall interface. When the ASA sends native
VLAN ID traffic out of the trunk port, it removes the VLAN tag. Be sure to set the same native VLAN on
the trunk port on the other switch so that the untagged traffic will be tagged to the same VLAN.

Before you begin

Add a VLAN interface for each VLAN ID to which you want to assign the trunk port. See Configure a VLAN
Interface, on page 243.

Procedure

Click Device, and then click the link in the Interfaces summary.

The Interfaces page is selected by default. The interfaces list shows physical interfaces, their names, addresses,
and states.

Click the edit icon (O) for the physical interface you want to edit.
Set the following:
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Step 4

a)
b)

d)

Ethernet1/8

Edit Physical Interface

Interface Name Mode Status

Switch Port v Q

Description

IPvd Address IPv6 Address VLAN PoE

Protected Port

Usage Type

Access Trunk

Mative Trunk VLAN

Please select a VLAN b

Associated VLANs

Y Filter

n o Man JOO) i “

7, Inside (Vian1)

Create new VLAN CANCEL “

Do not set the Interface Name for switch ports; only the associated VLAN interface is a named interface.
Set the Mode to Switch Port.

Set the Status slider to the enabled setting (‘D).
(Optional) Set the Description.

The description can be up to 200 characters on a single line, without carriage returns.

Click VLAN to set the following:

a)

(Optional) Check the Protected Port check box to set this switch port as protected, so you can prevent
the switch port from communicating with other protected switch ports on the same VLAN.

You might want to prevent switch ports from communicating with each other if: the devices on those
switch ports are primarily accessed from other VLANS; you do not need to allow intra-VLAN access;
and you want to isolate the devices from each other in case of infection or other security breach. For
example, if you have a DMZ that hosts three web servers, you can isolate the web servers from each other
if you apply this option to each switch port. The inside and outside networks can both communicate with
all three web servers, and vice versa, but the web servers cannot communicate with each other.
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Step 5

Configure Power Over Ethernet .

b) For the Usage Type, click Trunk.

¢) (Optional) For the Native Trunk VLAN, click the down arrow to choose one of the existing VLAN
interfaces for the native VLAN.

The default native VLAN ID is 1.

Each port can only have one native VLAN, but every port can have either the same or a different native
VLAN.

You can add a new VLAN interface by clicking Create new VLAN. See Configure a VLAN Interface,
on page 243.

d) For the Associated VLANS, click the plus icon ( *) to select one or more existing VLAN interfaces.
If you include the native VLAN in this field, it is ignored; the trunk port always removes the VLAN
tagging when sending native VLAN traffic out of the port. Moreover, it will not receive traffic that still
has native VLAN tagging.

You can add a new VLAN interface by clicking Create new VLAN. See Configure a VLAN Interface,
on page 243.
Click OK.

Configure Power Over Ethernet

Ethernet1/7 and Ethernet1/8 support Power over Ethernet (PoE) for devices such as IP phones or wireless
access points. The Firepower 1010 supports both IEEE 802.3af (PoE) and 802.3at (PoE+). PoE+ uses Link
Layer Discovery Protocol (LLDP) to negotiate the power level. PoE+ can deliver up to 30 watts to a powered
device. Power is only supplied when needed.

Step 1

Step 2
Step 3

If you shut down the interface, then you disable power to the device.

PoE is enabled by default on Ethernet1/7 and Ethernet1/8. This procedure describes how to disable and enable
PoE and how to set optional parameters.

Procedure

Click Device, and then click the link in the Interfaces summary.

The Interfaces page is selected by default. The interfaces list shows physical interfaces, their names, addresses,
and states.

Click the edit icon (O) for Ethernet1/7 or 1/8.
Click PoE, and set the following:
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Edit Physical Interface

Interface Name

Description

IPv4 Address IPv6 Address

POWER OVER ETHERNET (@D

Consumption Wattage

Mode Status
swichpot v (@D
4
VLAN PoE

CANCEL

a) To enable POWER OVER ETHERNET, click the slider (880) so that it is enabled.

PoE is enabled by default.

b) (Optional) Enter the Consumption Wattage if you know the exact wattage you need.

By default, PoE delivers power automatically to the powered device using a wattage appropriate to the
class of the powered device. The Firepower 1010 uses LLDP to further negotiate the correct wattage. If
you know the specific wattage and want to disable LLDP negotiation, enter a value from 4000 to 30000

milliwatts.

Stepd  Click OK.

Configure VLAN Subinterfaces and 802.1Q Trunking

VLAN subinterfaces let you divide a physical interface into multiple logical interfaces that are tagged with
different VLAN IDs. An interface with one or more VLAN subinterfaces is automatically configured as an
802.1Q trunk. Because VLANSs allow you to keep traffic separate on a given physical interface, you can
increase the number of interfaces available to your network without adding additional physical interfaces or

devices.

Create subinterfaces if you attach the physical interface to a trunk port on a switch. Create a subinterface for
each VLAN that can appear on the switch trunk port. If you attach the physical interface to an access port on
the switch, there is no point in creating a subinterface.

Guidelines and Limitations
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* Preventing untagged packets on the physical interface—If you use subinterfaces, you typically do not
also want the physical interface to pass traffic, because the physical interface passes untagged packets.
Because the physical interface must be enabled for the subinterface to pass traffic, ensure that the physical
interface does not pass traffic by not naming the interface. If you want to let the physical interface pass
untagged packets, you can name the interface as usual.

* Firepower 1010—Subinterfaces are not supported on switch ports or VLAN interfaces.

* You cannot configure IP addresses on bridge group member interfaces, although you can modify advanced
settings as needed.

+ All subinterfaces on the same parent interface must be either bridge group members or routed interfaces;
you cannot mix and match.

* FTD does not support the Dynamic Trunking Protocol (DTP), so you must configure the connected
switch port to trunk unconditionally.

* You might want to assign unique MAC addresses to subinterfaces defined on the FTD device, because
they use the same burned-in MAC address of the parent interface. For example, your service provider
might perform access control based on the MAC address. Also, because IPv6 link-local addresses are
generated based on the MAC address, assigning unique MAC addresses to subinterfaces allows for unique
IPv6 link-local addresses, which can avoid traffic disruption in certain instances on the FTD device.

Procedure

Step 1 Click Device, and then click the link in the Interfaces summary.

The Interfaces page is selected by default. To add a subinterface to an EtherChannel, click EtherChannel.
The interfaces list shows physical interfaces, their names, addresses, and states.

Step 2 Do one of the following:

« On the Interfaces page, click the plus icon ( ¥ ) to create a new subinterface.
« On the EtherChannel page, click the plus and down arrow icon ( ¥ ), and choose Subinterface.

* Click the edit icon (O) for the subinterface you want to edit.

If you no longer need a subinterface, click the delete icon (0) for the subinterface to delete it.

Step 3 Set the Status slider to the enabled setting (D).

Step 4 Configure the parent interface, name, and description:
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Add Subinterface

a)

b)

c)

Parent Interface Subinterface Name Mode Status

Ethernet1/1 v engineering Routed v c

Description
s
VLAN ID Subinterface 1D
200 200

IPv4 Address IPv6 Address Advanced

Type

Static v

IP Address and Subnet Mask
10.10.10.1 {24

Standby IP Address and Subnet Mask

10.10.10.2 /

Choose the Parent Interface.

The parent interface is the physical interface to which you want to add the subinterface. You cannot change
the parent interface after you create the subinterface.

Set the Subinterface Name, up to 48 characters.

Alphabetic characters must be lower case. For example, inside or outside. Without a name, the rest of
the interface configuration is ignored.

Note If you change the name, the change is automatically reflected everywhere you used the old
name, including security zones, syslog server objects, and DHCP server definitions. However,
you cannot remove the name until you first remove all configurations that use the name, because
you typically cannot use an unnamed interface for any policy or setting.

Set the Mode to Routed.

If you later add this interface to a bridge group, then the mode will automatically change to
BridgeGroupMember. Note that you cannot configure IP addresses on bridge group member interfaces.
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Step 5

Step 6

d)

e)

Configure VLAN Subinterfaces and 802.1Q Trunking .

(Optional) Set a Description.

The description can be up to 200 characters on a single line, without carriage returns.

Set the VLAN ID.

Enter the VLAN ID between 1 and 4094 that will be used to tag the packets on this subinterface.
Set the Subinterface ID.

Enter the subinterface ID as an integer between 1 and 4294967295. This ID is appended to the interface
ID; for example Ethernet1/1.100. You can match the VLAN ID for convenience, but it is not required.
You cannot change the ID after you create the subinterface.

Click the IPv4 Address tab and configure the IPv4 address.

Select one of the following options from the Type field:

* DHCP—Choose this option if the address should be obtained from the DHCP server on the network.
You cannot use this option if you configure high availability. Change the following options if necessary:

* Route Metric—If you obtain the default route from the DHCP server, the administrative distance
to the learned route, between 1 and 255. The default is 1.

+ Obtain Default Route—Whether to get the default route from the DHCP server. You would
normally select this option, which is the default.

« Static—Choose this option if you want to assign an address that should not change. Type in the interface's
IP address and the subnet mask for the network attached to the interface. For example, if you attach the
10.100.10.0/24 network, you could enter 10.100.10.1/24. Ensure that the address is not already used on
the network.

If you configured high availability, and you are monitoring this interface for HA, also configure a standby
IP address on the same subnet. The standby address is used by this interface on the standby device. If
you do not set the standby IP address, the active unit cannot monitor the standby interface using network
tests; it can only track the link state.

Note If there is a DHCP server configured for the interface, you are shown the configuration. You
can edit or delete the DHCP address pool. If you change the interface IP address to a different
subnet, you must either delete the DHCP server, or configure an address pool on the new
subnet, before you can save the interface changes. See Configuring the DHCP Server, on page
572.

(Optional.) Click the IPv6 Address tab and configure the IPv6 address.

« State—To enable IPv6 processing and to automatically configure the link-local address when you do
not configure the global address, select Enabled. The link local address is generated based on the interface
MAC addresses (Modified EUI-64 format).

Note Disabling IPv6 does not disable IPv6 processing on an interface that is configured with an
explicit IPv6 address or that is enabled for autoconfiguration.

+ Address Auto Configuration—Select this option to have the address automatically configured. IPv6
stateless autoconfiguration will generate a global IPv6 address only if the link on which the device resides
has a router configured to provide IPv6 services, including the advertisement of an IPv6 global prefix
for use on the link. If IPv6 routing services are not available on the link, you will get a link-local IPv6
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Step 7

Step 8

address only, which you cannot access outside of the device's immediate network link. The link local
address is based on the Modified EUI-64 interface ID.

Although RFC 4862 specifies that hosts configured for stateless autoconfiguration do not send Router
Advertisement messages, the FTD device does send Router Advertisement messages in this case. Select
Suppress RA to suppress messages and conform to the RFC.

Static Address/Prefix—If you do not use stateless autoconfiguration, enter the full static global IPv6
address and network prefix. For example, 2001:0DB8::BA98:0:3210/48. For more information on IPv6
addressing, see IPv6 Addressing, on page 222.

If you want to use the address as link local only, select the Link - Local option. Link local addresses are
not accessible outside the local network. You cannot configure a link-local address on a bridge group
interface.

Note A link-local address should start with FE8, FE9, FEA, or FEB, for example
fe80::20d:88ff:feee:6a82. Note that we recommend automatically assigning the link-local
address based on the Modified EUI-64 format. For example, if other devices enforce the use
of the Modified EUI-64 format, then a manually-assigned link-local address may cause packets
to be dropped.

Standby IP Address—If you configure high availability, and you are monitoring this interface for HA,
also configure a standby IPv6 address on the same subnet. The standby address is used by this interface
on the standby device. If you do not set the standby IP address, the active unit cannot monitor the standby
interface using network tests; it can only track the link state.

Suppress RA—Whether to suppress router advertisements. The FTD can participate in router
advertisements so that neighboring devices can dynamically learn a default router address. By default,
router advertisement messages (ICMPv6 Type 134) are periodically sent out each IPv6 configured
interface.

Router advertisements are also sent in response to router solicitation messages (ICMPv6 Type 133).
Router solicitation messages are sent by hosts at system startup so that the host can immediately
autoconfigure without needing to wait for the next scheduled router advertisement message.

You might want to suppress these messages on any interface for which you do not want the FTD device
to supply the IPv6 prefix (for example, the outside interface).

(Optional.) Configure Advanced Options, on page 262.

The advanced settings have defaults that are appropriate for most networks. Edit them only if you are resolving
network issues.

Click OK.

What to do next

Add the subinterfaces to the appropriate security zones. See Configuring Security Zones, on page 133.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| The Basics

Configure Passive Interfaces .

Configure Passive Interfaces

Passive interfaces monitor traffic flowing across a network using a switch SPAN (Switched Port Analyzer)
or mirror port. The SPAN or mirror port allows for traffic to be copied from other ports on the switch. This
function provides the system visibility within the network without being in the flow of network traffic.

When configured in a passive deployment, the system cannot take certain actions such as blocking traffic.
Passive interfaces receive all traffic unconditionally and no traffic received on these interfaces is retransmitted.

You use a passive interface to monitor the traffic on the network to gather information about the traffic. For
example, you can apply intrusion policies to identify the types of threats that afflict the network, or to see the
URL categories for the web requests users are making. You can implement various security policies and rules
to see what the system would do if deployed actively, so that it could drop traffic based on your access control
and other rules.

However, because passive interfaces cannot impact traffic, there are many configuration limitations. These
interfaces are merely letting the system peek at the traffic: no packets that enter a passive interface ever leave
the device.

The following topics explain more about passive interfaces and how to configure them.

Why Use Passive Interfaces?

The main purpose of passive interfaces is to provide a simple demonstration mode. You can set up the switch
to monitor a single source port, then use a workstation to send test traffic that is monitored by the passive
interface. Thus, you can see how the FTD system evaluates connections, identifies threats, and so forth. Once
you are satisfied with how the system performs, you can then deploy it actively in your network and remove
the passive interface configuration.

However, you can also use passive interfaces in a production environment to provide the following services:

* Pure IDS deployment—If you do not want to use the system as a firewall or IPS (intrusion prevention
system), you can deploy it passively as an IDS (intrusion detection system). In this deployment method,
you would use an access control rule to apply an intrusion policy to all traffic. You would also have the
system monitor multiple source ports on the switch. Then, you would be able to use the dashboards to
monitor the threats seen on the network. However, in this mode, the system can do nothing to prevent
these threats.

» Mixed deployment—You can mix active routed interfaces with passive interfaces on the same system.
Thus, you can deploy the FTD device as a firewall in some networks, while configuring one or more
passive interfaces to monitor traffic in other networks.

Limitations for Passive Interfaces

Any physical interface that you define as a passive mode interface has the following restrictions:

* You cannot configure subinterfaces for the passive interface.
* You cannot include the passive interface in a bridge group.
* You cannot configure IPv4 or [Pv6 addresses on the passive interface.

* You cannot select the Management Only option for a passive interface.
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* You can include the interface in a passive mode security zone only, you cannot include it in a routed
security zone.

* You can include passive security zones in the source criteria of access control or identity rules. You
cannot use passive zones in the destination criteria. You also cannot mix passive and routed zones in the
same rule.

* You cannot configure management access rules (HTTPS or SSH) for a passive interface.
* You cannot use passive interfaces in NAT rules.

* You cannot configure static routes for passive interfaces. You also cannot use a passive interface in the
configuration of a routing protocol.

* You cannot configure a DHCP server on a passive interface. You also cannot use a passive interface to
obtain DHCP settings through auto configuration.

* You cannot use a passive interface in a syslog server configuration.

* You cannot configure any type of VPN on a passive interface.

Configure the Switch for a Hardware FTD Passive Interface

A passive interface on a hardware FTD device works only if you configure the network switch correctly. The
following procedure is based on a Cisco Nexus 5000 series switch. If you have a different type of switch, the
commands might be different.

The basic idea is to configure a SPAN (Switched Port Analyzer) or mirror port, connect the passive interface
to that port, and configure a monitoring session on the switch to send copies of traffic from one or more source
ports to the SPAN or mirror port.

Procedure

Step 1 Configure a port on the switch as a monitor (SPAN or mirror) port.

switch (config) # interface Ethernetl/48
switch (config-if)# switchport monitor
switch (config-if)#

Step 2 Define a monitoring session to identify the ports to monitor.

Ensure that you define the SPAN or mirror port as the destination port. In the following example, two source
ports are monitored.

switch(config)# monitor session 1
switch (config-monitor)# source interface ethernet 1/7
switch (config-monitor)# source interface ethernet 1/8
( # destination interface ethernet 1/48
( #

)
switch (config-monitor)
) # no shut

switch (config-monitor

Step 3 (Optional.) Verify the configuration using show monitor session command.

The following example shows the brief output for session 1.
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Step 4

Configure the VLAN for a FTDv Passive Interface .

switch# show monitor session 1 brief
session 1

type : local

state :oup

source intf
rx : Ethl/7 Ethl/8
tx : Ethl/7 Ethl/8
both : Ethl/7 Ethl/8

source VSANs :
destination ports : Ethl/48

Legend: f = forwarding enabled, 1 = learning enabled

Physically connect the cable from the FTD passive interface to the destination port on the switch.

You can configure the interface in passive mode either before or after you make the physical connection. See
Configure a Physical Interface in Passive Mode, on page 259.

Configure the VLAN for a FTDv Passive Interface

A passive interface on a FTDv device works only if you configure the VLAN on the virtual network correctly.
Ensure that you do the following:

* Connect the FTDv interface to a VLAN that you have configured in promiscuous mode. Then, configure
the interface as explained in Configure a Physical Interface in Passive Mode, on page 259. The passive
interface will see a copy of all traffic on the promiscuous VLAN.

* To the same VLAN, connect one or more endpoint devices, such as virtual Windows systems. You can
use a single device if there is a connection from the VLAN to the Internet. Otherwise, you need at least
two devices so that you can pass traffic between them. To get data for URL categories, you need to have
an Internet connection.

Configure a Physical Interface in Passive Mode

You can configure an interface in passive mode. When acting passively, the interface simply monitors the
traffic from the source ports in a monitoring session configured on the switch itself (for hardware devices) or
on the promiscuous VLAN (for FTDv). For detailed information on what you need to configure in the switch
or virtual network, see the following topics:

* Configure the Switch for a Hardware FTD Passive Interface, on page 258

* Configure the VLAN for a FTDv Passive Interface, on page 259
Use passive mode when you want to analyze the traffic coming through the monitored switch ports without

impacting the traffic. For an end-to-end example of using passive mode, see How to Passively Monitor the
Traffic on a Network, on page 76.
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Procedure

Step 1 Click Device, and then click the link in the Interfaces summary, and then click Interfaces or EtherChannel.

Step 2 Click the edit icon (O) for the physical interface or EtherChannel you want to edit.
Pick a currently-unused interface. If you intend to convert an in-use interface to a passive interface, you need

to first remove the interface from any security zone and remove all other configurations that use the interface.

Step 3 Set the Status slider to the enabled setting (‘D).
Step 4 Configure the following:

« Interface Name—The name for the interface, up to 48 characters. Alphabetic characters must be lower
case. For example, monitor.

» Mode—Select Passive.

* (Optional.) Description—The description can be up to 200 characters on a single line, without carriage
returns.

Note You cannot configure IPv4 or IPv6 addresses. On the Advanced tab, you can change the MTU,
duplex, and speed settings only.

Step5  Click OK.

What to do next

Creating a passive interface is not sufficient for populating the dashboards with information about the traffic
seen on the interface. You must also do the following. The use case covers these steps. See How to Passively
Monitor the Traffic on a Network, on page 76.

* Create a passive security zone and add the interface to it. See Configuring Security Zones, on page 133.

» Create access control rules that use the passive security zone as the source zone. Typically, you would
apply intrusion policies in these rules to implement IDS (intrusion detection system) monitoring. See
Configuring the Access Control Policy, on page 337.

* Optionally, create SSL decryption and identity rules for the passive security zone, and enable the Security
Intelligence policy.

Configure Advanced Interface Options

Advanced options include setting the MTU, hardware settings, management only, MAC address, and other
settings.

About MAC Addresses

You can manually configure Media Access Control (MAC) addresses to override the default.
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For a high availability configuration, you can configure both the active and standby MAC address for an
interface. If the active unit fails over and the standby unit becomes active, the new active unit starts using the
active MAC addresses to minimize network disruption.

Default MAC Addresses
Default MAC address assignments depend on the type of interface.

* Physical interfaces—The physical interface uses the burned-in MAC address.

* VLAN interfaces (Firepower 1010)—All VLAN interfaces share a MAC address. Ensure that any
connected switches can support this scenario. If the connected switches require unique MAC addresses,
you can manually assign MAC addresses. See Configure Advanced Options, on page 262.

* EtherChannels—For an EtherChannel, all interfaces that are part of the channel group share the same
MAC address. This feature makes the EtherChannel transparent to network applications and users,
because they only see the one logical connection; they have no knowledge of the individual links. The
port-channel interface uses a unique MAC address from a pool; interface membership does not affect
the MAC address.

* Subinterfaces—All subinterfaces of a physical interface use the same burned-in MAC address. You
might want to assign unique MAC addresses to subinterfaces. For example, your service provider might
perform access control based on the MAC address. Also, because IPv6 link-local addresses are generated
based on the MAC address, assigning unique MAC addresses to subinterfaces allows for unique IPv6
link-local addresses, which can avoid traffic disruption in certain instances on the FTD.

About the MTU

The MTU specifies the maximum frame payload size that the FTD device can transmit on a given Ethernet
interface. The MTU value is the frame size without Ethernet headers, VLAN tagging, or other overhead. For
example, when you set the MTU to 1500, the expected frame size is 1518 bytes including the headers, or 1522
when using VLAN. Do not set the MTU value higher to accommodate these headers.

Path MTU Discovery

The FTD device supports Path MTU Discovery (as defined in RFC 1191), which lets all devices in a network
path between two hosts coordinate the MTU so they can standardize on the lowest MTU in the path.

MTU and Fragmentation

For IPv4, if an outgoing IP packet is larger than the specified MTU, it is fragmented into 2 or more frames.
Fragments are reassembled at the destination (and sometimes at intermediate hops), and fragmentation can
cause performance degradation. For IPv6, packets are typically not allowed to be fragmented at all. Therefore,
your IP packets should fit within the MTU size to avoid fragmentation.

For UDP or ICMP, the application should take the MTU into account to avoid fragmentation.

)

Note The FTD device can receive frames larger than the configured MTU as long as there is room in memory.
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MTU and Jumbo Frames

A larger MTU lets you send larger packets. Larger packets might be more efficient for your network. See the

following guidelines:

» Matching MTUs on the traffic path—We recommend that you set the MTU on all FTD interfaces and
other device interfaces along the traffic path to be the same. Matching MTUs prevents intermediate
devices from fragmenting the packets.

» Accommodating jumbo frames—A jumbo frame is an Ethernet packet larger than the standard maximum
of 1522 bytes (including Layer 2 header and VLAN header), up to 9216 bytes. You can set the MTU to
9000 bytes or higher to accommodate jumbo frames. The maximum depends on the model.

\}

Note Increasing the MTU assigns more memory for jumbo frames, which might
limit the maximum usage of other features, such as access rules. If you
increase the MTU above the default 1500 on ASA 5500-X series devices
or FTDv, you must reboot the system. If the device is configured for high
availability, you must also reboot the standby device. You do not need to
reboot other models, where jumbo frame support is always enabled.

Configure Advanced Options

Step 1

Step 2

Advanced interface options have default settings that are appropriate for most networks. Configure them only
if you are resolving networking problems, or if you configure high availability.

The following procedure assumes the interface is already defined. You can also edit these settings while
initially editing or creating the interface.

Limitations

* For bridge groups, you configure most of these options on the member interfaces. Except for DAD
attempts and Enable for HA Monitoring, these options are not available for the Bridge Virtual Interface
(BVI).

* You cannot set MTU, duplex, or speed for the Management interface on a Firepower 1000 or 2100 device.
 Advanced options are not available for Firepower 1010 switch ports.

* You cannot set duplex or speed for interfaces on the Firepower 4100/9300. Set these features for the
interface using FXOS.

* For passive interfaces, you can set the MTU, duplex, and speed only. You cannot make the interface
management only.

Procedure

Click Device, click the link in the Interfaces summary, and then click the interfaces type to view the list of
interfaces.

Click the edit icon (O) for the interface you want to edit.
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Step 3
Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Configure Advanced Options .

Click Advanced Options.

Select Enable for HA Monitoring if you want the health of the interface to be a factor when the system
decides whether to fail over to the peer unit in a high availability configuration.

This option is ignored if you do not configure high availability. It is also ignored if you do not configure a
name for the interface.

To make a data interface management only, select Management Only.

A management only interface does not allow through traffic, so there is very little value in setting a data
interface as management only. You cannot change this setting for the Management/Diagnostic interface, which
is always management only.

Change the MTU (maximum transmission unit) to the desired value.

The default MTU is 1500 bytes. The minimum and maximum depend on your platform. Set a high value if
you typically see jumbo frames on your network.

Note If you increase MTU above 1500 on ASA 5500-X series devices, ISA 3000 series devices, or the
FTDv, you must reboot the device. If the device is configured for high availability, you must also
reboot the standby device. You do not need to reboot other models, where jumbo frame support is
always enabled.

(Physical interface only.) Modify the speed and duplex settings.

The default is that the interface negotiates the best duplex and speed with the interface at the other end of the
wire, but you can force a specific duplex or speed if necessary. The options listed are only those supported
by the interface. Before setting these options for interfaces on a network module, please read Limitations for
Interface Configuration, on page 223.

* Duplex—Choose Auto, Half or Full. SFP interfaces only support Full duplex.

* Speed—Choose a speed (varies depending on the model), or Auto.

Modify the IPv6 Configuration settings.

» Enable DHCP for IPv6 address configuration—Whether to set the Managed Address Configuration
flag in the IPv6 router advertisement packet. This flag informs IPv6 autoconfiguration clients that they
should use DHCPvV6 to obtain addresses, in addition to the derived stateless autoconfiguration address.

+ Enable DHCP for IPv6 non-address configuration—Whether to set the Other Address Configuration
flag in the IPv6 router advertisement packet. This flag informs IPv6 autoconfiguration clients that they
should use DHCPv6 to obtain additional information from DHCPv6, such as the DNS server address.

* DAD Attempts—How often the interface performs Duplicate Address Detection (DAD), from 0 - 600.
The default is 1. During the stateless autoconfiguration process, DAD verifies the uniqueness of new
unicast IPv6 addresses before the addresses are assigned to interfaces. If the duplicate address is the
link-local address of the interface, the processing of IPv6 packets is disabled on the interface. If the
duplicate address is a global address, the address is not used. The interface uses neighbor solicitation
messages to perform Duplicate Address Detection. Set the value to 0 to disable duplicate address detection
(DAD) processing.

(Optional, recommended for subinterfaces and high availability units.) Configure the MAC address.

By default, the system uses the MAC address burned into the network interface card (NIC) for the interface.
Thus, all subinterfaces on an interface use the same MAC address, so you might want to create unique addresses
per subinterface. Manually configured active/standby MAC addresses are also recommended if you configure
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high availability. Defining the MAC addresses helps maintain consistency in the network in the event of
failover.

* MAC Address—The Media Access Control in H.H.H format, where H is a 16-bit hexadecimal digit.
For example, you would enter the MAC address 00-0C-F1-42-4C-DE as 000C.F142.4CDE. The MAC
address must not have the multicast bit set, that is, the second hexadecimal digit from the left cannot be
an odd number.)

« Standby MAC Address—For use with high availability. If the active unit fails over and the standby
unit becomes active, the new active unit starts using the active MAC addresses to minimize network
disruption, while the old active unit uses the standby address.

Step 10 Click OK.

Scan for Interface Changes, and Migrate an Interface

When you change interfaces on the device, the device informs the FDM that a change has occurred. You will
not be able to deploy your configuration until you perform an interface scan.The FDM supports migrating an
interface in your security policy with another interface, so removing an interface can be almost seamless.

About Interface Scanning and Migrating

Scanning

When you change interfaces on the device, the device informs the FDM that a change has occurred. You will
not be able to deploy your configuration until you perform an interface scan. After a scan, which detects any
added, removed, or restored interfaces, you can deploy your configuration; however, the parts of the
configuration that refer to removed interfaces will not be deployed.

Interface changes that require a scan include adding or removing interfaces. For example: network module
change; allocated interface change on the Firepower 4100/9300 chassis; interface change on the FTDv.

The following changes do not block deployment after a scan:

* Security zone membership
* EtherChannel interface membership
* Firepower 1010 VLAN interface switch port membership

* Bridge group interface membership, for policies that refer to the BVI

)

Note A syslog server egress interface change will not block deployment, although you should fix the syslog
server configuration, either manually or using the interface replacement feature.
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Migrating

Adding a new interface, or removing an unused interface, has minimal impact on the FTD configuration.
However, removing an interface that is used in your security policy will impact the configuration. Interfaces
can be referenced directly in many places in the FTD configuration, including security zones, NAT, VPN,
routing, DHCP server, and so on.

FDM supports migrating an interface in your security policy to another interface, so removing an interface
can be almost seamless.

\)

Note The migrate feature does not copy the name, IP address, and other configuration from one interface to
another; rather, this feature changes the security policy to refer to the new interface instead of the old
interface. You need to manually configure the new interface settings before migrating.

If you need to remove an interface, we recommend that you add the new interface and migrate the old interface
before you remove it. If you add and remove interfaces at the same time, the migration process will still work;
however, you cannot manually edit removed interfaces or policies referring to them, so you may find it easier
to perform the migration in stages.

If you replace an interface with the same type (for example, you need to RMA a network module), you can:
1. Remove the old module from the chassis; 2. Perform a scan; 3. Deploy changes unrelated to the removed
interfaces; 4. Replace the module; 5. Perform a new scan; 6. Deploy your configuration, including any changes
related to the interfaces. You do not need to perform a migration if the new interface has the same interface
ID and characteristics as the old interface.

Guidelines and Limitations for Interface Scanning and Migrating
Unsupported Interface Migrations
* Physical interface to BVI
* Passive interface to Firewall interface
* Bridge group members
* EtherChannel interface members
* ISA 3000 Hardware Bypass members
* Firepower 1010 VLAN interfaces or switch ports
* Diagnostic interface
* HA failover and state links

* Migration of interfaces of different types, for example migrating a bridge group interface to a feature
that requires a physical interface

Additional Guidelines

* If you need to remove an interface, we recommend that you add the new interface and migrate the old
interface before you remove it.
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* For FTDv, only add and remove interfaces at the end of the interface list. If you add or remove an interface
anywhere else, then the hypervisor will renumber your interfaces, causing the interface IDs in your
configuration to line up with the wrong interfaces.

« If a scan/migration goes bad, restore the original interfaces on the chassis, and re-scan to get back to the
original state.

* For backups, be sure to create a new backup with the new interfaces. A restore with the old configuration
will restore the old interface information, and you will have to perform the scan/replace again.

* For HA, make the same interface changes on both units before you perform the interface scan on the
active unit. You only need to perform the scan/migration on the active unit. Configuration changes are
replicated to the standby unit.

Scan and Migrate Interfaces

Scan for interface changes in the FDM, and migrate interface configurations from removed interfaces. If you
only want to migrate an interface configuration (and no scan is required), ignore the steps in the following
procedure related to scanning.

)

Note The migrate feature does not copy the name, IP address, and other configuration from one interface to
another; rather, this feature changes the security policy to refer to the new interface instead of the old
interface. You need to manually configure the new interface settings before migrating.

Procedure

Step 1 Add or remove interfaces on the chassis.
If you need to remove an interface, we recommend that you add the new interface and perform a replacement
of the old interface before you remove it.

Step 2 Scan for interface changes.

You will not be able to deploy your configuration until you perform an interface scan. If you try to deploy
before a scan, you see the following error:

Pending Changes

€ Some interfaces have been added to or removed from the device. Please perform an interface inventory scan before deploying
the current configuration.

a) Click Device, then click the View All Interfaces link in the Interfaces summary.

Interfaces

Enabled 3 of 13

View All Interfaces >
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=?,)'

b) Click the Scan Interfaces icon (
¢) Wait for the interfaces to scan, and then click OK.

Scan Interfaces

@ Interface scan completed.

Added (3) Removed (0}

unnamed
Port-channel2

unnamed
Port

unnamed
Ethernet1/5

After the scan, removed interfaces show on the Interfaces page with caution symbols:

4 Interfaces

@ Interface could not be reached. You

must remove this interface from all
policies.

> A Ethernet1/2

Step 3 To migrate an existing interface to a new one:

a) Configure the new interface with a name, IP address, and so on.

If you want to use the existing IP address and name of an interface that you want to remove, then you
need to first reconfigure the old interface with a dummy name and IP address so that you can use those
settings on the new interface.

b) Click the Migrate icon for the old interface.
%O
Migrate

This process migrates the old interface to the new interface in all configuration settings that refer to the
interface.

¢) Choose the new interface from the Migrate to: drop-down list.
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outside (GigabitEthernet0/0)

Migrate Interface

A The only way to undo an interface migration is to discard all pending changes

Migrate to:
@ diagnostic (Management0/0) -
@ inside (GigabitEthernet0/1) - ; -
E] unnamed (GigabitEthemet0/5) -
|'_i] unnamed (GigabitEthemet0/4) -

—_— T

Create new Subinterface

d) A message appears on the Interfaces page. Click the link in the message.

X

vas created.

k to migrate an interfac

1 the task list.

e) Check the Task List to ensure that the migration was successful.

Task List
8 total 0 running 7 completed 1 failures Delate all finished tasks

Start

Name Time EndTime Status Actions

Config migration from source interface outside to 06 Jun 06 Jun

destination interface outside_2 2019 2019 9 Migration is
12:37 12:37  successful

PM PM

f) If the migration fails, you can view the reasons in the API Explorer.

To open API Explorer, click the more options button ( © ) and choose API Explorer. Choose Interface >
GET /jobs/interfacemigrations, and then click Try it Out!.

Step 4 Deploy your configuration.
The parts of the configuration that refer to removed inerfaces will not be deployed, in which case you will
see the following message:
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Step 5

Step 6

Configure Hardware Bypass for Power Failure (ISA 3000) .

Pending Changes @ X

A

to Interfaces

Remove the old interfaces on the chassis, and perform another scan.

Removed interfaces that are no longer used in your policy will be removed from the Interfaces page.

Redeploy your configuration to remove the unused interfaces from your configuration.

Configure Hardware Bypass for Power Failure (ISA 3000)

Step 1

You can enable hardware bypass so that traffic continues to flow between an interface pair during a power
outage. Supported interface pairs are copper interfaces GigabitEthernet 1/1 and 1/2; and GigabitEthernet 1/3
and 1/4. If you have a fiber Ethernet model, only the copper Ethernet pair (GigabitEthernet 1/1 and 1/2)
supports hardware bypass. By default, hardware bypass is enabled for both interface pairs if supported.

When hardware bypass is active, traffic passes between these interface pairs at layer 1. Both the FDM and
the FTD CLI will see the interfaces as being down. No firewall functions are in place, so make sure you
understand the risks of allowing traffic to pass through the device.

We suggest that you disable TCP sequence number randomization (as described in this procedure). By default,
the ISA 3000 rewrites the initial sequence number (ISN) of TCP connections passing through it to a random
number. When hardware bypass is activated, the ISA 3000 is no longer in the data path and does not translate
the sequence numbers. The receiving client receives an unexpected sequence number and drops the connection,
so the TCP session needs to be re-established. Even with TCP sequence number randomization disabled, some
TCP connections will have to be re-established because of the link that is temporarily down during the
switchover.

In CLI Console or an SSH session, use the show hardware-bypass command to monitor the operational
status.
Before you begin
For hardware bypass to work:
* You must place the interface pairs in the same bridge group.

* You must attach the interfaces to access ports on the switch. Do not attach them to trunk ports.

Procedure

Click Device, then click the link in the Interfaces summary.

The Hardware Bypass section at the top of the page shows the current configuration on the allowed interface
pairs for this device.
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Step 2

Step 3

Step 4

However, you must ensure the pairs are configured in the same bridge group before you can enable hardware
bypass.

To enable or disable automatic hardware bypass on a given pair, move the slider for the pair in the Bypass
When Power Down column.

The change is not immediate. You must deploy the configuration.

(Optional) To manually enable or disable hardware bypass on a pair.

For example, you might want to test the system, or temporarily bypass the device for some reason. Note that
you must deploy the configuration to change the state of hardware bypass; simply changing the settings is not
sufficient.

When you manually enable/disable hardware bypass, you will see the following syslog messages, where pair
is 1/1-1/2 or 1/3-1/4.

* %FTD-6-803002: no protection will be provided by the system for traffic over GigabitEthernet pair
* %FTD-6-803003: User disabled bypass manually on GigabitEthernet pair

a) Move the slider for the pair to the enabled or disabled state in the Bypass Immediately column.
b) Click the Deploy Changes icon in the upper right of the web page and deploy the change.

In CLI Console or an SSH session, use the show hardware-bypass command to monitor the operational
status.

(Optional.) Create the FlexConfig object and policy needed to disable TCP sequence number randomization.
a) Click View Configuration in Device > Advanced Configuration.

b) Click FlexConfig > FlexConfig Objects in the Advanced Configuration table of contents.

¢) Click the + button to create a new object.

d) Enter a name for the object. For example, Disable_ TCP_Randomization.

e) Inthe Template editor, enter the commands to disable TCP sequence number randomization.

The command is set connection random-sequence-number disable, but you must configure it for a
specific class within a policy map. By far, the easiest approach is to disable random sequence numbers
globally, which requires the following commands:

policy-map global policy
class default class
set connection random-sequence-number disable

f) Inthe Negate Template editor, enter the lines required to undo this configuration.
For example, if you disable TCP sequence number randomization globally, the negate template would be

the following:

policy-map global policy
class default class
set connection random-sequence-number enable

g) Click OK to save the object.
You now need to add the object to the FlexConfig policy. Creating the object is not enough.

h) Click FlexConfig Policy in the table of contents.
i) Click + in the Group List.
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j)  Select the Disable TCP_Randomization object and click OK.

The preview should update with the commands in the template. Verify you are seeing the expected
commands.

k) Click Save.

You can now deploy the policy.

Monitoring Interfaces

You can view some basic information about interfaces in the following areas:

» Device. Use the port graphic to monitor the current state of the interfaces. Mouse over a port to see its
IP addresses, EtherChannel membership, and enabled and link statuses. The IP addresses can be statically
assigned or obtained using DHCP.

Interface ports use the following color coding:
* Green—The interface is configured, enabled, and the link is up.

» Gray—The interface is not enabled.

* Orange/Red—The interface is configured and enabled, but the link is down. If the interface is wired,
this is an error condition that needs correction. If the interface is not wired, this is the expected
status.

 Monitoring > System. The Throughput dashboard shows information on traffic flowing through the
system. You can view information on all interfaces, or you can select a specific interface to examine.

» Monitoring > Zones. This dashboard shows statistics based on security zones, which are composed of
interfaces. You can drill into this information for more detail.

Monitoring Interfaces in the CLI

You can also open the CLI console or log into the device CLI and use the following commands to get more
detailed information about interface-related behavior and statistics.

» show interface displays interface statistics and configuration information. This command has many
keywords you can use to get to the information you need. Use ? as a keyword to see the available options.

+ show ipv6 interface displays IPv6 configuration information about the interfaces.

« show bridge-group displays information about Bridge Virtual Interfaces (BVI), including member
information and IP addresses.

» show conn displays information about the connections currently established through the interfaces.
« show traffic displays statistics about traffic flowing through each interface.
+ show ipv6 traffic displays statistics about IPv6 traffic flowing through the device.

« show dhcpd displays statistics and other information about DHCP usage on the interfaces, particularly
about the DHCP servers configured on interfaces.
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+ show switch vlan displays the VLAN—to—switch port association.
+ show switch mac-address-table shows the static and dynamic MAC address entries.
* show arp shows dynamic, static, and proxy ARP entries.

« show power inline shows PoE status.

Examples for Interfaces

The use case chapter includes the following interface-related examples:

* How to Configure the Device in FDM, on page 43
* How to Add a Subnet, on page 71

* How to Passively Monitor the Traffic on a Network, on page 76

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



CHAPTER 1 2

Routing

The system uses a routing table to determine the egress interface for packets entering the system. The following
topics explain routing basics and how to configure routing on the device.

* Routing Overview, on page 273
« Static Routes, on page 278
* Monitoring Routing, on page 282

Routing Overview

Route Types

The following topics describe how routing behaves within the FTD device. Routing is the act of moving
information across a network from a source to a destination. Along the way, at least one intermediate node is
typically encountered. Routing involves two basic activities: determining optimal routing paths and transporting
packets through a network.

There are two main types of route: static or dynamic.

Static routes are those that you define explicitly. These are stable, normally high-priority routes, that you
would use to ensure traffic to the route destination is always sent out the correct interface. For example, you
would create a default static route to cover all traffic not already covered by any other route, that is, 0.0.0.0/0
for IPv4 or ::/0 for IPv6. Another example would be a static route to an internal syslog server that you always
want to use.

Dynamic routes are those learned through the operation of a routing protocol, such as OSPF, BGP, EIGRP,
IS-IS, or RIP. You do not define the routes directly. Instead, you configure the routing protocol, and the system
then communicates with neighbor routers, transmitting routing updates to them and receiving routing updates
in turn.

Dynamic routing protocols adjust the routing table to changing network circumstances by analyzing incoming
routing update messages. If the message indicates that a network change has occurred, the system recalculates
routes and sends out new routing update messages. These messages permeate the network, stimulating routers
to rerun their algorithms and change their routing tables accordingly.

Static routing is simple and serves the purpose of basic routing. It works well in environments where network
traffic is relatively predictable and where network design is relatively simple. However, because static routes
cannot change unless you edit them, they cannot react to changes in the network.

Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0 [Jj



The Basics |
. The Routing Table and Route Selection

Unless you have a small network, you would typically combine static routes with one or more dynamic routing
protocol. You would define at least one static route, as the default route for any traffic that does not match an
explicit route.

\)

Note  You can use Smart CLI to configure the following routing protocols: OSPF, BGP. Use FlexConfig to
configure other routing protocols that are supported in ASA software.

The Routing Table and Route Selection

When NAT translations (xlates) and rules do not determine the egress interface, the system uses the routing
table to determine the path for a packet.

Routes in the routing table include a metric called “administrative distance” that provides a relative priority
to a given route. If a packet matches more than one route entry, the one with the lowest distance is used.
Directly connected networks (those defined on an interface) have the distance 0, so they are always preferred.
Static routes have a default distance of 1, but you can create them with any distance between 1-254.

Routes that identify a specific destination take precedence over the default route (the route whose destination
is 0.0.0.0/0 or ::/0).

How the Routing Table Is Populated

The FTD routing table can be populated by statically defined routes, directly connected routes, and routes
discovered by the dynamic routing protocols. Because the FTD device can run multiple routing protocols in
addition to having static and connected routes in the routing table, it is possible that the same route is discovered
or entered in more than one manner. When two routes to the same destination are put into the routing table,
the one that remains in the routing table is determined as follows:

» If the two routes have different network prefix lengths (network masks), then both routes are considered
unique and are entered into the routing table. The packet forwarding logic then determines which of the
two to use.

For example, if the RIP and OSPF processes discovered the following routes:

« RIP: 192.168.32.0/24
* OSPF: 192.168.32.0/19

Even though OSPF routes have the better administrative distance, both routes are installed in the routing
table because each of these routes has a different prefix length (subnet mask). They are considered
different destinations and the packet forwarding logic determines which route to use.

« If the FTD device learns about multiple paths to the same destination from a single routing protocol,
such as RIP, the route with the better metric (as determined by the routing protocol) is entered into the
routing table.

Metrics are values associated with specific routes, ranking them from most preferred to least preferred.
The parameters used to determine the metrics differ for different routing protocols. The path with the
lowest metric is selected as the optimal path and installed in the routing table. If there are multiple paths
to the same destination with equal metrics, load balancing is done on these equal cost paths.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| The Basics

Administrative Distances for Routes .

* [f the FTD device learns about a destination from more than one routing protocol, the administrative
distances of the routes are compared, and the routes with lower administrative distance are entered into
the routing table.

Administrative Distances for Routes

You can change the administrative distances for routes discovered by or redistributed into a routing protocol.
If two routes from two different routing protocols have the same administrative distance, then the route with
the lower default administrative distance is entered into the routing table. In the case of EIGRP and OSPF
routes, if the EIGRP route and the OSPF route have the same administrative distance, then the EIGRP route
is chosen by default.

Administrative distance is a route parameter that the FTD device uses to select the best path when there are
two or more different routes to the same destination from two different routing protocols. Because the routing
protocols have metrics based on algorithms that are different from the other protocols, it is not always possible
to determine the best path for two routes to the same destination that were generated by different routing
protocols.

Each routing protocol is prioritized using an administrative distance value. The following table shows the
default administrative distance values for the routing protocols supported by the FTD device.

Table 6: Default Administrative Distance for Supported Routing Protocols

Route Source Default Administrative Distance
Connected interface 0
VPN route 1
Static route 1
EIGRP Summary Route 5
External BGP 20
Internal EIGRP 90
OSPF 110
IS-IS 115
RIP 120
EIGRP external route 170
Internal and local BGP 200
Unknown 255

The smaller the administrative distance value, the more preference is given to the protocol. For example, if
the FTD device receives a route to a certain network from both an OSPF routing process (default administrative
distance - 110) and a RIP routing process (default administrative distance - 120), the FTD device chooses the
OSPF route because OSPF has a higher preference. In this case, the router adds the OSPF version of the route
to the routing table.
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A VPN advertised route (V-Route/RRI)) is equivalent to a static route with the default administrative distance
1. But it has a higher preference as with the network mask 255.255.255.255.

In this example, if the source of the OSPF-derived route was lost (for example, due to a power shutdown),
the FTD device would then use the RIP-derived route until the OSPF-derived route reappears.

The administrative distance is a local setting. For example, if you change the administrative distance of routes
obtained through OSPF, that change would only affect the routing table for the FTD device on which the
command was entered. The administrative distance is not advertised in routing updates.

Administrative distance does not affect the routing process. The routing processes only advertise the routes
that have been discovered by the routing process or redistributed into the routing process. For example, the
RIP routing process advertises RIP routes, even if routes discovered by the OSPF routing process are used in
the routing table.

Backup Dynamic and Floating Static Routes

A backup route is registered when the initial attempt to install the route in the routing table fails because
another route was installed instead. If the route that was installed in the routing table fails, the routing table
maintenance process calls each routing protocol process that has registered a backup route and requests them
to reinstall the route in the routing table. If there are multiple protocols with registered backup routes for the
failed route, the preferred route is chosen based on administrative distance.

Because of this process, you can create floating static routes that are installed in the routing table when the
route discovered by a dynamic routing protocol fails. A floating static route is simply a static route configured
with a greater administrative distance than the dynamic routing protocols running on the FTD device. When
the corresponding route discovered by a dynamic routing process fails, the static route is installed in the routing
table.

How Forwarding Decisions Are Made
Forwarding decisions are made as follows:

» If the destination does not match an entry in the routing table, the packet is forwarded through the interface
specified for the default route. If a default route has not been configured, the packet is discarded.

» Ifthe destination matches a single entry in the routing table, the packet is forwarded through the interface
associated with that route.

* [f the destination matches more than one entry in the routing table, then the packet is forwarded out of
the interface associated with the route that has the longer network prefix length.

For example, a packet destined for 192.168.32.1 arrives on an interface with the following routes in the routing
table:
* 192.168.32.0/24 gateway 10.1.1.2

* 192.168.32.0/19 gateway 10.1.1.3

In this case, a packet destined to 192.168.32.1 is directed toward 10.1.1.2, because 192.168.32.1 falls within
the 192.168.32.0/24 network. It also falls within the other route in the routing table, but 192.168.32.0/24 has
the longest prefix within the routing table (24 bits verses 19 bits). Longer prefixes are always preferred over
shorter ones when forwarding a packet.
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Note Existing connections continue to use their established interfaces even if a new similar connection would
result in different behavior due to a change in routes.

Routing Table for Management Traffic

As a standard security practice, it is often necessary to segregate and isolate management (from-the-device)
traffic from data traffic. To achieve this isolation, the FTD device uses a separate routing table for
management-only traffic vs. data traffic. Separate routing tables means that you can create separate default
routes for data and management as well.

Types of Traffic for Each Routing Table
Through-the-device traffic always uses the data routing table.

From-the-device traffic, depending on the type, uses either the management-only routing table or the data
routing table by default. If a match is not found in the default routing table, it checks the other routing table.

* Management-only table from-the-device traffic includes AAA server communications.

* Data table from-the-device traffic includes DNS server lookups and DDNS. An exception is if you only
specify the Diagnostic interface for DNS, then the FTD device will only use the management-only table.

Interfaces Included in the Management-Only Routing Table

Management-only interfaces include any the Management x/x interfaces as well as any interfaces that you
have configured to be management-only.

\}

Note The Management virtual interface uses its own Linux routing table that is not part of the FTD route
lookup. Traffic originating on the Management interface includes the FDM management sessions,
licensing communication, and database updates. The Diagnostic logical interface, on the other hand,
uses the management-only routing table described in this section.

Fallback to the Other Routing Table
If a match is not found in the default routing table, it checks the other routing table.
Using the Non-Default Routing Table

If you need from-the-box traffic to go out an interface that isn't in its default routing table, then you might
need to specify that interface when you configure it, rather than relying on the fall back to the other table. The
FTD will only check routes for the specified interface. For example, if you need to communicate with a
RADIUS server on a data interface, then specify that interface in the RADIUS configuration. Otherwise, if
there is a default route in the management-only routing table, then it will match the default route and never
fall back to the data routing table.

Equal-Cost Multi-Path (ECMP) Routing

The FTD device supports Equal-Cost Multi-Path (ECMP) routing.
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You can have up to 8 equal cost static or dynamic routes per interface. For example, you can configure multiple
default routes on the outside interface that specify different gateways.

route for 0.0.0.
route for 0.0.0.
route for 0.0.0.

0.0.0.0 through outside to 10.1.1.2
0.0.0.0 through outside to 10.1.1.3
0.0.0.0 through outside to 10.1.1.4

o O O

In this case, traffic is load-balanced on the outside interface between 10.1.1.2, 10.1.1.3, and 10.1.1.4. Traffic
is distributed among the specified gateways based on an algorithm that hashes the source and destination IP
addresses, incoming interface, protocol, source and destination ports.

Static Routes

You can create static routes to provide basic routing for your network.

About Static and Default Routes

Default Route

Static Routes

To route traffic to a non-connected host or network, you must define a route to the host or network, either
using static or dynamic routing. Generally, you must configure at least one static route: a default route for all
traffic that is not routed by other means to a default network gateway, typically the next hop router.

The simplest option is to configure a default static route to send all traffic to an upstream router, relying on
the router to route the traffic for you. A default route identifies the gateway IP address to which the FTD
device sends all IP packets for which it does not have a learned or static route. A default static route is simply
a static route with 0.0.0.0/0 (IPv4) or ::/0 (IPv6) as the destination IP address.

You should always define a default route.

Because the FTD device uses separate routing tables for data traffic and for management traffic, you can
optionally configure a default route for data traffic and another default route for management traffic. Note
that from-the-device traffic uses either the management-only or data routing table by default depending on
the type, but will fall back to the other routing table if a route is not found. Default routes will always match
traffic, and will prevent a fall back to the other routing table. In this case, you must specify the interface you
want to use for egress traffic if that interface is not in the default routing table. The Diagnostic interface is
included in the management-only table. The special Management interface uses a separate Linux routing table,
and has its own default route.

You might want to use static routes in the following cases:
* Your networks use an unsupported router discovery protocol.
* Your network is small and you can easily manage static routes.
* You do not want the traffic or CPU overhead associated with routing protocols.

* In some cases, a default route is not enough. The default gateway might not be able to reach the destination
network, so you must also configure more specific static routes. For example, if the default gateway is
outside, then the default route cannot direct traffic to any inside networks that are not directly connected
to the FTD device.
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* You are using a feature that does not support dynamic routing protocols.

Backup Static Routes and Static Route Tracking

One of the problems with static routes is that there is no inherent mechanism for determining if the route is
up or down. Static routes remain in the routing table even if the next hop gateway becomes unavailable. Static
routes are only removed from the routing table if the associated interface goes down.

By implementing route tracking, using a Service Level Agreement (SLA) monitor, you can track the availability
of a static route and automatically install a backup route if the primary route should fail. For example, you
can define a default route to an ISP gateway and a backup default route to a secondary ISP in case the primary
ISP becomes unavailable.

When you use route tracking, you associate a target IP address on the destination network to the tracked route.
The system then uses [ICMP echo requests to periodically verify that the address can be reached. If the system
does not receive an echo reply within the time period you specify, the host is considered unreachable, and the
system removes the associated route from the routing table. The system can then use an untracked backup
route with a higher metric in place of the removed route.

Thus, to use a backup static route for a given destination, including for a default route, you must do the
following:

1. Create an SLA monitor that will monitor a reliable IP address on the destination network, such as a gateway
or an always-up server (such as a web server or syslog server). Do not monitor the IP address of a system
that might be taken off-line while the destination network remains healthy and available. See Configure
SLA Monitor Objects, on page 281.

2. Create the primary route to the destination and select the SLA monitor for the route. The metric for this
route should typically be 1. See Configuring Static Routes, on page 280.

3. Create the backup static route that will be used if the primary route fails. This route must have a larger
metric than the primary route. For example, if the primary route is 1, the backup route could be 10. You
would also normally select a different interface for the backup route.

Guidelines for Static Routing

Bridge Groups
* In routed mode, you must specify the BVI as the gateway; you cannot specify the member interface.

* For traffic that originates on the FTD device (such as syslog or SNMP) that is destined through a bridge
group member interface for a non-directly connected network, you need to configure either a default
route or static routes so the FTD device knows out of which bridge group member interface to send
traffic. If you have servers that cannot all be reached through a single default route, then you must
configure static routes.

» Static route tracking is not supported for bridge group member interfaces or on the BVI.

IPv6

» Static route tracking (SLA monitor) is not supported for IPv6.
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Configuring Static Routes

Step 1
Step 2

Step 3

Define static routes to tell the system where to send packets that are not bound for networks that are directly
connected to the interfaces on the system.

You need at least one static route, the default route, for network 0.0.0.0/0. This route defines where to send
packets whose egress interface cannot be determined by existing NAT xlates (translations) or static NAT
rules, or other static routes.

You might need other static routes if the default gateway cannot be used to get to all networks. For example,
the default route is usually an upstream router on the outside interface. If there are additional inside networks
that are not directly connected to the device, and they cannot be accessed through the default gateway, you
need static routes for each of those inside networks.

You cannot define static routes for the networks that are directly connected to system interfaces. The system
automatically creates these routes.

Procedure

Click Device, then click the link in the Routing summary.
On the Static Routing page, do one of the following:

» To add a new route, click +.
* Click the edit icon (& ) for the route you want to edit.

If you no longer need a route, click the trash can icon for the route to delete it.

Configure the route properties
* Name—A display name for the route.
« Description—An optional description of the purpose for the route.

* Interface—Select the interface through which you want to send traffic. The gateway address needs to
be accessible through this interface.

For bridge groups, you configure the route for the bridge group interface (BVI), not for the member
interfaces.

» Protocol—Select whether the route is for an I1Pv4 or IPv6 address.

* Networks—Select the network objects that identify the destination networks or hosts that should use
the gateway in this route.

To define a default route, use the pre-defined any-ipv4 or any-ipv6 network objects, or create an object
for the 0.0.0.0/0 (IPv4) or ::/0 (IPv6) network.

» Gateway—Select the host network object that identifies the IP address for the gateway. Traffic is sent
to this address. You cannot use the same gateway for routes on more than one interface.

» Metric—The administrative distance for the route, between 1 and 254. The default for static routes is
1. If there are additional routers between the interface and the gateway, enter the number of hops as the
administrative distance.
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Step 5

Configure SLA Monitor Objects .

Administrative distance is a parameter used to compare routes. The lower the number, the higher
precedence the route is given. Connected routes (networks directly connected to an interface on the
device) always take precedence over static routes.

(Optional; IPv4 routes only.) Select the SLA Monitor that should track this route's viability.

An SLA Monitor can verify that an always-available host on the target network is reachable. If it becomes
unreachable, the system can install a backup route. Thus, if you configure an SLA Monitor, you should also
configure another static route, with a larger metric, for this network. For example, if this route has the metric
1, create a backup route with the metric 10. For more information, see Backup Static Routes and Static Route
Tracking, on page 279.

If the SLA Monitor object does not yet exist, click the Create SLA Monitor link at the bottom of the list and
create it now.

Note If a monitored route is removed because the monitored address cannot be pinged, the route is
indicated in the static route table with a warning that the route is unreachable. Determine if the
problem is temporary or if you need to reconfigure the route. Consider the possibility that the route
is viable but that the monitored address is not sufficiently dependable.

Click OK.

Configure SLA Monitor Objects

Step 1
Step 2

Configure Service Level Agreement (SLA) Monitor objects for use with static routes. By using an SLA
monitor, you can track the health of a static route and automatically replace a failed route with a new one. For
more information on route tracking, see Backup Static Routes and Static Route Tracking, on page 279.

When selecting a monitoring target, you need to make sure that it can respond to ICMP echo requests. The
target can be any IP address, defined in a host network object, but you should consider using the following:

* The ISP gateway address, for dual ISP support.
* The next hop gateway address, if you are concerned about the availability of the gateway.
* A server on the target network, such as a syslog server, that the system needs to communicate with.

* A persistent [P address on the destination network. A workstation that might be shut down at night is
not a good choice.

Procedure

Select Objects, then select SLA Monitors from the table of contents.

Do one of the following:

* To create an object, click the + button.

* To edit an object, click the edit icon (O) for the object.

To delete an unreferenced object, click the trash can icon (0) for the object.
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Step 3 Enter a Name for the object and optionally, a description.
Step 4 Define the SLA monitor required options:

» Monitor Address—Select the host network object that defines the address to be monitored on the
destination network. You can click Create New Network if the object you require does not exist.

This address is monitored only if you attach the SLA monitor to a static route.

« Target Interface—Select the interface through which to send the echo request packets. This is normally
the interface on which you will define the static route. The interface source address is used as the source
address in the echo request packets.

Step 5 (Optional.) Adjust the IP ICMP Echo Options.

All of the ICMP options have defaults that are appropriate in most cases, but you can tune them to fit your
requirements.

* Threshold—The number of milliseconds for a rising threshold to be declared, from 0 to 2147483647.
The default is 5000 (5 seconds). This value should not be larger than the value set for the timeout. The
threshold value is only used to indicate over threshold events, which do not affect reachability. You can
use the frequency of threshold events to evaluate the setting for timeout.

« Timeout—The amount of time, in milliseconds, that the route monitoring operation should wait for a
response from the request packets, from 0 to 604800000 milliseconds (7 days). The default value is 5000
milliseconds (5 seconds). If the monitor does not get a response to at least one echo request during this
period, the process installs the backup route.

» Frequency—The number of milliseconds between SLA probes, from 1000 to 604800000, in multiples
of 1000. You cannot set a frequency that is less than the timeout value. The default is 60000 milliseconds
(60 seconds).

* Type of Service—An integer that defines the Type of Service (ToS) type in the IP header of the ICMP
echo request packet, from 0 to 255. The default is 0.

» Number of Packets—The number of packets to be sent with each poll, from 1 to 100. The default is 1
packet.

* Data Size—The size of the data payload to use in the echo request packets, from 0 to 16384 bytes. The
default value is 28. This setting specifies the size of the payload only; it does not specify the size of the
entire packet.

Step 6 Click OK.

You can now use the SLA monitor object in a static route.

Monitoring Routing

To monitor and troubleshoot routing, open the CLI console or log into the device CLI and use the following
commands.

« show route displays the routing table for the data interfaces, including routes for directly-connected
networks.
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* show ipv6 route displays the IPv6 routing table for the data interfaces, including routes for
directly-connected networks.

« show network displays the configuration for the virtual Management interface, including the management
gateway. Routing through the virtual Management interface is not handled by the data interface routing
table, unless you specify data-interfaces as the management gateway.

« show network-static-routes displays static routes configured for the virtual Management interface using
the configure network static-routes command. Normally, there will not be any static routes, as the
management gateway suffices for management routing in most cases. These routes are not available to
traffic on the data interfaces. This command is not available in the CLI console.
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Security Policies

* SSL Decryption, on page 287

* Identity Policies, on page 309

* Security Intelligence, on page 321

* Access Control, on page 327

* Intrusion Policies, on page 367

* Network Address Translation (NAT), on page 377
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CHAPTER 1 3

SSL Decryption

Some protocols, such as HTTPS, use Secure Sockets Layer (SSL) or its follow-on version, Transport Layer
Security (TLS), to encrypt traffic for secure transmissions. Because the system cannot inspect encrypted
connections, you must decrypt them if you want to apply access rules that consider higher-layer traffic
characteristics to make access decisions.

» About SSL Decryption, on page 287

* License Requirements for SSL Decryption, on page 290

* Guidelines for SSL Decryption, on page 291

* How to Implement and Maintain the SSL Decryption Policy, on page 291

* Configuring SSL Decryption Policies, on page 293

» Example: Blocking Older SSL/TLS Versions from the Network, on page 305
* Monitoring and Troubleshooting SSL Decryption, on page 306

About SSL Decryption

Normally, connections go through the access control policy to determine if they are allowed or blocked.
However, if you enable the SSL decryption policy, encrypted connections are first sent through the SSL
decryption policy to determine if they should be decrypted or blocked. Any unblocked connections, whether
or not decrypted, then go through the access control policy for a final allow/block decision.

)

Note  You must enable the SSL decryption policy in order to implement active authentication rules in the
identity policy. If you enable SSL decryption to enable identity policies, but do not otherwise want to
implement SSL decryption, select Do Not Decrypt for the default action and do not create additional
SSL decryption rules. The identity policy automatically generates whatever rules it needs.

The following topics explain encrypted traffic flow management and decryption in more detail.

Why Implement SSL Decryption?

Encrypted traffic, such as HTTPS connections, cannot be inspected.

Many connections are legitimately encrypted, such as connections to banks and other financial institutions.
Many web sites use encryption to protect privacy or sensitive data. For example, your connection to the FDM
is encrypted.
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However, users can also hide undesirable traffic within encrypted connections.

By implementing SSL decryption, you can decrypt connections, inspect them to ensure they do not contain
threats or other undesirable traffic, and then re-encrypt them before allowing the connection to proceed. (The
decrypted traffic goes through your access control policy and matches rules based on inspected characteristics
of the decrypted connection, not on the encrypted characteristics.) This balances your need to apply access
control policies with the user’s need to protect sensitive information.

You can also configure SSL decryption rules to block encrypted traffic of types you know you do not want
on your network.

Keep in mind that decrypting and then re-encrypting traffic adds a processing load on the device, which will
reduce overall system performance.

Actions You Can Apply to Encrypted Traffic

When configuring SSL decryption rules, you can apply the actions described in the following topics. These
actions are also available for the default action, which applies to any traffic that does not match an explicit
rule.

\}

Note  Any traffic that passes through the SSL decryption policy must then pass through the access control
policy. Except for traffic you drop in the SSL decryption policy, the ultimate allow or drop decision
rests with the access control policy.

Decrypt Re-Sign
If you elect to decrypt and re-sign traffic, the system acts as a man-in-the-middle.

For example, the user types in https://www.cisco.com in a browser. The traffic reaches the FTD device, the
device then negotiates with the user using the CA certificate specified in the rule and builds an SSL tunnel
between the user and the FTD device. At the same time the device connects to https://www.cisco.com and

creates an SSL tunnel between the server and the FTD device.

Thus, the user sees the CA certificate configured for the SSL decryption rule instead of the certificate from
www.cisco.com. The user must trust the certificate to complete the connection. The FTD device then performs
decryption/re-encryption in both directions for traffic between the user and destination server.

Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0




| Security Policies

Decrypt Known Key .

\)

Decrypt Known

Note Ifthe client does not trust the CA used to re-sign the server certificate, it warns the user that the certificate
should not be trusted. To prevent this, import the CA certificate into the client trusted CA store.
Alternatively, if your organization has a private PKI, you can issue an intermediate CA certificate signed
by the root CA which is automatically trusted by all clients in the organization, then upload that CA
certificate to the device.

If you configure a rule with the Decrypt Re-Sign action, the rule matches traffic based on the referenced
internal CA certificate’s signature algorithm type, in addition to any configured rule conditions. Because you
can select a single re-sign certificate for the SSL decryption policy, this can limit traffic matching for resign
rules.

For example, outgoing traffic encrypted with an elliptic curve (EC) algorithm matches a Decrypt Re-Sign
rule only if the re-sign certificate is an EC-based CA certificate. Similarly, traffic encrypted with an RSA
algorithm matches Decrypt Re-Sign rules only if the global re-sign certificate is RSA; outgoing traffic encrypted
with an EC algorithm does not match the rule, even if all other configured rule conditions match.

Key

If you own the destination server, you can implement decryption with a known key. In this case, when the
user opens a connection to https://www.cisco.com, the user sees the actual certificate for www.cisco.com,
even though it is the FTD device that is presenting the certificate.

Your organization must be the owner of the domain and certificate. For the example of cisco.com the only
possible way to have the end user see Cisco’s certificate would be if you actually own the domain cisco.com
(i.e. you are Cisco Systems) and have ownership of the cisco.com certificate signed by a public CA. You can
only decrypt with known keys for sites that your organization owns.

The main purpose of decrypting with a known key is to decrypt traffic heading to your HTTPS server to
protect your servers from external attacks. For inspecting client side traffic to external HTTPS sites, you must
use decrypt re-sign as you do not own the servers.

)

Do Not Decrypt

Note To use known key decryption, you must upload the server’s certificate and key as an internal identity
certificate, and then add it to the list of known-key certificates in the SSL decryption policy settings.
Then, you can write the rule for known-key decryption with the server’s address as the destination
address. For information on adding the certificate to the SSL decryption policy, see Configure Certificates
for Known Key and Re-Sign Decryption, on page 302.

If you elect to bypass decryption for certain types of traffic, no processing is done on the traffic. The encrypted
traffic proceeds to the access control policy, where it is allowed or dropped based on the access control rule
it matches.
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You can simply block encrypted traffic that matches an SSL decryption rule. Blocking in the SSL decryption
policy prevents the connection from reaching the access control policy.

When you block an HTTPS connection, the user does not see the system default block response page. Instead,
the user sees the browser’s default page for a secure connection failure. The error message does not indicate
the site was blocked due to policy. Instead, errors might indicate that there are no common encryption
algorithms. It will not be obvious from this message that you blocked the connection on purpose.

Automatically Generated SSL Decryption Rules

Whether you enable the SSL decryption policy, the system automatically generates Decrypt Re-sign rules for
each identity policy rule that implements active authentication. This is required to enable active authentication
for HTTPS connections.

When you enable the SSL decryption policy, you see these rules under the Identity Policy Active Authentication
Rules heading. These rules are grouped at the top of the SSL decryption policy. The rules are read only. You
can change them only by altering your identity policy.

Handling Undecryptable Traffic

There are several characteristics that make a connection undecryptable. If a connection has any of the following
characteristics, the default action is applied to the connection regardless of any rule the connection would
otherwise match. If you select Block as your default action (rather than Do Not Decrypt), you might run into
issues, including excessive drops of legitimate traffic.

» Compressed session—Data compression was applied to the connection.

» SSLv2 session—The minimum supported SSL version is SSLv3.

» Unknown cipher suite—The system does not recognize the cipher suite for the connection.

* Unsupported cipher suite—The system does not support decryption based on the detected cipher suite.

« Session not cached—The SSL session has session reuse enabled, the client and server reestablished the
session with the session identifier, and the system did not cache that session identifier.

» Handshake errors—An error occurred during the SSL handshake negotiation.
* Decryption errors—An error occurred during the decryption operation.

* Passive interface traffic—All traffic on passive interfaces (passive security zones) is undecryptable.

License Requirements for SSL Decryption

You do not need a special license to use the SSL decryption policy.

However, you do need the URL license to create rules that use URL categories and reputations as match
criteria. For information on configuring licenses, see Enabling or Disabling Optional Licenses, on page 90.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Security Policies

Guidelines for SSL Decryption .

Guidelines for SSL Decryption

Keep the following in mind when configuring and monitoring SSL decryption policies:

» The SSL Decryption policy is bypassed for any connections that match access control rules set to trust
or block if those rules:

* Use security zone, network, geolocation, and port only as the traffic matching criteria.

* Come before any other rules that require inspection, such as rules that match connections based on
application or URL, or allow rules that apply intrusion or file inspection.

» When using URL category matching, note that there are cases where the login page for a site is in a
different category than the site itself. For example, Gmail is in the “Web based email” category, whereas
the login page is in the “Internet Portals” category. To get connections to these sites decrypted, you must
include both categories in the rule.

* I[f a Vulnerability Database (VDB) update removes (deprecates) applications, you must make changes
to any SSL decryption rules or application filters that use the application that was deleted. You cannot
deploy changes until you fix these rules. In addition, you cannot install system software updates before
fixing the issue. On the Application Filters object page, or the Application tab of the rule, these applications
say “(Deprecated)” after the application name.

* You cannot disable the SSL decryption policy if you have any active authentication rules. To disable the
SSL decryption policy, you must either disable the identity policy, or delete any identity rules that use
active authentication.

How to Implement and Maintain the SSL Decryption Policy

Step 1

You can use SSL decryption policies to turn encrypted traffic into plain text traffic, so that you can then apply
URL filtering, intrusion and malware control, and other services that require deep packet inspection. If your
policies allow the traffic, the traffic is re-encrypted before it leaves the device.

The SSL decryption policy applies to encrypted traffic only. No unencrypted connections are evaluated against
SSL decryption rules.

Unlike some other security policies, you need to monitor and actively maintain the SSL decryption policy,
because certificates can expire or even be changed on destination servers. Additionally, changes in client
software might alter your ability to decrypt certain connections, because the decrypt re-sign action is
indistinguishable from a man-in-the-middle attack.

The following procedure explains the end-to-end process of implementing and maintaining the SSL decryption
policy.

Procedure

If you will implement Decrypt Re-sign rules, create the required internal CA certificate.
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Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

You must use an internal Certificate Authority (CA) certificate. You have the following options. Because
users must trust the certificate, either upload a certificate client browsers are already configured to trust, or
ensure that the certificate you upload is added to the browser trust stores.

* Create a self-signed internal CA certificate, which is signed by the device itself. See Generating Self-Signed
Internal and Internal CA Certificates, on page 146.

* Upload an internal CA certificate and key signed by an external trusted CA or by a CA inside your
organization. See Uploading Internal and Internal CA Certificates, on page 145.

If you will implement Decrypt Known Key rules, collect the certificate and key from each of the internal
Servers.

You can use Decrypt Known Key only with servers that you control, because you must obtain the certificate
and key from the server. Upload these certificates and keys as internal certificates (not internal CA certificates).
See Uploading Internal and Internal CA Certificates, on page 145.

Enable the SSL Decryption Policy, on page 294.

When you enable the policy, you also configure some basic settings.

Configure the Default SSL Decryption Action, on page 295.

If in doubt, select Do Not Decrypt as the default action. Your access control policy can still drop traffic that
matches the default SSL decryption rule if appropriate.

Configure SSL Decryption Rules, on page 296.
Identify traffic to decrypt and the type of decryption to apply.

If you configure known key decryption, edit the SSL decryption policy settings to include those certificates.
See Configure Certificates for Known Key and Re-Sign Decryption, on page 302.

If necessary, download the CA certificate used for Decrypt Re-sign rules and upload it to the browser on client
workstations.

For information on downloading the certificate and distributing it to clients, see Downloading the CA Certificate
for Decrypt Re-Sign Rules, on page 303.

Periodically, update re-sign and known key certificates.

* Re-sign certificate—Update this certificate before it expires. If you generate the certificate through the
FDM, it is valid for 5 years. To check the validity period for a certificate, select Objects > Certificates,

find the certificate in the list, and click the information icon (o) for it in the Actions column. The
information dialog box shows the validity period and some other characteristics. You can also upload a
replacement certificate from this page.

» Known-key certificate—For any known-key decryption rules, you need to ensure that you have uploaded
the destination server’s current certificate and key. Whenever the certificate and key changes on supported
servers, you must also upload the new certificate and key (as an internal certificate) and update the SSL
decryption settings to use the new certificate.

Upload missing trusted CA certificates for external servers.

The system includes a wide range of trusted CA root and intermediate certificates issued by third parties.
These are needed when negotiating the connection between the FTD and the destination servers for decrypt
re-sign rules.
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Upload all certificates within a root CA’s chain of trust to the list of trusted CA certificates, including the root
CA certificate and all intermediate CA certificates. Otherwise, it is more difficult to detect trusted certificates
issued by intermediate CAs. Upload certificates on the Objects > Certificates page. See Uploading Trusted
CA Certificates, on page 147.

Configuring SSL Decryption Policies

Step 1

Step 2

Step 3

You can use SSL decryption policies to turn encrypted traffic into plain text traffic, so that you can then apply
URL filtering, intrusion and malware control, and other services that require deep packet inspection. If your
policies allow the traffic, the traffic is re-encrypted before it leaves the device.

The SSL decryption policy applies to encrypted traffic only. No unencrypted connections are evaluated against
SSL decryption rules.

\}

Note VPN tunnels are decrypted before the SSL decryption policy is evaluated, so the policy never applies

to the tunnel itself. However, any encrypted connections within the tunnel are subject to evaluation by
the SSL decryption policy.

The following procedure explains how to configure the SSL decryption policy. For an explanation of the
end-to-end process of creating and managing SSL decryption, see How to Implement and Maintain the SSL
Decryption Policy, on page 291.

Before you begin
The SSL decryption rules table contains two sections:

« Identity Policy Active Authentication Rules—If you enable the identity policy and create rules that
use active authentication, the system automatically creates the SSL decryption rules needed to make
those policies work. These rules are always evaluated before the SSL decryption rules you create yourself.
You can alter these rules only indirectly, by making changes to the identity policy.

 SSL Native Rules—These are rules that you have configured. You can add rules to this section only.

Procedure

Select Policies > SSL Decryption.

If you have not yet enabled the policy, click Enable SSL Decryption and configure policy settings, as described
in Enable the SSL Decryption Policy, on page 294.

Configure the default action for the policy.

The safest choice is Do Not Decrypt. For more information, see Configure the Default SSL Decryption
Action, on page 295.

Manage the SSL decryption policy.
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After you configure SSL decryption settings, this page lists all rules in order. Rules are matched against traffic
from top to bottom with the first match determining the action to apply. You can do the following from this

page:
* To disable the policy, click the SSL Decryption Policy toggle. You can re-enable it by clicking Enable
SSL Decryption.

* To edit policy settings, including the list of certificates used in the policy, click the SSL Decryption

Settings button ('n'). You can also download the certificate used with decrypt re-sign rules so that you
can distribute it to clients. See the following topics:

* Configure Certificates for Known Key and Re-Sign Decryption, on page 302
» Downloading the CA Certificate for Decrypt Re-Sign Rules, on page 303

* To configure rules:
* To create a new rule, click the + button. See Configure SSL Decryption Rules, on page 296.

* To edit an existing rule, click the edit icon (O) for the rule (in the Actions column). You can also
selectively edit a rule property by clicking on the property in the table.

* To delete a rule you no longer need, click the delete icon (O) for the rule (in the Actions column).

* To move a rule, edit it and select the new location from the Order drop-down list.

* If any rules have problems, for example, because of removed or changed URL categories, click the See
Problem Rules link next to the search box to filter the table to show only those rules. Please edit and
correct (or delete) these rules, so that they will provide the service that you require.

Enable the SSL Decryption Policy

Before you can configure SSL decryption rules, you must enable the policy and configure some basic settings.
The following procedure explains how to enable the policy directly. You can also enable it when you enable
identity policies. Identity policies require that you enable the SSL decryption policy.

Before you begin

If you upgraded from a release that did not have SSL decryption policies, but you had configured the identity
policy with active authentication rules, the SSL decryption policy is already enabled. Ensure that you select
the Decrypt Re-Sign certificate you want to use, and optionally enable pre-defined rules.

Procedure

Step 1 Select Policies > SSL Decryption.
Step 2 Click Enable SSL Decryption to configure the policy settings.

« [f this is the first time you enabled the policy, the SSL Decryption Configuration dialog box opens.
Proceed with the next steps.
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Step 3

Step 4

Step 5

Configure the Default SSL Decryption Action .

* If you have already configured the policy once and then disabled it, the policy is simply enabled again

with your previous settings and rules. You can click the SSL Decryption Settings button (ﬂ') and
configure settings as described in Configure Certificates for Known Key and Re-Sign Decryption, on
page 302.

In Decrypt Re-Sign Certificate, select the internal CA certificate to use for rules that implement decryption
with re-signed certificates.

You can use the pre-defined NGFW-Default-Internal CA certificate, or one that you created or uploaded. If
the certificate does not yet exist, click Create Internal CA to create it.

| L,
If you have not already installed the certificate in client browsers, click the download button (~4) to obtain a
copy. See the documentation for each browser for information on how to install the certificate. Also see
Downloading the CA Certificate for Decrypt Re-Sign Rules, on page 303.

Select the initial SSL decryption rules.
The system includes the following pre-defined rule that you might find useful:

« Sensitive_Data—This rule does not decrypt traffic that matches web sites in the Financial Services or
Health and Medicine URL categories, which include banks, healthcare services, and so forth. You must
enable the URL license to implement this rule.

Click Enable.

Configure the Default SSL Decryption Action

Step 1
Step 2
Step 3

Step 4

If an encrypted connection does not match a specific SSL decryption rule, it is handled by the default action
for the SSL decryption policy.

Procedure

Select Policies > SSL Decryption.
Click anywhere in the Default Action field.
Select the action to apply to matching traffic.

* Do Not Decrypt—Allow the encrypted connection. The access control policy then evaluates the encrypted
connection and drops or allows it based on access control rules.

* Block—Drop the connection immediately. The connection is not passed on to the access control policy.

(Optional.) Configure logging for the default action.

You must enable logging for traffic that matches the default action to be included in dashboard data or Event
Viewer. Select from these options:

» At End of Connection—Generate an event at the conclusion of the connection.

« Send Connection Events To—If you want to send a copy of the events to an external syslog server,
select the server object that defines the syslog server. If the required object does not already exist,
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Step 5

click Create New Syslog Server and create it. (To disable logging to a syslog server, select Any
from the server list.)

Because event storage on the device is limited, sending events to an external syslog server can
provide more long term storage and enhance your event analysis.

* No Logging—Do not generate any events.

Click Save.

Configure SSL Decryption Rules

Step 1

Step 2

Step 3

Use SSL decryption rules to determine how to handle encrypted connections. Rules in the SSL decryption
policy are evaluated from top to bottom. The rule applied to traffic is the first one where all the traffic criteria
are matched.

You can create and edit rules in the SSL Native Rules section only.

)

Note Traffic for your VPN connections (both site-to-site and remote access) is decrypted before the SSL

decryption policy evaluates connections. Thus, SSL decryption rules are never applied to VPN
connections, and you do not need to consider VPN connections when creating these rules. However,
any use of encrypted connections within a VPN tunnel are evaluated. For example, an HTTPS connection
to an internal server through an RA VPN connection is evaluated by SSL decryption rules, even though
the RA VPN tunnel itself is not (because it is decrypted already).

Before you begin

If you are creating a decrypt known-key rule, ensure that you upload the certificate and key for the destination
server (as an internal certificate) and also edit the SSL decryption policy settings to use the certificate.
Known-key rules typically specify the destination server in the destination network criteria of the rule. For
more information, see Configure Certificates for Known Key and Re-Sign Decryption, on page 302.

Procedure

Select Policies > SSL Decryption.

If you have not configured any SSL decryption rules (other than the ones automatically generated for active
authentication identity rules), you can add pre-defined rules by clicking Add Pre-Defined Rules. You are
prompted to select the rules that you want.

Do any of the following:
* To create a new rule, click the + button.

* To edit an existing rule, click the edit icon (O) for the rule.
To delete a rule you no longer need, click the delete icon (O) for the rule.

In Order, select where you want to insert the rule in the ordered list of rules.
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Step 4

Step 5

Step 6

Configure SSL Decryption Rules .

You can insert rules into the SSL Native Rules section only. The Identity Policy Active Authentication Rules
are automatically generated from your identity policy and are read-only.

Rules are applied on a first-match basis, so you must ensure that rules with highly specific traffic matching
criteria appear above policies that have more general criteria that would otherwise apply to the matching
traffic.

The default is to add the rule to the end of the list. If you want to change a rule's location later, edit this option.

In Title, enter a name for the rule.

The name cannot contain spaces. You can use alphanumeric characters and these special characters: +. -

Select the action to apply to matching traffic.
For a detailed discussion of each option, see the following:
* Decrypt Re-Sign, on page 288
* Decrypt Known Key, on page 289
* Do Not Decrypt, on page 289
* Block, on page 290

Define the traffic matching criteria using any combination of the following tabs:

« Source/Destination—The security zones (interfaces) through which the traffic passes, the IP addresses
or the country or continent (geographical location) for the IP address, or the TCP ports used in the traffic.
The default is any zone, address, geographical location, and TCP port. See Source/Destination Criteria
for SSL Decryption Rules, on page 298.

« Application—The application, or a filter that defines applications by type, category, tag, risk, or business
relevance. The default is any encrypted application. See Application Criteria for SSL Decryption Rules,
on page 299.

* URL—The URL category of a web request. The default is that the URL category and reputation are not
considered for matching purposes. See URL Criteria for SSL Decryption Rules, on page 300.

» Users—The identity source, user or user group. Your identity policies determine whether user and group
information is available for traffic matching. You must configure identity policies to use this criteria.
See User Criteria for SSL Decryption Rules, on page 301.

» Advanced—The characteristics derived from the certificates used in the connection, such as SSL/TLS
version and certificate status. See Advanced Criteria for SSL Decryption Rules, on page 302.

To modify a condition, you click the + button within that condition, select the desired object or element, and
click OK in the popup dialog box. If the criterion requires an object, you can click Create New Object if the
object you require does not exist. Click the X for an object or element to remove it from the policy.

When adding conditions to SSL decryption rules, consider the following tips:

* You can configure multiple conditions per rule. Traffic must match all the conditions in the rule for the
rule to apply to traffic. For example, you can use a single rule to decrypt traffic based on URL category.

* For each condition in a rule, you can add up to 50 criteria. Traffic that matches any of a condition's criteria
satisfies the condition. For example, you can use a single rule to apply application control for up to 50
applications or application filters. Thus, there is an OR relationship among the items in a single condition,
but an AND relationship between condition types (for example, between source/destination and
application).
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* Matching URL category requires the URL filtering license.

Step 7 (Optional.) Configure logging for the rule.

You must enable logging for traffic that matches the rule to be included in dashboard data or Event Viewer.
Select from these options:

» At End of Connection—Generate an event at the conclusion of the connection.

+ Send Connection Events To—If you want to send a copy of the events to an external syslog server,
select the server object that defines the syslog server. If the required object does not already exist,
click Create New Syslog Server and create it. (To disable logging to a syslog server, select Any
from the server list.)

Because event storage on the device is limited, sending events to an external syslog server can
provide more long term storage and enhance your event analysis.

* No Logging—Do not generate any events.

Step 8 Click OK.

Source/Destination Criteria for SSL Decryption Rules

The Source/Destination criteria of an SSL decryption rule define the security zones (interfaces) through which
the traffic passes, the IP addresses or the country or continent (geographical location) for the IP address, or
the TCP ports used in the traffic. The default is any zone, address, geographical location, and any TCP port.
TCP is the only protocol matched to SSL decryption rules.

To modify a condition, you click the + button within that condition, select the desired object or element, and
click OK. If the criterion requires an object, you can click Create New Object if the object you require does
not exist. Click the X for an object or element to remove it from the policy.

You can use the following criteria to identify the source and destination to match in the rule.
Source Zones, Destination Zones

The security zone objects that define the interfaces through which the traffic passes. You can define one,
both, or neither criteria: any criteria not specified applies to traffic on any interface.

* To match traffic leaving the device from an interface in the zone, add that zone to the Destination
Zones.

* To match traffic entering the device from an interface in the zone, add that zone to the Source
Zones.

* If you add both source and destination zone conditions to a rule, matching traffic must originate

from one of the specified source zones and egress through one of the destination zones.

Use this criteria when the rule should apply based on where the traffic enters or exits the device. For
example, if you want to ensure that all traffic going from outside hosts to inside hosts gets decrypted,
you would select your outside zone as the Source Zones and your inside zone as the Destination Zones.

Source Networks, Destination Networks

The network objects or geographical locations that define the network addresses or locations of the traffic.
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* To match traffic from an IP address or geographical location, configure the Source Networks.
* To match traffic to an IP address or geographical location, configure the Destination Networks.

* If you add both source and destination network conditions to a rule, matching traffic must originate
from one of the specified IP addresses and be destined for one of the destination IP addresses.
When you add this criteria, you select from the following tabs:

» Network—Select the network objects or groups that define the source or destination IP addresses
for the traffic you want to control.

\}

Note For Decrypt Known-Key rules, select an object with the IP address of the
destination server that uses the certificate and key you uploaded.

+ Geolocation—Select the geographical location to control traffic based on its source or destination
country or continent. Selecting a continent selects all countries within the continent. Besides selecting
geographical location directly in the rule, you can also select a geolocation object that you created
to define the location. Using geographical location, you could easily restrict access to a particular
country without needing to know all of the potential IP addresses used there.

Source Ports, Destination Ports/Protocols

The port objects that define the protocols used in the traffic. You can specify TCP protocol and ports
only for SSL decryption rules.

* To match traffic from a TCP port, configure the Source Ports.
* To match traffic to a TCP port, configure the Destination Ports/Protocols.

* To match traffic both originating from specific TCP ports and destined for specific TCP ports,
configure both. For example, you could target traffic from port TCP/80 to port TCP/8080.

Application Criteria for SSL Decryption Rules

The Application criteria of an SSL decryption rule defines the application used in an IP connection, or a filter
that defines applications by type, category, tag, risk, or business relevance. The default is any application that
has the SSL Protocol tag. You cannot match SSL decryption rules to any non-encrypted application.

Although you can specify individual applications in the rule, application filters simplify policy creation and
administration. For example, you could create an SSL decryption rule that decrypts or blocks all high risk,
low business relevance applications. If a user attempts to use one of those applications, the session is decrypted
or blocked.

In addition, Cisco frequently updates and adds additional application detectors via system and vulnerability
database (VDB) updates. Thus, a rule for high risk applications can automatically apply to new applications
without you having to update the rule manually.

You can specify applications and filters directly in the rule, or create application filter objects that define those
characteristics. The specifications are equivalent, although using objects can make it easier to stay within the
50-items-per-criteria system limit if you are creating a complex rule.

To modify the application and filters list, you click the + button within the condition, select the desired
applications or application filter objects, which are listed on separate tabs, and click OK in the popup dialog
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box. On either tab, you can click Advanced Filter to select filter criteria or to help you search for specific
applications. Click the x for an application, filter, or object to remove it from the policy. Click the Save As
Filter link to save the combined criteria that is not already an object as a new application filter object.

For more information about the application criteria and how to configure advanced filters and select applications,
see Configuring Application Filter Objects, on page 134.

Consider the following tips when using application criteria in SSL decryption rules.

* The system can identify unencrypted applications that become encrypted using StartTLS. This includes
such applications as SMTPS, POPS, FTPS, TelnetS, and IMAPS. In addition, it can identify certain
encrypted applications based on the Server Name Indication in the TLS ClientHello message, or the
server certificate subject distinguished name value.

* The system can identify the application only after the server certificate exchange. If traffic exchanged
during the SSL handshake matches all other conditions in an SSL rule containing an application condition
but the identification is not complete, the SSL policy allows the packet to pass. This behavior allows the
handshake to complete so that applications can be identified. After the system completes its identification,
the system applies the SSL rule action to the remaining session traffic that matches its application
condition.

» If a selected application was removed by a VDB update, “(Deprecated)” appears after the application
name. You must remove these applications from the filter, or subsequent deployments and system software
upgrades will be blocked.

URL Criteria for SSL Decryption Rules

The URL criteria of an SSL decryption rule defines the category to which the URL in a web request belongs.
You can also specify the relative reputation of sites to decrypt, block, or allow without decryption. The default
is to not match connections based on URL categories.

For example, you could block all encrypted Gambling sites, or decrypt untrusted Social Networking sites. If
a user attempts to browse to any URL with that category and reputation combination, the session is blocked
or decrypted. For more information on URL category matching, see Filtering URLs by Category and Reputation,
on page 329.

Categories Tab

Click +, select the desired categories, and click OK. Click the X for a category to remove it from the
policy.

The default is to apply the rule to all URLSs in each selected category regardless of reputation. To limit
the rule based on reputation, click the down arrow for each category, deselect the Any checkbox, and
then use the Reputation slider to choose the reputation level. The left of the reputation slider indicates
sites that will be allowed without decryption, the right side are sites that will be decrypted or blocked.
How reputation is used depends on the rule action:

« If the rule decrypts or blocks connections, selecting a reputation level also selects all reputations
more severe than that level. For example, if you configure a rule to decrypt or block Questionable
sites (level 2), it also automatically decrypts or blocks Untrusted (level 1) sites.

* If the rule allows connections without decryption (do not decrypt), selecting a reputation level also
selects all reputations less severe than that level. For example, if you configure a rule to not decrypt
Favorable sites (level 4), it also automatically does not decrypt Trusted (level 5) sites.
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Check the Category for a URL

You can check on the category and reputation for a particular URL. Enter the URL in the URL to Check
box and click Go. You will be taken to an external website to see the results. If you disagree with a
categorization, click the Submit a URL Category Dispute link and let us know.

User Criteria for SSL Decryption Rules

The User criteria of an SSL decryption rule defines the user or user group for an IP connection. You must
configure identity policies and the associated directory server to include user or user group criteria in a rule.

Your identity policies determine whether user identity is collected for a particular connection. If identity is
established, the IP address of the host is associated with the identified user. Thus, traffic whose source IP
address is mapped to a user is considered to be from that user. IP packets themselves do not include user
identity information, so this IP-address-to-user mapping is the best approximation available.

Because you can add a maximum of 50 users or groups to a rule, selecting groups usually makes more sense
than selecting individual users. For example, you could create a rule that decrypts traffic to the Engineering
group that comes from the outside network, and create a separate rule that does not decrypt outgoing traffic
from that group. Then, to make the rule apply to new engineers, you only need to add the engineer to the
Engineering group in the directory server.

You an also select identity sources to apply to all users within that source. Thus, if you support multiple Active
Directory domains, you can provide differential decryption based on the domain.

To modify the users list, you click the + button within the condition and select the desired users or user groups
using one of the following techniques. Click the X for a user or group to remove it from the policy.

* ldentity Sources—Select an identity source, such as an AD realm or the local user database, to apply
the rule to all users obtained from the selected sources. If the realm you need does not yet exist, click
Create New Identity Realm and create it now.

» Groups—Select the desired user groups. Groups are available only if you configure groups in the directory
server. If you select a group, the rule applies to any member of the group, including subgroups. If you
want to treat a sub-group differently, you need to create a separate access rule for the sub-group and
place it above the rule for the parent group in the access control policy.

» Users—Select individual users. The user name is prefixed with the identity source, such as
Realm\username.

There are some built-in users under the Special-Identities-Realm:

+ Failed Authentication—The user was prompted to authenticate, but failed to enter a valid
username/password pair within the maximum number of allowed attempts. Failure to authenticate
does not itself prevent the user from accessing the network, but you can write an access rule to limit
network access for these users.

» Guest—Guest users are like Failed Authentication users, except that your identity rule is configured
to call these users Guest. Guest users were prompted to authenticate and failed to do so within the
maximum number of attempts.

» No Authentication Required—The user was not prompted to authentication, because the user's
connections matched identity rules that specified no authentication.

» Unknown—There is no user mapping for the IP address, and there is no record of failed
authentication yet. Typically, this means that no HTTP traffic has yet been seen from that address.
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Advanced Criteria for SSL Decryption Rules

The Advanced traffic matching criteria relate to characteristics derived from the certificates used in the
connection. You can configure any or all of the following options.

Certificate Properties

Traffic matches the certificate properties option of the rule if it matches any of the selected properties.
You can configure the following:

Certificate Status

Whether the certificate is Valid or Invalid. Select Any (the default) if you do not care about
certificate status.

A certificate is considered valid if all of the following conditions are met, otherwise it is invalid:
* The policy trusts the CA that issued the certificate.
* The certificate’s signature can be properly validated against the certificate’s content.
* The issuer CA certificate is stored in the policy’s list of trusted CA certificates.
* None of the policy’s trusted CAs revoked the certificate.

e The current date is between the certificate Valid From and Valid To dates.

Self-Signed

Whether the server certificate contains the same subject and issuer distinguished name. Select one
of the following:

* Self-Signing—The server certificate is self-signed.

» CA-Signing—The server certificate is signed by a Certificate Authority. That is, the issuer
and subject are not the same.

* Any—Do not consider whether the certificate is self-signed as a match criteria.

Supported Version

The SSL/TLS version to match. The rule applies to traffic that uses the any of the selected versions only.
The default is all versions. Select from: SSL 3.0, TLS 1.0, TLS 1.1, TLS 1.2.

For example, if you wanted to permit TLSv1.2 connections only, you could create a block rule for the
lower versions.

Traffic that uses any version not listed, such as SSL v2.0, is handled by the default action for the SSL
decryption policy.

Configure Certificates for Known Key and Re-Sign Decryption

If you implement decryption, either by re-signing or using known keys, you need to identify the certificates
that the SSL decryption rules can use. Ensure that all certificates are valid and unexpired.

Especially for known-key decryption, you need to ensure that the system has the current certificate and key
for each destination server whose connections you are decrypting. With a decrypt known key rule, you use
the actual certificate and key from the destination server for decryption. Thus, you must ensure that the FTD
device has the current certificate and key at all times, or decryption will be unsuccessful.
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Step 1

Step 2
Step 3

Step 4

Step 5

Downloading the CA Certificate for Decrypt Re-Sign Rules .

Upload a new internal certificate and key whenever you change the certificate or key on the destination server
in a known key rule. Upload them as an internal certificate (not an internal CA certificate). You can upload
the certificate during the following procedure, or go to the Objects > Certificates page and upload it there.

Procedure

Select Policies > SSL Decryption.

Click the SSL Decryption Settings button (¥%).
In Decrypt Re-Sign Certificate, select the internal CA certificate to use for rules that implement decryption
with re-signed certificates.

You can use the pre-defined NGFW-Default-Internal CA certificate, or one that you created or uploaded. If
the certificate does not yet exist, click Create Internal CA to create it.

If you have not already installed the certificate in client browsers, click the download button (; :) to obtain a
copy. See the documentation for each browser for information on how to install the certificate. Also see
Downloading the CA Certificate for Decrypt Re-Sign Rules, on page 303.

For each rule that decrypts using a known key, upload the internal certificate and key for the destination server.
a) Click + under Decrypt Known-Key Certificates.

b) Select the internal identity certificate, or click Create New Internal Certificate to upload it now.

¢) Click OK.

Click Save.

Downloading the CA Certificate for Decrypt Re-Sign Rules

If you decide to decrypt traffic, users must have the internal CA certificate that is used in the encryption
process defined as a Trusted Root Certificate Authority in their applications that use TLS/SSL. Typically if
you generate a certificate, or sometimes even if you import one, the certificate is not already defined as trusted
in these applications. By default in most web browsers, when users send HTTPS requests, they will see a
warning message from the client application informing them that there is a problem with the web site’s security
certificate. Usually, the error message says that the web site’s security certificate was not issued by a trusted
certificate authority or the web site was certified by an unknown authority, but the warning might also suggest
there is a possible man-in-the-middle attack in progress. Some other client applications do not show this
warning message to users nor allow users to accept the unrecognized certificate.

You have the following options for providing users with the required certificate:
Inform users to accept the root certificate

You can inform the users in your organization what the new policies are at the company and tell them
to accept the root certificate supplied by the organization as a trusted source. Users should accept the
certificate and save it in the Trusted Root Certificate Authority storage area so that they are not prompted
again the next time they access the site.
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Step 1

Step 2

\)

Note

The user needs to accept and trust the CA certificate that created the replacement certificate. If they
instead simply trust the replacement server certificate, they will continue to see warnings for each
different HTTPS site that they visit.

Add the root certificate to client devices

You can add the root certificate to all client devices on the network as a trusted root certificate authority.
This way, the client applications automatically accept transactions with the root certificate.

You can either make the certificate available to users by E-mailing it or placing it on a shared site, or
you could incorporate the certificate into your corporate workstation image and use your application
update facilities to distribute it automatically to users.

The following procedure explains how to download the internal CA certificate and install it on Windows
clients.

Procedure

Download the certificate from the FDM.

a)
b)

¢)
d)

Select Policies > SSL Decryption.
Click the SSL Decryption Settings button (ﬁ).

Click the Download button (~4).
Select a download location, optionally change the file name (but not the extension), and click Save.

You can now cancel out of the SSL Decryption Settings dialog box.

Install the certificate in the Trusted Root Certificate Authority storage area in web browsers on client systems,
or make it available for clients to install themselves.

The process differs depending on the operating system and type of browser. For example, you can use the
following process for Internet Explorer and Chrome running on Windows. (For Firefox, install through the
Tools > Options > Advanced page.)

a)
b)
<)
d)
e)

f)

From the Start menu, select Control Panel > Internet Options.
Select the Content tab.

Click the Certificates button to open the Certificates dialog box.
Select the Trusted Root Certificate Authorities tab.

Click Import, and follow the wizard to locate and select the downloaded file (<uuid>_internalCA.crt)
and add it to the Trusted Root Certificate Authorities store.

Click Finish.

Messages should indicate that the import was successful. You might see an intermediate dialog box
warning you that Windows could not validate the certificate if you generated a self-signed certificate
rather than obtaining one from a well-known third-party Certificate Authority.

You can now close out the Certificate and Internet Options dialog boxes.
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Example: Blocking Older SSL/TLS Versions from the Network

Step 1
Step 2
Step 3

Step 4
Step5
Step 6

Step 7

Some organizations are required to prevent the use of older versions of SSL or TLS either by government
regulation or company policy. You can use the SSL Decryption policy to block traffic that uses an SSL/TLS
version that you prohibit. Consider placing this rule at the top of the SSL Decryption policy to ensure that
you catch the prohibited traffic immediately.

The following example blocks all SSL 3.0 and TLS 1.0 connections.

Before you begin

This procedure assumes you have already enabled the SSL Decryption policy as explained in Enable the SSL
Decryption Policy, on page 294.

Procedure

Select Policies > SSL Decryption.
Click the + button to create a new rule.
In Order, select 1 to place the rule at the top of the policy, or select the number most suitable for your network.

The default is to add the rule at the end of the policy.

In Title, enter a name for the rule, for example, Block_ SSL3.0_and TLSI1.0.
In Action, select Block. This will immediately drop any traffic that matches the rule.

Leave the default values for all options on the following tabs: Source/Destination, Applications, URLS,
Users.

Click the Advanced tab and under Supported Versions, leave SSL 3.0 and TLS 1.0 selected, but uncheck
TLS 1.1, TLS 1.2.

The policy should look like the following:

Add SSL Decryption Rule

Order Title Action

Source [/ Destination Applications URLs @ Users O

&) CERTIFICATES

Certificate Status Self Signed Certificate Pro
These options
whether the ce

option of the ru

Any » Any »

SUPPORTED VERSION

SSL 3.0 TLS 1.1 Supported Ver
The SSL/TLS w
TLS 1.0 TLS 1.2 selected versio
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Step 8

Step 9

(Optional) Click the Logging tab and select At End of Connection if you want to dashboards and events to
reflect blocked connections. You can also select an external syslog server if you are using one.

Click OK.

You can now deploy the policy. Once deployed, any SSL 3.0 or TLS 1.0 connection that goes through the
system will be dropped.

Note SSL 2.0 connections are handled by the default action for the policy. If you want to ensure these
are also dropped, change the default action to Block.

What to do next
If you implement this rule, we have the following recommendations:

* For any type of decrypt rule, leave the default settings on the Advanced tab, where all SSL/TLS options
are selected. By applying to all versions, the handshake process is simplified. However, your initial block
rule will still prevent SSL 3.0 and TLS 1.0 connections.

* We normally recommend that you use Do Not Decrypt as the default action for the policy. However,
because SSL 2.0 connections are always handled by the default action, you might want to use Block
instead. However, if you want to apply Do Not Decrypt as the default action for all decryptable traffic,
create a Do Not Decrypt rule at the end of the policy where you accept all default values for traffic
matching criteria. This rule would match any supported TLS connection that does not match an earlier
rule in the table, and act as the default for those TLS versions.

Monitoring and Troubleshooting SSL Decryption

The following topics explain how to monitor and troubleshoot SSL decryption policies.

Monitoring SSL Decryption

You can view information about decryption in the dashboards and events for traffic that matches rules (or the
default action) for which you enabled logging.

SSL Decryption Dashboard

To evaluate overall decryption statistics, view the Monitoring > SSL Decryption dashboard. The dashboard
shows the following information:

* Percentage of encrypted versus plain text traffic.

* How much encrypted traffic is decrypted per SSL rules.

Events

In addition to the dashboard, the event viewer (Monitoring > Events) includes SSL information for encrypted
traffic. Following are some tips in evaluating events:

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Security Policies
Handling Web Sites Where Decrypt Re-sign Works for a Browser but not an App (SSL or Certificate Authority Pinning) .

* For connections that were dropped because they matched an SSL rule (or default action) that blocked
matching traffic, the Action should be “Block,” and the Reason should indicate “SSL Block.”

» The SSL Actual Action field indicates the actual action that the system applied to the connection. This
can differ from the SSL Expected Action, which indicates the action defined on the matching rule. For
example, a connection might match a rule that applies decryption, but could not be decrypted for some
reason.

Handling Web Sites Where Decrypt Re-sign Works for a Browser but not an
App (SSL or Certificate Authority Pinning)

Some apps for smart phones and other devices use a technique called SSL (or Certificate Authority) pinning.
The SSL pinning technique embeds the hash of the original server certificate inside the app itself. As a result,
when the app receives the resigned certificate from the FTD device, the hash validation fails and the connection
is aborted.

The primary symptom is that users cannot connect to the web site using the site’s app, but they can connect
using the web browser, even when using the browser on the same device where the app fails. For example,
users cannot use the Facebook iOS or Android app, but they can point Safari or Chrome at
https://www.facebook.com and make a successful connection.

Because SSL pinning is specifically used to avoid man-in-the-middle attacks, there is no workaround. You
must choose between the following options:

* Support app users, in which case you cannot decrypt any traffic to the site. Create a Do Not Decrypt rule
for the site’s application (on the Application tab for the SSL Decryption rule) and ensure that the rule
comes before any Decrypt Re-sign rule that would apply to the connections.

* Force users to use browsers only. If you must decrypt traffic to the site, you will need to inform users
that they cannot use the site’s app when connecting through your network, that they must use their
browsers only.

More Details

If a site works in a browser but not in an app on the same device, you are almost certainly looking at an
instance of SSL pinning. However, if you want to delve deeper, you can use connection events to identify
SSL pinning in addition to the browser test.

There are two ways an app might deal with hash validation failures:

* Group 1 apps, such as Facebook, send an SSL ALERT Message as soon as it receives the SH, CERT,
SHD message from the server. The Alert is usually an “Unknown CA (48)” alert indicating SSL Pinning.
A TCP Reset is sent following the Alert message. You should see the following symptoms in the event
details:

» SSL Flow Flags include ALERT SEEN.
» SSL Flow Flags do not include APP_ DATA C2S or APP_DATA S2C.

» SSL Flow Messages typically are: CLIENT HELLO, SERVER HELLO, SERVER CERTIFICATE,
SERVER KEY EXCHANGE, SERVER HELLO DONE.

* Group 2 apps, such as Dropbox, do not send any alerts. Instead they wait until the handshake is done
and then send a TCP Reset. You should see the following symptoms in the event:
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* SSL Flow Flags do not include ALERT SEEN, APP DATA C2S, or APP_DATA S2C.

» SSL Flow Messages typically are: CLIENT HELLO, SERVER HELLO, SERVER CERTIFICATE,
SERVER KEY EXCHANGE, SERVER HELLO DONE, CLIENT KEY EXCHANGE,
CLIENT CHANGE CIPHER SPEC,CLIENT FINISHED, SERVER CHANGE CIPHER SPEC,
SERVER FINISHED.
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Identity Policies

You can use identity policies to collect user identity information from connections. You can then view usage
based on user identity in the dashboards, and configure access control based on user or user group.

* Identity Policy Overview, on page 309

* How to Implement the Identity Policy, on page 311

* Configuring Identity Policies, on page 312

* Enabling Transparent User Authentication, on page 317
* Monitoring Identity Policies, on page 320

» Examples for Identity Policies, on page 320

Identity Policy Overview

You can use identity policies to detect the user who is associated with a connection. By identifying the user,
you can correlate threat, endpoint, and network intelligence with user identity information. By linking network
behavior, traffic, and events directly to individual users, the system can help you identify the source of policy
breaches, attacks, or network vulnerabilities.

For example, you can identify who owns the host targeted by an intrusion event, and who initiated an internal
attack or port scan. You can also identify high bandwidth users and users who are accessing undesirable web
sites or applications.

User detection goes beyond collecting data for analysis. You can also write access rules based on user name
or user group name, selectively allowing or blocking access to resources based on user identity.

You can obtain user identity using the following methods:

* Passive authentication—For all types of connections, obtain user identity from other authentication
services without prompting for username and password.

* Active authentication—For HTTP connections only, prompt for username and password and authenticate
against the specified identity source to obtain the user identity for the source IP address.

The following topics provide more information on user identity.

Establishing User Identity Through Passive Authentication

Passive authentication gathers user identity without prompting the user for username and password. The
system obtains the mappings from the identity sources you specify.
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You can passively obtain user-to-IP address mappings from the following sources:
* Remote access VPN logins. The following user types are supported for passive identity:

 User accounts defined in an external authentication server.

* Local user accounts that are defined in the FDM.

* Cisco Identity Services Engine (ISE); Cisco Identity Services Engine Passive Identity Connector (ISE
PIC).

If a given user is identified through more than one source, the RA VPN identity takes precedence.

Establishing User Identity through Active Authentication

Dealing with

Authentication is the act of confirming the identity of a user.

With active authentication, when an HTTP traffic flow comes from an IP address for which the system has
no user-identity mapping, you can decide whether to authenticate the user who initiated the traffic flow against
the directory configured for the system. If the user successfully authenticates, the IP address is considered to
have the identity of the authenticated user.

Failure to authenticate does not prevent network access for the user. Your access rules ultimately decide what
access to provide these users.

Unknown Users

When you configure the directory server for the identity policy, the system downloads user and group
membership information from the directory server. This information is refreshed every 24 hours at midnight,
or whenever you edit and save the directory configuration (even if you do not make any changes).

If a user succeeds in authenticating when prompted by an active authentication identity rule, but the user’s
name is not in the downloaded user identity information, the user is marked as Unknown. You will not see
the user’s ID in identity-related dashboards, nor will the user match group rules.

However, any access control rules for the Unknown user will apply. For example, if you block connections
for Unknown users, these users are blocked even though they succeeded in authenticating (meaning that the
directory server recognizes the user and the password is valid).

Thus, when you make changes to the directory server, such as adding or deleting users, or changing group
membership, these changes are not reflected in policy enforcement until the system downloads the updates
from the directory.

If you do not want to wait until the daily midnight update, you can force an update by editing the directory
realm information (from Objects > Identity Sources, then edit the realm ). Click Save, then deploy changes.
The system will immediately download the updates.

N

Note  You can check whether new or deleted user information is on the system by going to Policies > Access

Control, clicking the Add Rule (+) button, and looking at the list of users on the Users tab. If you
cannot find a new user, or you can find a deleted user, then the system has old information.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Security Policies

How to Implement the Identity Policy .

How to Implement the Identity Policy

Step 1

Step 2

Step 3
Step 4

Step 5

Step 6

To enable user identity acquisition, so that the user associated with an IP address is known, you need to
configure several items. When configured correctly, you will be able to see usernames in the monitoring
dashboards and events. You will also be able to use user identity in access control and SSL decryption rules
as a traffic match criteria.

The following procedure provides an overview of what you must configure to get identity policies to work.

Procedure

Configure the AD identity realm.

Whether you collect user identity actively (by prompting for user authentication) or passively, you need to
configure the Active Directory (AD) server that has the user identity information. See Configuring AD Identity
Realms, on page 152.

If you want to use passive authentication identity rules, configure the passive identity sources.

You can configure any of the following, based on the services you are implementing in the device and the
services available to you in your network.

» Remote access VPN—If you intend to support remote access VPN connections to the device, user logins
can provide the identity based on the AD server or on local users (those defined within the FDM). For
information on configuring RA VPN, see Configuring Remote Access VPN, on page 504.

* Cisco Identity Services Engine (ISE) or Cisco Identity Services Engine Passive Identity Connector (ISE
PIC)—If you use these products, you can configure the device as a pxGrid subscriber, and obtain user
identity from ISE. See Configure Identity Services Engine, on page 160.

Choose Policies > Identity, and enable the identity policy. See Configuring Identity Policies, on page 312.
Configure Identity Policy Settings, on page 312.

The passive identity sources are automatically selected based on the sources you configured in the system. If
you want to configure active authentication, you must configure the certificates for captive portal and SSL
re-sign decryption (if you have not already enabled the SSL Decryption policy).

Configure the Identity Policy Default Action, on page 314.

If your intention is to use passive authentication only, you can set the default action to passive authentication
and there is no need to create specific rules.

Configure Identity Rules, on page 314.

Create rules that will collect passive or active user identities from the relevant networks.
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Configuring Identity Policies

Step 1

Step 2

You can use identity policies to collect user identity information from connections. You can then view usage
based on user identity in the dashboards, and configure access control based on user or user group.

The following is an overview of how to configure the elements required to obtain user identity through identity
policies.

Procedure

Select Policies > Identity.

If you have not yet defined an identity policy, click Enable Identity Policy and configure settings as described
in Configure Identity Policy Settings, on page 312.

Manage the identity policy.

After you configure identity settings, this page lists all rules in order. Rules are matched against traffic from
top to bottom with the first match determining the action to apply. You can do the following from this page:

* To enable or disable the identity policy, click the ldentity Policy toggle.

« To change the identity policy settings, click the Identity Policy Configuration button (¢-‘-).

* To change the Default Action, click the action and select the desired action. See Configure the Identity
Policy Default Action, on page 314.

* To move a rule, edit it and select the new location from the Order drop-down list.

* To configure rules:

« To create a new rule, click the + button.

* To edit an existing rule, click the edit icon (O) for the rule (in the Actions column). You can also
selectively edit a rule property by clicking on the property in the table.

* To delete a rule you no longer need, click the delete icon (O) for the rule (in the Actions column).

For more information on creating and editing identity rules, see Configure Identity Rules, on page 314.

Configure Identity Policy Settings

For identity policies to work, you must configure the sources that provide user identity information. The
settings you must configure differ based on the type of rules you will configure: passive, active, or both.

The settings dialog box shows these settings in separate sections. Depending on how you access the dialog
box, you will see both sections, or just one section. The dialog box appears automatically if you try to create
a rule for an authentication type without having already configured the required settings.

The following procedure covers the full dialog box.
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Step 1

Step 2
Step 3

Step 4

Step 5

Configure Identity Policy Settings .

Before you begin

Ensure that time settings are consistent among the directory servers, FTD device, and clients. A time shift
among these devices can prevent successful user authentication. "Consistent" means that you can use different
time zones, but the time should be the same relative to those zones; for example, 10 AM PST =1 PM EST.

Procedure

Select Policies > Identity.

Click the Identity Policy Configuration button (*ﬂ;)_
Configure the Passive Authentication options.

The dialog box shows you the passive authentication sources that you have already configured.

If necessary, you can configure ISE through this dialog box. If you have not configured an ISE object yet,
you can click the Integrate ISE link and create it now. If the object exists, it is listed along with its state:
Enabled or Disabled.

You must have configured at least one enabled passive identity source to create passive authentication rules.

Configure the Active Authentication options.

When an identity rule requires active authentication for a user, the user is redirected to the captive portal port
on the interface through which they are connected and then they are prompted to authenticate.

« Server Certificate—Select the internal certificate to present to users during active authentication. If you
have not already created the required certificate, click Create New Internal Certificate from the bottom
of the drop-down list .

Users will have to accept the certificate if you do not upload a certificate that their browsers already trust.

* Port—The captive portal port. The default is 885 (TCP). If you configure a different port, it must be in
the range 1025-65535.

Note For the HTTP Basic, HTTP Response Page, and NTLM authentication methods, the user is
redirected to the captive portal using the IP address of the interface. However, for HTTP
Negotiate, the user is redirected using the fully-qualified DNS name
firewall-hostname. AD-domain-name. If you want to use HTTP Negotiate, you must also update
your DNS server to map this name to the IP addresses of all inside interfaces where you are
requiring active authentication. Otherwise, the redirection cannot complete, and users cannot
authenticate.

(Active authentication only.) In Decrypt Re-Sign Certificate, select the internal CA certificate to use for
rules that implement decryption with re-signed certificates.

You can use the pre-defined NGFW-Default-Internal CA certificate, or one that you created or uploaded. If
the certificate does not yet exist, click Create Internal CA to create it.

| L,
If you have not already installed the certificate in client browsers, click the download button (~4) to obtain a
copy. See the documentation for each browser for information on how to install the certificate. Also see
Downloading the CA Certificate for Decrypt Re-Sign Rules, on page 303.
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Note You are prompted for SSL Decryption settings only if you have not already configured the SSL
decryption policy. To change these settings after enabling the identity policy, edit the SSL decryption
policy settings.

Step 6 Click Save.

Configure the Identity Policy Default Action
The identity policy has a default action, which is implemented for any connections that match no individual
identity rules.

In fact, having no rules is a valid configuration for your policy. If you intend to use passive authentication on
all traffic sources, then simply configure Passive Authentication as your default action.

Procedure

Step 1 Select Policies > Identity.
Step 2 Click in the Default Action and choose one of the following:

« Passive Auth (Any ldentity Source)—User identity will be determined using all configured passive
identity sources for connections that do not match any identity rules. If you do not configure any passive
identity sources, using Passive Auth as the default is the same as using No Auth.

* No Auth (No Authentication Required)—User identity will not be determined for connections that do
not match any identity rules.

Configure Identity Rules

Identity rules determine whether user identity information should be collected for matching traffic. You can
configure No Authentication if you do not want to get user identity information for matching traffic.

Keep in mind that regardless of your rule configuration, active authentication is performed on HTTP traffic
only. Thus, you do not need to create rules to exclude non-HTTP traffic from active authentication. You can
simply apply an active authentication rule to all sources and destinations if you want to get user identity
information for all HTTP traffic.

)

Note  Also keep in mind that a failure to authentication has no impact on network access. Identity policies
collect user identity information only. You must use access rules if you want to prevent users who failed
to authenticate from accessing the network.

Procedure

Step 1 Select Policies > Identity.
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Step 2

Step 3

Step 4
Step 5

Step 6

Step 7

Configure Identity Rules .

Do any of the following:
* To create a new rule, click the + button.

* To edit an existing rule, click the edit icon (O) for the rule.
To delete a rule you no longer need, click the delete icon (O) for the rule.

In Order, select where you want to insert the rule in the ordered list of rules.

Rules are applied on a first-match basis, so you must ensure that rules with highly specific traffic matching

criteria appear above policies that have more general criteria that would otherwise apply to the matching
traffic.

The default is to add the rule to the end of the list. If you want to change a rule's location later, edit this option.

In Title, enter a name for the rule.
Select the Action and if necessary, AD ldentity Source.

You must select the AD identity realm that includes the user accounts for passive and active authentication
rules. If the realm you need does not yet exist, click Create New Identity Realm and create it now.

» Passive Auth—Use passive authentication to determine user identity. All configured identity sources
are shown. The rule automatically uses all configured sources.

* Active Auth—Use active authentication to determine user identity. Active authentication is applied to
HTTP traffic only. If any other type of traffic matches an identity policy that requires or allows active
authentication, then active authentication will not be attempted.

* No Auth—Do not obtain user identity. Identity-based access rules will not be applied to this traffic.
These users are marked as No Authentication Required.

(Active Authentication only.) Select the authentication method (Type) supported by your directory server.

» HTTP Basic—Authenticate users using an unencrypted HTTP Basic Authentication (BA) connection.
Users log in to the network using their browser's default authentication popup window. This is the default.

* NTLM—Authenticate users using an NT LAN Manager (NTLM) connection. This selection is only
available when you select an AD realm. Users log in to the network using their browser's default
authentication popup window, although you can configure IE and Firefox browsers to transparently
authenticate using their Windows domain login (see Enabling Transparent User Authentication, on page
317).

* HTTP Negotiate—Allow the device to negotiate the method between the user agent (the application
the user is using to initiate the traffic flow) and the Active Directory server. Negotiation results in the
strongest commonly supported method being used, in order, NTLM, then basic. Users log in to the
network using their browser's default authentication popup window.

* HTTP Response Page—Prompt users to authenticate using a system-provided web page. This is a form
of HTTP Basic authentication.

Note For the HTTP Basic, HTTP Response Page, and NTLM authentication methods, the user is redirected
to the captive portal using the IP address of the interface. However, for HTTP Negotiate, the user
is redirected using the fully-qualified DNS name firewall-hostname.AD-domain-name. If you want
touse HTTP Negotiate, you must also update your DNS server to map this name to the IP addresses
of all inside interfaces where you are requiring active authentication. Otherwise, the redirection
cannot complete, and users cannot authenticate.

(Active authentication only.) Select Fall Back as Guest > On/Off to determine whether users who fail active
authentication are labeled as Guest users.
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Step 8

Users get 3 chances to successfully authenticate. If they fail, your selection for this option determines how
the user is marked. You can write access rules based on these values.

« Fall Back as Guest > On—Users are marked as Guest.

« Fall Back as Guest > Off—Users are marked as Failed Authentication.

Define the traffic matching criteria on the Source/Destination tab.

Keep in mind that active authentication will be attempted with HTTP traffic only. Therefore, there is no need
to configure No Auth rules for non-HTTP traffic, and there is no point in creating Active Authentication rules
for any non-HTTP traffic. However, passive authentication is valid for any type of traffic.

The Source/Destination criteria of an identity rule define the security zones (interfaces) through which the
traffic passes, the IP addresses or the country or continent (geographical location) for the IP address, or the
protocols and ports used in the traffic. The default is any zone, address, geographical location, protocol, and
port.

To modify a condition, you click the + button within that condition, select the desired object or element, and
click OK in the popup dialog box. If the criterion requires an object, you can click Create New Object if the
object you require does not exist. Click the X for an object or element to remove it from the policy.

You can configure the following traffic matching criteria.
Source Zones, Destination Zones

The security zone objects that define the interfaces through which the traffic passes. You can define one, both,
or neither criteria: any criteria not specified applies to traffic on any interface.

» To match traffic leaving the device from an interface in the zone, add that zone to the Destination Zones.
* To match traffic entering the device from an interface in the zone, add that zone to the Source Zones.

* If you add both source and destination zone conditions to a rule, matching traffic must originate from
one of the specified source zones and egress through one of the destination zones.

Use this criteria when the rule should apply based on where the traffic enters or exits the device. For example,
if you want to ensure that user identity is collected from all traffic originating from inside networks, select an
inside zone as the Source Zones while leaving the destination zone empty.

Note You cannot mix passive and routed security zones in a single rule. In addition, you can specify
passive security zones as source zones only, you cannot specify them as destination zones.
Source Networks, Destination Networks
The network objects or geographical locations that define the network addresses or locations of the traffic.
* To match traffic from an IP address or geographical location, configure the Source Networks.
* To match traffic to an IP address or geographical location, configure the Destination Networks.
* [f you add both source and destination network conditions to a rule, matching traffic must originate from
one of the specified IP addresses and be destined for one of the destination IP addresses.
When you add this criteria, you select from the following tabs:

* Network—Select the network objects or groups that define the source or destination IP addresses for
the traffic you want to control.
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Step 9

Enabling Transparent User Authentication .

« Geolocation—Select the geographical location to control traffic based on its source or destination country

or continent. Selecting a continent selects all countries within the continent. Besides selecting geographical
location directly in the rule, you can also select a geolocation object that you created to define the location.
Using geographical location, you could easily restrict access to a particular country without needing to
know all of the potential IP addresses used there.

Note To ensure you are using up-to-date geographical location data to filter your traffic, Cisco
strongly recommends that you regularly update the geolocation database (GeoDB).

Source Ports, Destination Ports/Protocols
The port objects that define the protocols used in the traffic. For TCP/UDP, this can include ports.

* To match traffic from a protocol or port, configure the Source Ports. Source ports can be TCP/UDP

only.

* To match traffic to a protocol or port, configure the Destination Ports/Protocols.

* To match traffic both originating from specific TCP/UDP ports and destined for specific TCP/UDP ports,

configure both. If you add both source and destination ports to a condition, you can only add ports that
share a single transport protocol, TCP or UDP. For example, you could target traffic from port TCP/80
to port TCP/8080.

Click OK.

Enabling Transparent User Authentication

If you configure the identity policy to allow for active authentication, you can use the following authentication
methods to acquire user identity:

HTTP Basic

With HTTP basic authentication, users are always prompted to authenticate with their directory username
and password. The password is transmitted in clear text. For that reason, basic authentication is not
considered a secure form of authentication.

Basic is the default authentication mechanism.

HTTP Response Page

This is a type of HTTP basic authentication, where the user is presented with a login browser page.

NTLM, HTTP Negotiate (Integrated Windows Authentication for Active Directory)

With integrated Windows authentication, you take advantage of the fact that users log into a domain to
use their workstation. The browser tries to use this domain login when accessing a server, including the
FTD captive portal during active authentication. The password is not transmitted. If authentication is
successful, the user is transparently authenticated; the user is unaware that any authentication challenge
was made or satisfied.

If the browser cannot satisfy an authentication request using the domain login credentials, the user is
prompted for username and password, which is the same user experience as basic authentication. Thus,
if you configure integrated Windows authentication, it can reduce the need for users to supply credentials
when accessing the network or servers in the same domain.
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Note that HTTP Negotiate picks the strongest method supported by both the Active directory server and
the user agent. If negotiation selects HT TP Basic as the authentication method, you will not get transparent
authentication. The order of strength is NTLM, then basic. Negotiation must select NTLM for transparent
authentication to be possible.

You must configure client browsers to support integrated Windows authentication to enable transparent
authentication. The following sections explain the general requirements and basic configuration of integrated
Windows authentication for some commonly used browsers that support it. Users should consult the help for
their browser (or other user agent) for more detailed information, because the techniques can change between
software releases.

Je

Tip Not all browsers support integrated Windows authentication, such as Chrome and Safari (based on the
versions available when this was written). Users will be prompted for username and password. Consult
the browser’s documentation to determine if support is available in the version you use.

Requirements for Transparent Authentication

Users must configure their browser or user agent to implement transparent authentication. They can do this
individually, or you can configure it for them and push the configuration to client workstations using your
software distribution tools. If you decide to have users do it themselves, ensure that you provide the specific
configuration parameters that work for your network.

Regardless of browser or user agent, you must implement the following general configuration:

* Add the FTD interface through which users connect to the network to the Trusted Sites list. You can use
the IP address or if available, the fully-qualified domain name (for example, inside.example.com). You
can also use wildcards or partial addresses to create a generalized trusted site. For example, you can
typically cover all internal sites using *.example.com or simply example.com, trusting all servers in your
network (use your own domain name). If you add the specific address of the interface, you might need
to add several addresses to the trusted sites to account for all user access points to the network.

* Integrated Windows authentication does not work through a proxy server. Therefore, you must either
not use a proxy, or you must add the FTD interface to the addresses excluded from going through the
proxy. If you decide that you must use a proxy, users will be prompted for authentication even if you
use NTLM.

2

Tip Configuring transparent authentication is not a requirement, but a convenience to end users. If you do
not configure transparent authentication, users are presented with a login challenge for all authentication
methods.

Configuring Internet Explorer for Transparent Authentication

To configure Internet Explorer for NTLM transparent authentication:
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Procedure
Step 1 Select Tools > Internet Options.
Step 2 Select the Security tab, select the Local Intranet zone, then do the following:

a) Click the Sites button to open the list of trusted sites.
b) Ensure that at least one of the following options is selected:

» Automatically detect intranet network. If you select this option, all other options are disabled.
« Include all sites that bypass the proxy.
¢) Click Advanced to open the Local Intranet Sites dialog box, then paste the URL you want to trust into

the Add Site box and click Add.

Repeat the process if you have more than one URL. Use wildcards to specify a partial URL, such as
http://*.example.comor simply *.example.com.

Close the dialog boxes to return to the Internet Options dialog box.

d) With Local Intranet still selected, click Custom Level to open the Security Settings dialog box. Find
the User Authentication > Logon setting and select Automatic logon only in Intranet zone. Click OK.

Step 3 In the Internet Options dialog box, click the Connections tab, then click LAN Settings.

If Use a proxy server for your LAN is selected, you need to ensure that the FTD interface bypasses the
proxy. Do any of the following as appropriate:

« Select Bypass proxy server for local addresses.

» Click Advanced and enter the address into the Do not use proxy server for addresses beginning with
box. You can use wildcards, for example, * . example . com.

Configuring Firefox for Transparent Authentication

To configure Firefox for NTLM transparent authentication:

Procedure

Step 1 Open about:config. Use the filter bar to help you locate the preferences that you need to modify.
Step 2 To support NTLM, modify the following preferences (filter on network.automatic):

* network.automatic-ntim-auth.trusted-uris—Double-click the preference, enter the URL, and click
OK. You can enter multiple URLs by separating them with commas; including the protocol is optional.
For example:

http://host.example.com, http://hostname, myhost.example.com

You can also use partial URLSs. Firefox matches the end of the string, not a random substring. Thus, you
could include your entire internal network by specifying just your domain name. For example:
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example.com

« network.automatic-ntim-auth.allow-proxies—Ensure that the value is true, which is the default.
Double-click to change the value if it is currently false.

Step 3 Check the HTTP proxy settings. You can find these by selecting Tools > Options, then click the Network
tab in the Options dialog box. Click the Settings button in the Connection group.

* If No Proxy is selected, there is nothing to configure.

« If Use System Proxy Settings is selected, you need to modify the network.proxy.no_proxies_on
property in about:config to add the trusted URIs you included in
network.automatic-ntim-auth.trusted-uris.

« If Manual Proxy Configuration is selected, update the No Proxy For list to include these trusted URIs.

* If one of the other options is selected, ensure that the properties used for those configurations exclude
the same trusted URIs.

Monitoring Identity Policies

If identity policies that require authentication are working correctly, you should see user information on the
Monitoring > Users dashboard and other dashboards that include user information.

In addition, events shown in Monitoring > Events should include user information.

If you do not see any user information, verify that the directory server is functioning correctly. Use the Test
button in the directory server configuration dialog box to verify connectivity.

If the directory server is functioning and usable, verify that the traffic matching criteria on the identity rules
that require active authentication are written in a way that will match your users. For example, ensure that the
source zone contains the interfaces through which your user traffic will enter the device. The active
authentication identity rules match HTTP traffic only, so users must be sending that type of traffic through
the device.

For passive authentication, use the Test button in the ISE object if you are using that source. If you are using
remote access VPN, verify that the service is functioning correctly and that users can make VPN connections.
See the troubleshooting topics for these features for more detailed information on identifying and resolving
issues.

Examples for Identity Policies

The use case chapter includes an example of implementing identity policies. Please see How to Gain Insight
Into Your Network Traffic, on page 48.
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Security Intelligence

The Security Intelligence policy gives you an early opportunity to drop unwanted traffic based on
source/destination IP address or destination URL. The following topics explain how to implement Security
Intelligence.

* About Security Intelligence, on page 321

* License Requirements for Security Intelligence, on page 323
* Configuring Security Intelligence, on page 323

* Monitoring Security Intelligence, on page 324

» Examples for Security Intelligence, on page 325

About Security Intelligence

The Security Intelligence policy gives you an early opportunity to drop unwanted traffic based on
source/destination IP address or destination URL. The system drops this unwanted traffic before evaluating
it with the access control policy, thus reducing the amount of system resources used.

You can block traffic based on the following:

* Cisco Talos Intelligence Group (Talos) feeds—Talos provides access to regularly updated security
intelligence feeds. Sites representing security threats such as malware, spam, botnets, and phishing appear
and disappear faster than you can update and deploy custom configurations. The system downloads feed
updates regularly, and thus new threat intelligence is available without requiring you to redeploy the
configuration.

\}

Note Talos feeds are updated by default every hour. You can change the update
frequency, and even update the feeds on demand, from the Device > Updates

page.

» Network and URL objects—If you know of specific IP addresses or URLs you want to block, you can
create objects for them and add them to the blocked list or the exception list. Note that you cannot use
network objects with FQDN or range specifications.

You create separate lists for IP addresses (networks) and URLs.

Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0 [Jj



Security Policies |
. Making Exceptions to the Block Lists

\)

Note Ifan HTTP/HTTPS request is to a URL that uses an IP address instead of a hostname, the system looks

up the IP address reputation in the network address lists. You do not need to duplicate IP addresses in
the network and URL lists.

Making Exceptions to the Block Lists

For each block list, you can create an associated exception list, also known as the do not block list. The only
purpose of the exception list is to exempt IP addresses or URLSs that appear in the block list. That is, if you
find an address or URL you need to use, and you know to be safe, is in a feed configured on the block list,
you can exempt that network/URL without completely removing the category from the block list.

Exempted traffic is subsequently evaluated by the access control policy. The ultimate decision on whether
the connections are allowed or dropped is based on the access control rule the connections match. The access
rule also determines whether intrusion or malware inspection is applied to the connection.

Security Intelligence Feed Categories

The following table describes the categories available in the Cisco Talos Intelligence Group (Talos) feeds.
These categories are available for both network and URL blocking.

These categories can change over time, so a newly-downloaded feed might have category changes. When
configuring Security Intelligence, you can click the info icon next to a category name to see a description.

Table 7: Cisco Talos Intelligence Group (Talos) Feed Categories

Security Intelligence Description

Category

Attackers Active scanners and hosts known for outbound malicious activity

Banking_fraud Sites that engage in fraudulent activities that relate to electronic banking

Bogon Bogon networks and unallocated IP addresses

Bots Sites that host binary malware droppers

CnC Sites that host command-and-control servers for botnets

Cryptomining Hosts providing remote access to pools and wallets for the purpose of mining
cryptocurrency

Dga Malware algorithms used to generate a large number of domain names acting as
rendezvous points with their command-and-control servers

Exploitkit Software kits designed to identify software vulnerabilities in clients

High risk Domains and hostnames that match against the OpenDNS predictive security
algorithms from security graph

lToc Hosts that have been observed to engage in Indicators of Compromise (I0C)
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Security Intelligence
Category

Description

Link sharing

Websites that share copyrighted files without permission

Malicious Sites exhibiting malicious behavior that do not necessarily fit into another, more
granular, threat category

Malware Sites that host malware binaries or exploit kits

Newly seen Domains that have recently been registered, or not yet seen via telemetry

Open_proxy Open proxies that allow anonymous web browsing

Open_relay Open mail relays that are known to be used for spam

Phishing Sites that host phishing pages

Response IP addresses and URLs that are actively participating in malicious or suspicious
activity

Spam Mail hosts that are known for sending spam

Spyware Sites that are known to contain, serve, or support spyware and adware activities

Suspicious Files that appear to be suspicious and have characteristics that resemble known

malware

Tor_exit node

Hosts known to offer exit node services for the Tor Anonymizer network

License Requirements for Security Intelligence

You must enable the Threat license to use Security Intelligence. See Enabling or Disabling Optional Licenses,

on page 90.

Configuring Security Intelligence

The Security Intelligence policy gives you an early opportunity to drop unwanted traffic based on
source/destination IP address or destination URL. Any allowed connections are still evaluated by access
control policies and might eventually be dropped. You must enable the Threat license to use Security

Step 1
Step 2

Intelligence.

Procedure

Select Policies > Security Intelligence.
If the policy is not enabled, click the Enable Security Intelligence button.

You can disable the policy at any time by clicking the Security Intelligence toggle to Off. Your configuration
is preserved, so that when you enable the policy again you do not need to reconfigure it.
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Step 3

Step 4

Configure Security Intelligence.
There are separate block lists for Networks (IP addresses) and URLs.

a) Click the Network or URL tab to display the list you want to configure.
b) In the block/drop list, click + to select the objects or feeds whose connections you want to drop immediately.

The object selector organizes the objects and feeds on separate tabs by type. If the object you want does
not yet exist, click the Create New Object link at the bottom of the list and create it now. For a description
of the Cisco Talos Intelligence Group (Talos) feeds, click the i button next to the feed. See also Security
Intelligence Feed Categories, on page 322.

Note Security Intelligence ignores IP address blocks using a /0 netmask. This includes the any-ipv4
and any-ipv6 network objects. Do not select these objects for network blocking.

¢) In the do not block list, click + and select any exceptions to the block list.

The only reason to configure this list is to make exceptions for IP addresses or URLs that are in the block
list. Exempted connections are subsequently evaluated by your access control policy, and might be dropped
anyway.

d) Repeat the process to configure the other block list.

(Optional.) Click the Edit Logging Settings button ('m') to configure logging.

If you enable logging, any matches to block list entries are logged. Matches to exception entries are not logged,
although you get log messages if exempted connections match access control rules with logging enabled.

Configure the following settings:
+ Connection Events Logging—Click the toggle to enable or disable logging.

« Syslog—If'you want to send a copy of the events to an external syslog server, select this option and select
the server object that defines the syslog server. If the required object does not already exist, click Add
Syslog Server and create it.

Because event storage on the device is limited, sending events to an external syslog server can provide
more long term storage and enhance your event analysis.

Monitoring Security Intelligence

If you enable logging for the Security Intelligence policy, the system generates Security Intelligence events
for each connection that matches an item on a block list. There are matching connection events for these
connections.

Statistics for dropped connections appear in the various dashboards available on the Monitoring page.

The Monitoring > Access and SI Rules dashboard shows the top access rules and Security Intelligence
rule-equivalents that are matching traffic.

In addition, you can select Monitoring > Events, then the Security Intelligence view, to see the Security
Intelligence events, as well as the related connection events on the Connection tab.

* The SI Category ID field in an event indicates the object matched in the block list, such as a network or
URL object or feed.
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* The Reason field in a connection event explains why the action shown in the event was applied. For
example, a Block action paired with reasons such as IP Block or URL Block indicates that a connection
was dropped by Security Intelligence.

Examples for Security Intelligence

The use case chapter includes an example of implementing Security Intelligence policies. Please see How to
Block Threats, on page 55.
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Access Control

The following topics explain access control rules. These rules control which traffic is allowed to pass through
the device, and apply advanced services to the traffic, such as intrusion inspection.

* Access Control Overview, on page 327

* License Requirements for Access Control, on page 335

* Guidelines and Limitations for Access Control Policies, on page 336
* Configuring the Access Control Policy, on page 337

* Monitoring Access Control Policies, on page 348

» Examples for Access Control, on page 350

Access Control Overview

The following topics explain access control policies.

Access Control Rules and the Default Action

Use the access control policy to allow or block access to network resources. The policy consists of a set of
ordered rules, which are evaluated from top to bottom. The rule applied to traffic is the first one where all the
traffic criteria are matched.

You can control access based on:

* Traditional network characteristics such as source and destination IP addresses, protocol, ports, and
interfaces (in the form of security zones).

* The fully-qualified domain name (FQDN) of the source or destination (in the form of a network object).
Traffic matching is based on the IP address returned for the name from a DNS lookup.

* The application that is being used. You can control access based on the specific application, or you can
create rules that cover categories of applications, applications tagged with a particular characteristic, the
type of application (client, server, web), or the application's risk or business relevance rating.

* The destination URL of a web request, including the generalized category of the URL. You can refine
category matches based on the public reputation of the target site.

* The user who is making the request, or the user groups to which the user belongs.
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For unencrypted traffic that you allow, you can apply IPS inspection to check for threats and block traffic that
appears to be an attack. You can also use file policies to check for prohibited files or malware.

Any traffic that does not match an access rule is handled by the access control Default Action. If you allow
traffic by default, you can apply intrusion inspection to the traffic. However, you cannot perform file or
malware inspection on traffic handled by the default action.

Application Filtering

You can use access control rules to filter traffic based on the application used in the connection. The system
can recognize a wide variety of applications, so that you do not need to figure out how to block one web
application without blocking all web applications.

For some popular applications, you can filter on different aspects of the application. For example, you could
create a rule that blocks Facebook Games without blocking all of Facebook.

You can also create rules based on general application characteristics, blocking or allowing entire groups of
applications by selecting risk or business relevance, type, category, or tag. However, as you select categories
in an application filter, look over the list of matching applications to ensure you are not including
unintended applications. For a detailed explanation of the possible groupings, see Application Criteria, on
page 342.

Application Control for Encrypted and Decrypted Traffic

If an application uses encryption, the system might not be able to identify the application.

The system can detect application traffic encrypted with StartTLS, including SMTPS, POPS, FTPS, TelnetS,
and IMAPS. In addition, it can identify certain encrypted applications based on the Server Name Indication
in the TLS ClientHello message, or the subject distinguished name value from the server certificate.

Use the application filters dialog box to determine if your application requires decryption by selecting the
following Tags, then examining the list of applications.

* SSL Protocol—You do not need to decrypt traffic tagged as SSL Protocol. The system can recognize
this traffic and apply your access control action. Access control rules for the listed applications should
match to expected connections.

* Decrypted Traffic—The system can recognize this traffic only if you first decrypt the traffic. Configure
SSL decryption rules for this traffic.

Filtering on Common Industrial Protocol (CIP) and Modbus Applications (ISA 3000)

You can enable the Common Industrial Protocl (CIP) and Modbus pre-processors on Cisco ISA 3000 devices,
and filter on CIP and Modbus applications in access control rules. All CIP application names start with “CIP,”
such as CIP Write. There is only one application for Modbus.

To enable the pre-processors, you must go into expert mode in a CLI session (SSH or Console) and issue the
following command to enable one or both of these Supervisory Control and Data Acquisition (SCADA)
applications.

sudo /usr/local/sf/bin/enable_scada.sh {cip | modbus | both}

For example, to enable both pre-processors:
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> expert
admin@firepower:~$ sudo /usr/local/sf/bin/enable_ scada.sh both

\}

Note  You must issue this command after every deployment. These pre-processors are disabled during
deployment.

Best Practices for Application Filtering

Please keep the following recommendations in mind when designing your application filtering access control
rules.

* To handle traffic referred by a web server, such as advertisement traffic, match the referred application
rather than the referring application.

* Avoid combining application and URL criteria in the same rule, especially for encrypted traffic.

« If you write a rule for traffic that is tagged Decrypted Traffic, ensure that you have an SSL Decryption
rule that will decrypt the matching traffic. These applications can be identified in decrypted connections
only.

* The system can detect multiple types of Skype application traffic. To control Skype traffic, choose the
Skype tag from the Application Filters list rather than selecting individual applications. This ensures that
the system can detect and control all Skype traffic the same way.

* To control access to Zoho mail, select both the Zoho and Zoho Mail applications.

URL Filtering

You can use access control rules to filter traffic based on the URL used in an HTTP or HTTPS connection.
Note that URL filtering for HTTP is more straight-forward than it is for HTTPS, because HTTPS is encrypted.

You can use the following techniques to implement URL filtering.

* Category and reputation-based URL filtering—With a URL filtering license, you can control access to
web sites based on the URL’s general classification (category) and risk level (reputation). This is by far
the easiest and most effective way to block unwanted sites.

» Manual URL filtering—With any license, you can manually specify individual URLs, and groups of
URLs, to achieve granular, custom control over web traffic. The main purpose of manual filtering is to
create exceptions to category-based block rules, but you can use manual rules for other purposes.

The following topics provide more information on URL filtering.

Filtering URLs by Category and Reputation

With a URL filtering license, you can control access to web sites based on the category and reputation of the
requested URLs:

* Category—A general classification for the URL. For example, ebay.com belongs to the Auctions category,
and monster.com belongs to the Job Search category. A URL can belong to more than one category.
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* Reputation—How likely the URL is to be used for purposes that might be against your organization’s
security policy. Reputations range from Untrusted (level 1) to Trusted (level 5).

URL categories and reputations help you quickly configure URL filtering. For example, you can use access
control to block untrusted URLs in the Illegal Drugs category.

For a description of the categories, see https://www.talosintelligence.com/categories.

Using category and reputation data also simplifies policy creation and administration. Sites that represent
security threats, or that serve undesirable content, might appear and disappear faster than you can update and
deploy new policies. As Cisco updates the URL database with new sites, changed classifications, and changed
reputations, your rules automatically adjust to the new information. You do not need to edit your rules to
account for new sites.

If you enable regular URL database updates, you can ensure that the system uses up-to-date information for
URL filtering. You can also enable communications with Cisco Collective Security Intelligence (CSI) to
obtain the latest threat intelligence for URLs with unknown category and reputation. For more information,
see Configuring URL Filtering Preferences, on page 581.

\)

Note To see URL category and reputation information in events and application details, you must create at
least one rule with a URL condition.

Looking Up the Category and Reputation for a URL

You can check on the category and reputation for a particular URL. You can go to the URL tab of an access
control rule, or SSL decryption rule, or go to Device > System Settings > URL Filtering Preferences. There,
you can enter the URL in the URL to Check field and click Go.

You will be taken to a web site that shows the results of the lookup. You can use this information to help you
check the behavior of your category- and reputation-based URL filtering rules.

If you disagree with the categorization, you can click the Submit a URL Category Dispute in the FDM to
tell us what you think.

Manual URL Filtering

You can supplement or selectively override category and reputation-based URL filtering by manually filtering
individual URLs or groups of URLs. You can perform this type of URL filtering without a special license.

For example, you might use access control to block a category of web sites that are not appropriate for your
organization. However, if the category contains a web site that is appropriate, and to which you want to provide
access, you can create a manual Allow rule for that site and place it before the Block rule for the category.

To configure manual URL filtering, you create a URL object with the destination URL. How this URL is
interpreted is based on the following rules:

* If you do not include a path (that is, there is no / character in the URL), the match is based on the server’s
hostname only. The hostname is considered a match if it comes after the :// separator, or after any dot in
the hostname. For example, ign.com matches ign.com and www.ign.com, but it does not match
verisign.com.

* If you include one or more / character, the entire URL string is used for a substring match, including the
server name, path, and any query parameters. However, we recommend that you do not use manual URL
filtering to block or allow individual web pages or parts of sites, as servers can be reorganized and pages
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moved to new paths. Substring matching can also lead to unexpected matches, where the string you
include in the URL object also matches paths on unintended servers or strings within query parameters.

* The system disregards the encryption protocol (HTTP vs HTTPS). In other words, if you block a website,
both HTTP and HTTPS traffic to that website is blocked, unless you use an application condition to
target a specific protocol. When creating a URL object, you do not need to specify the protocol when
creating an object. For example, use example.com rather than http://example.com.

* If you plan to use a URL object to match HTTPS traffic in an access control rule, create the object using
the subject common name in the public key certificate used to encrypt the traffic. Also, the system
disregards subdomains within the subject common name, so do not include subdomain information. For
example, use example.com rather than www.example.com.

However, please understand that the subject common name in the certificate might be completely unrelated
to a web site’s domain name. For example, the subject common name in the certificate for youtube.com
is *.google.com (this of course might change at any time). You will get more consistent results if you
use the SSL Decryption policy to decrypt HTTPS traffic so that URL filtering rules work on decrypted
traffic.

)

Note URL objects will not match HTTPS traffic if the browser resumes a TLS
session because the certificate information is no longer available. Thus,
even if you carefully configure the URL object, you might get inconsistent
results for HTTPS connections.

Filtering HTTPS Traffic

Because HTTPS traffic is encrypted, performing URL filtering directly on HTTPS traffic is not as
straight-forward as it is on HTTP traffic. For that reason, you should consider using SSL Decryption policies
to decrypt all HTTPS traffic that you intend to filter. That way, the URL filtering access control policies work
on decrypted traffic, and you get the same results you would get for regular HTTP traffic.

However, if you do intend to allow some HTTPS traffic to pass undecrypted into the access control policy,
you need to understand that rules match HTTPS traffic differently than they do for HTTP traffic. To filter
encrypted traffic, the system determines the requested URL based on information passed during the SSL
handshake: the subject common name in the public key certificate used to encrypt the traffic. There might be
little or no relationship between the web site hostname in the URL and the subject common name.

HTTPS filtering, unlike HTTP filtering, disregards subdomains within the subject common name. Do not
include subdomain information when manually filtering HTTPS URLs. For example, use example.com rather
than www.example.com. Also, review the content of the certificates used by the site to ensure you have the
right domain, the one used in the subject common name, and that this name will not conflict with your other
rules (for example, the name for a site you want to block might overlap with one you want to allow). For
example, the subject common name in the certificate for youtube.com is *.google.com (this of course might
change at any time).

)

Note URL objects will not match HTTPS traffic if the browser resumes a TLS session because the certificate
information is no longer available. Thus, even if you carefully configure the URL object, you might get
inconsistent results for HTTPS connections.
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Controlling Traffic by Encryption Protocol

The system disregards the encryption protocol (HTTP vs HTTPS) when performing URL filtering. This occurs
for both manual and reputation-based URL conditions. In other words, URL filtering treats traffic to the
following web sites identically:

* http://example.com

* https://example.com

To configure a rule that matches only HTTP or HTTPS traffic, but not both, either specify the TCP port in
the Destination condition or add an application condition to the rule. For example, you could allow HTTPS
access to a site while disallowing HTTP access by constructing two access control rules, each with an TCP
port or application, and URL, condition.

The first rule allows HTTPS traffic to the website:

Action: Allow
TCP port or Application: HTTPS (TCP port 443)
URL: example.com

The second rule blocks HTTP access to the same website:

Action: Block
TCP port or Application: HTTP (TCP port 80)
URL: example.com

Comparing URL and Application Filtering

URL and application filtering have similarities. But you should use them for very distinct purposes:

» URL filtering is best used to block or allow access to an entire web server. For example, if you do not
want to allow any type of gambling on your network, you can create a URL filtering rule to block the
Gambling category. With this rule, users cannot get to any pages on any web server within the category.

* Application filtering is useful for blocking specific applications regardless of the hosting site, or for
blocking specific features of an otherwise allowable web site. For example, you could block just the
Facebook Games application without blocking all of Facebook.

Because combining application and URL criteria can lead to unexpected results, especially for encrypted
traffic, it is a good policy to create separate rules for URL and application criteria. If you do need to combine
application and URL criteria in a single rule, you should place these rules after straight-forward application-only
or URL-only rules, unless the applicationtURL rule is acting as an exception to a more general application-only
or URL-only rule. Because URL filtering block rules are more broad than application filtering, you should
place them above application-only rules.

If you do combine application and URL criteria, you might need to monitor your network more carefully to
ensure that you are not allowing access to unwanted sites and applications.

Best Practices for Effective URL Filtering

Please keep the following recommendations in mind when designing your URL filtering access control rules.

» Use category and reputation blocking whenever possible. This ensures that new sites get blocked
automatically as they are added to the categories, and that blocking based on reputation is adjusted if a
site becomes more (or less) reputable.
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* When using URL category matching, note that there are cases where the login page for a site is in a
different category than the site itself. For example, Gmail is in the Web-based Email category, whereas
the login page is in the Search Engines and Portals category. If you have different rules with different
actions for the categories, you might get unintended results.

» Use URL objects to target entire web sites and to make exceptions to category blocking rules. That is,
to allow specific sites that would otherwise get blocked in a category rule.

* If you want to manually block a web server (using a URL object), it is much more effective to do so in
the Security Intelligence policy. The Security Intelligence policy drops connections before the access
control rules are evaluated, so you get a faster, more efficient, block.

* For the most effective filtering of HTTPS connections, implement SSL decryption rules to decrypt traffic
for which you are writing an access control rule. Any decrypted HTTPS connections are filtered as HTTP
connections in the access control policy, so you avoid all of the limitations for HTTPS filtering.

* Place URL blocking rules before any application filtering rules, because URL filtering blocks entire web
servers, whereas application filtering targets specific application usage regardless of the web server.

* If you want to block high risk sites whose category is unknown, select the Uncategorized category and
adjust the reputation slider to Questionable or Untrusted.

What the User Sees When You Block Web Sites

When you block web sites with URL filtering rules, what the user sees differs based on whether the site is
encrypted.

* HTTP connections—The user sees a system default block response page instead of the normal browser
page for timed out or reset connections. This page should make it clear that you blocked the connection
on purpose.

* HTTPS (encrypted) connections—The user does not see the system default block response page. Instead,
the user sees the browser’s default page for a secure connection failure. The error message does not
indicate the site was blocked due to policy. Instead, errors might indicate that there are no common
encryption algorithms. It will not be obvious from this message that you blocked the connection on

purpose.

In addition, web sites might be blocked by other access control rules that are not explicitly URL filtering rules,
or even by the default action. For example, if you block entire networks or geolocations, any web sites on
that network or in that geographic location are also blocked. Users blocked by these rules may, or may not,
get a response page as described in the limitations below.

If you implement URL filtering, consider explaining to end users what they might see when a site is intentionally
blocked, and what types of site you are blocking. Otherwise, they might spend a good deal of time
troubleshooting blocked connections.

Limitations of HTTP Response Pages

HTTP response pages do not always appear when the system blocks web traffic.

* The system does not display a response page when web traffic is blocked as a result of a promoted access
control rule (an early-placed blocking rule with only simple network conditions).

* The system does not display a response page when web traffic is blocked before the system identifies
the requested URL.
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* The system does not display a response page for encrypted connections blocked by access control rules.

Intrusion, File, and Malware Inspection

Intrusion and file policies work together as the last line of defense before traffic is allowed to its destination:

* Intrusion policies govern the system's intrusion prevention capabilities.

» File policies govern the system's file control and malware defense capabilities.

All other traffic handling occurs before network traffic is examined for intrusions, prohibited files, and malware.
By associating an intrusion or file policy with an access control rule, you are telling the system that before it
passes traffic that matches the access control rule's conditions, you first want to inspect the traffic with an
intrusion policy, a file policy, or both.

You can configure intrusion and file policies on rules that allow traffic only. Inspection is not performed on
rules set to trust or block traffic. In addition, if the default action for the access control policy is allow, you
can configure an intrusion policy but not a file policy.

For any single connection handled by an access control rule, file inspection occurs before intrusion inspection.
That is, the system does not inspect files blocked by a file policy for intrusions. Within file inspection, simple
blocking by type takes precedence over malware inspection and blocking. Until a file is detected and blocked
in a session, packets from the session may be subject to intrusion inspection.

\)

Note By default, the system disables intrusion and file inspection of encrypted payloads. This helps reduce
false positives and improve performance when an encrypted connection matches an access control rule
that has intrusion and file inspection configured. Inspection works with unencrypted traffic only.

Best Practices for Access Control Rule Order

Rules are applied on a first-match basis, so you must ensure that rules with highly specific traffic matching
criteria appear above policies that have more general criteria that would otherwise apply to the matching
traffic. Consider the following recommendations:

* Specific rules should come before general rules, especially when the specific rules are exceptions to
general rules.

* Any rules that drop traffic based on layer-3/4 criteria only (such as IP address, security zone, and port
number) should come as early as possible. We recommend they come before any rule that requires
inspection, such as those with application or URL criteria, because Layer-3/4 criteria can be evaluated
quickly and without inspection. Of course, any exceptions to these rules must be placed above them.

» Whenever possible, put specific drop rules near the top of the policy. This ensures the earliest possible
decision on undesirable traffic.

* Any rules that include both application and URL criteria should come after straight-forward
application-only or URL-only rules, unless the application+URL rule is acting as an exception to a more
general application-only or URL-only rule. Combining application and URL criteria can lead to unexpected
results, especially for encrypted traffic, so we recommend that you create separate rules for URL and
application filtering whenever possible.

ll Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version 6.5.0



| Security Policies
NAT and Access Rules .

NAT and Access Rules

Access rules always use the real IP addresses when determining an access rule match, even if you configure
NAT. For example, if you configure NAT for an inside server, 10.1.1.5, so that it has a publicly routable IP
address on the outside, 209.165.201.5, then the access rule to allow the outside traffic to access the inside
server needs to reference the server’s real IP address (10.1.1.5), and not the mapped address (209.165.201.5).

How Other Security Policies Impact Access Control

Other security policies can affect how access control rules function and match connections. As you configure
your access rules, keep the following in mind:

* SSL Decryption policy—The SSL decryption rules are evaluated before access control. Thus, if an
encrypted connection matches an SSL decryption rule that applies some type of decryption, it is the plain
text (decrypted) connection that is evaluated by the access control policy. The access rules do not see
the encrypted version of the connection. Additionally, any connections that match SSL decryption rules
that drop traffic are never seen by the access control policy. Finally, any encrypted connection that
matches a Do Not Decrypt rule is evaluated in its encrypted state.

« Identity policy—Connections are matched to users (and thus, user groups) only if there is a user mapping
for the source IP address. Access rules that key on user or group membership can match only those
connections for which user identity was successfully collected by your identity policy.

« Security Intelligence policy—Any connection that is dropped is never seen by the access control policy.
Connections that match the do not block list are subsequently matched to access control rules and,
ultimately, it is the access control rule that determines how the connection is handled (allowed or dropped).

* VPN (site-to-site or remote access)—VPN traffic is always evaluated against the access control policy,
and connections are allowed or dropped based on the matching rule. However, the VPN tunnel itself is
decrypted before the access control policy is evaluated. The access control policy evaluates the connections
that are embedded within the VPN tunnel, not the tunnel itself.

License Requirements for Access Control

You do not need a special license to use the access control policy.

However, you do need the following licenses for specific features within the access control policy. For
information on configuring licenses, see Enabling or Disabling Optional Licenses, on page 90.

* URL license—To create rules that use URL categories and reputations as match criteria.

* Threat license—To configure an intrusion policy on an access rule or the default action. You also need
this license to use a file policy (the Malware license is also required).

» Malware license—To configure a file policy on an access rule. The Threat is also required for file
policies.
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Guidelines and Limitations for Access Control Policies

Following are some additional limitations for access control. Please consider them when evaluating whether
you are getting the expected results from your rules.

If a URL database update includes added (new, incoming), deprecated (outgoing), or deleted categories,
there is a grace period for you to make changes to any access control rules that are affected. Impacted
rules are marked with informational messages, with explanations about the issues that impact the rule
and links to the Cisco Talos Intelligence Group (Talos) web site for more information about the category
changes. You need to update the rule so that it uses the appropriate categories available in the latest URL
database.

To accommodate the grace period, add the newly added incoming categories to the appropriate rules
without removing the outgoing deprecated categories: your rules should contain both the new and old
categories. The new categories will be effective when the old categories are marked for deletion. When
the old categories are finally deleted, you need to edit the rules to remove the deleted categories and
redeploy the configuration. You will be blocked from deploying the configuration until you fix any rules
that use deleted categories. Click the See Problem Rules link above the table to filter on rules that need
attention.

FDM can download information on up to 50,000 users from the directory server. If your directory server
includes more than 50,000 user accounts, you will not see all possible names when selecting users in an
access rule or when viewing user-based dashboard information. You can write rules on only those names
that were downloaded.

The 50,000 limit also applies to the names associated with groups. If a group has more than 50,000
members, only the 50,000 names that were downloaded can be matched against the group membership.

If a Vulnerability Database (VDB) update removes (deprecates) applications, you must make changes
to any access control rules or application filters that use the application that was deleted. You cannot
deploy changes until you fix these rules. In addition, you cannot install system software updates before
fixing the issue. On the Application Filters object page, or the Application tab of the rule, these applications
say “(Deprecated)” after the application name.

To use fully-qualified domain name (FQDN) network objects as source or destination criteria, you must
also configure DNS for the data interfaces on Device > System Settings > DNS Server. The system
does not use the management DNS server setting to do lookups for FQDN objects used in access control
rules. For information on troubleshooting FQDN resolution, see Troubleshooting General DNS Problems,
on page 577.

Note that controlling access by FQDN is a best-effort mechanism. Consider the following points:

* Because DNS replies can be spoofed, only use fully trusted internal DNS servers.

» Some FQDN:s, especially for very popular servers, can have multiple and frequently changing IP
addresses. Because the system uses cached DNS lookup results, users might get new addresses that
are not yet in the cache. Thus, it is possible that blocking a popular site by FQDN will provide
inconsistent results.

* For popular FQDNS, different DNS servers can return a different set of IP addresses. Thus, if your
users use a different DNS server than the one you configure, FQDN-based access control rules
might not apply to all IP addresses for the site that are used by your clients, and you will not get the
intended results for your rules.
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» Some FQDN DNS entries have very short time to live (TTL) values. This can result in frequent
recompliation of the lookup table, which can impact overall system performance.

* If you edit a rule that is actively in use, the changes do not apply to established connections that are no
longer being inspected by Snort. The new rule is used to match against future connections. In addition,
if Snort is actively inspecting a connection, it can apply the changed matching or action criteria to an
existing connection. If you need to ensure that your changes apply to all current connections, you can
log into the device CLI and use the clear conn command to end established connections, on the assumption
that the sources for the connections will then attempt to reestablish the connection and thus be matched
appropriately against the new rule.

» It takes 3 to 5 packets for the system to identify the application or URL in a connection. Thus, the correct
access control rule might not be matched immediately for a given connection. However, once the
application/URL is known, the connection is handled based on the matching rule. For encrypted
connections, this happens after the server certificate exchange in the SSL handshake.

* The system applies the default policy action to packets that do not have a payload in a connection where
an application is identified.

» Leave matching criteria empty whenever possible, especially those for security zones, network objects,
and port objects. For example, the system can more efficiently match traffic for all interfaces if you
simply leave the security zone criteria blank, rather than if you create zones that contain all interfaces.
When you specify multiple criteria, the system must match against every combination of the contents of
the criteria you specify.

* If you specify IP addresses for source or destination criteria, do not mix [Pv4 and IPv6 addresses in the
same rule. Create separate rules for IPv4 and IPv6 addresses.

* Due to memory limitations, some device models perform most URL filtering with a smaller, less granular,
set of categories and reputations. For example, even if a parent URL's subsites have different URL
categories and reputations, some devices may only store the parent URL's data. For web traffic handled
by these devices, the system may perform cloud lookups to determine category and reputation for sites
not in the local database. Lower-memory devices include the following ASA models: 5508-X, 5516-X,
and 5525-X.

* GRE tunnels that violate the related RFCs will be dropped. For example, if a GRE tunnel contains
non-zero values in the reserved bits, contrary to the RFCs, it is dropped. If you need to allow non-compliant
GRE tunnels, you need to use a remote manager and configure a prefilter rule that trusts the sessions.
You cannot configure prefilter rules using the FDM.

Configuring the Access Control Policy

Use the access control policy to control access to network resources. The policy consists of a set of ordered
rules, which are evaluated from top to bottom. The rule applied to traffic is the first one where all the traffic
criteria are matched. If no rules match the traffic, the default action shown at the bottom of the page is applied.

To configure the access control policy, select Policies > Access Control.
The access control table lists all rules in order. For each rule:

* Click the > button next to the rule number in the left-most column to open the rule diagram. The diagram
can help you visualize how the rule controls traffic. Click the button again to close the diagram.
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* Most cells allow inline editing. For example, you can click the action to select a different one, or click
a source network object to add or change the source criteria.

« To move a rule, hover over the rule until you get the move icon (%), then click, drag, and drop the rule
to the new location. You can also move a rule by editing it and selecting the new location in the Order
list. It is critical that you put the rules in the order that you want them processed. Specific rules should
be near the top, especially for rules that define exceptions to more general rules

* The right-most column contains the action buttons for a rule; mouse over the cell to see the buttons. You
can edit (O) or delete (O) arule.

* Click the Toggle Hit Counts icon (@.) above the table to add or remove the Hit Counts column in the
table. The Hit Count column appears to the right of the Name column with the total hit count for the rule
and the date and time of the last hit. The hit count information is fetched at the time you click the toggle

button. Click the refresh icon (Q) to get the latest information.

* If any rules have problems, for example, because of removed or changed URL categories, click the See
Problem Rules link next to the search box to filter the table to show only those rules. Please edit and
correct (or delete) these rules, so that they will provide the service that you require.

The following topics explain how to configure the policy.

Configuring the Default Action

If a connection does not match a specific access rule, it is handled by the default action for the access control
policy.

Procedure

Step 1 Select Policies > Access Control.
Step 2 Click anywhere in the Default Action field.
Step 3 Select the action to apply to matching traffic.

* Trust—Allow traffic without further inspection of any kind.
* Allow—Allow the traffic subject to the intrusion policy.
* Block—Drop the traffic unconditionally. The traffic is not inspected.

Step 4 If the action is Allow, select an intrusion policy.

For an explanation of the policy options, see Intrusion Policy Settings, on page 345.

Step 5 (Optional.) Configure logging for the default action.

You must enable logging for traffic that matches the default action to be included in dashboard data or Event
Viewer. See Logging Settings, on page 347.

Step 6 Click OK.
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Configuring Access Control Rules

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Use access control rules to control access to network resources. Rules in the access control policy are evaluated
from top to bottom. The rule applied to traffic is the first one where all the traffic criteria are matched.

Procedure

Select Policies > Access Control.
Do any of the following:

* To create a new rule, click the + button.

* To edit an existing rule, click the edit icon (O) for the rule.
To delete a rule you no longer need, click the delete icon (O) for the rule.

In Order, select where you want to insert the rule in the ordered list of rules.

Rules are applied on a first-match basis, so you must ensure that rules with highly specific traffic matching
criteria appear above policies that have more general criteria that would otherwise apply to the matching
traffic.

The default is to add the rule to the end of the list. If you want to change a rule's location later, edit this option.

In Title, enter a name for the rule.

The name cannot contain spaces. You can use alphanumeric characters and these special characters: +. -

Select the action to apply to matching traffic.

* Trust—Allow traffic without further inspection of any kind.
* Allow—Allow the traffic subject to the intrusion and other inspection settings in the policy.
* Block—Drop the traffic unconditionally. The traffic is not inspected.

Define the traffic matching criteria using any combination of the following tabs:

» Source/Destination—The security zones (interfaces) through which the traffic passes, the IP addresses
or the country or continent (geographical location) for the IP address, or the protocols and ports used in
the traffic. The default is any zone, address, geographical location, protocol, and port. See
Source/Destination Criteria, on page 340.

« Application—The application, or a filter that defines applications by type, category, tag, risk, or business
relevance. The default is any application. See Application Criteria, on page 342.

* URL—The URL or URL category of a web request. The default is any URL. See URL Criteria, on page
343.

» Users—The identity source, user or user group. Your identity policies determine whether user and group
information is available for traffic matching. You must configure identity policies to use this criteria.
See User Criteria, on page 344.

To modify a condition, you click the + button within that condition, select the desired object or element, and
click OK in the popup dialog box. If the criterion requires an object, you can click Create New Object if the
object you require does not exist. Click the X for an object or element to remove it from the policy.

When adding conditions to access control rules, consider the following tips:
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* You can configure multiple conditions per rule. Traffic must match all the conditions in the rule for the
rule to apply to traffic. For example, you can use a single rule to perform URL filtering for specific hosts
or networks.

* For each condition in a rule, you can add up to 50 criteria. Traffic that matches any of a condition's criteria
satisfies the condition. For example, you can use a single rule to apply application control for up to 50
applications or application filters. Thus, there is an OR relationship among the items in a single condition,
but an AND relationship between condition types (for example, between source/destination and
application).

» Some features require that you enable the appropriate license.

Step 7 (Optional.) For policies that use the Allow action, you can configure further inspection on unencrypted traffic.
Click one of the following links:

* Intrusion Policy—Select Intrusion Policy > On and select the intrusion inspection policy to inspect
traffic for intrusions and exploits. See Intrusion Policy Settings, on page 345.

» File Policy—Select the file policy to inspect traffic for files that contain malware and for files that should
be blocked. See File Policy Settings, on page 346.

Step 8 (Optional.) Configure logging for the rule.

By default, connection events are not generated for traffic that matches a rule, although file events are generated
by default if you select a file policy. You can change this behavior. You must enable logging for traffic that
matches the policy to be included in dashboard data or Event Viewer. See Logging Settings, on page 347.

Intrusion events are always generated for intrusion rules set to drop or alert regardless of the logging
configuration on the matching access rule.

Step 9 Click OK.

Source/Destination Criteria

The Source/Destination criteria of an access rule define the security zones (interfaces) through which the
traffic passes, the IP addresses or the country or continent (geographical location) for the IP address, or the
protocols and ports used in the traffic. The default is any zone, address, geographical location, protocol, and
port.

To modify a condition, you click the + button within that condition, select the desired object or element, and
click OK. If the criterion requires an object, you can click Create New Object if the object you require does
not exist. Click the x for an object or element to remove it from the policy.

You can use the following criteria to identify the source and destination to match in the rule.
Source Zones, Destination Zones

The security zone objects that define the interfaces through which the traffic passes. You can define one,
both, or neither criteria: any criteria not specified applies to traffic on any interface.

* To match traffic leaving the device from an interface in the zone, add that zone to the Destination
Zones.

* To match traffic entering the device from an interface in the zone, add that zone to the Source
Zones.
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« If you add both source and destination zone conditions to a rule, matching traffic must originate
from one of the specified source zones and egress through one of the destination zones.

Use this criteria when the rule should apply based on where the traffic enters or exits the device. For
example, if you want to ensure that all traffic going to inside hosts gets intrusion inspection, you would
select your inside zone as the Destination Zones while leaving the source zone empty. To implement
intrusion filtering in the rule, the rule action must be Allow, and you must select an intrusion policy in
the rule.

\)

Note  You cannot mix passive and routed security zones in a single rule. In addition, you can specify
passive security zones as source zones only, you cannot specify them as destination zones.

Source Networks, Destination Networks
The network objects or geographical locations that define the network addresses or locations of the traffic.

* To match traffic from an IP address or geographical location, configure the Source Networks.
* To match traffic to an IP address or geographical location, configure the Destination Networks.

« If you add both source and destination network conditions to a rule, matching traffic must originate
from one of the specified IP addresses and be destined for one of the destination IP addresses.

When you add this criteria, you select from the following tabs:

» Network—Select the network objects or groups that define the source or destination IP addresses
for the traffic you want to control. You can use objects that define the address using the fully-qualified
domain name (FQDN); the address is determined through a DNS lookup.

+ Geolocation—Select the geographical location to control traffic based on its source or destination
country or continent. Selecting a continent selects all countries within the continent. Besides selecting
geographical location directly in the rule, you can also select a geolocation object that you created
to define the location. Using geographical location, you could easily restrict access to a particular
country without needing to know all of the potential IP addresses used there.

Note To ensure that you are using up-to-date geographical location data to filter
your traffic, Cisco strongly recommends that you regularly update the
geolocation database (GeoDB).

Source Ports, Destination Ports/Protocols

The port objects that define the protocols used in the traffic. For TCP/UDP, this can include ports. For
ICMP, it can include codes and types.

* To match traffic from a protocol or port, configure the Source Ports. Source ports can be TCP/UDP
only.

« To match traffic to a protocol or port, configure the Destination Ports/Protocols. If you add only
destination ports to a condition, you can add ports that use different transport protocols. ICMP and
other non-TCP/UDP specifications are allowed in destination ports only; they are not allowed in
source ports.
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* To match traffic both originating from specific TCP/UDP ports and destined for specific TCP/UDP
ports, configure both. If you add both source and destination ports to a condition, you can only add
ports that share a single transport protocol, TCP or UDP. For example, you could target traffic from
port TCP/80 to port TCP/8080.

Application Criteria

The Application criteria of an access rule defines the application used in an IP connection, or a filter that
defines applications by type, category, tag, risk, or business relevance. The default is any application.

Although you can specify individual applications in the rule, application filters simplify policy creation and
administration. For example, you could create an access control rule that identifies and blocks all high risk,
low business relevance applications. If a user attempts to use one of those applications, the session is blocked.

In addition, Cisco frequently updates and adds additional application detectors via system and vulnerability
database (VDB) updates. Thus, a rule blocking high risk applications can automatically apply to new
applications without you having to update the rule manually.

You can specify applications and filters directly in the rule, or create application filter objects that define those
characteristics. The specifications are equivalent, although using objects can make it easier to stay within the
50-items-per-criteria system limit if you are creating a complex rule.

To modify the application and filters list, you click the + button within the condition, select the desired
applications or application filter objects, which are listed on separate tabs, and click OK in the popup dialog
box. On either tab, you can click Advanced Filter to select filter criteria or to help you search for specific
applications. Click the X for an application, filter, or object to remove it from the policy. Click the Save As
Filter link to save the combined criteria that is not already an object as a new application filter object.

\}

Note If a selected application was removed by a VDB update, “(Deprecated)” appears after the application
name. You must remove these applications from the filter, or subsequent deployments and system
software upgrades will be blocked.

You can use the following Advanced Filter criteria to identify the application or filter to match in the rule.
These are the same elements used in application filter objects.

\)

Note Multiple selections within a single filter criteria have an OR relationship. For example, Risk is High OR
Very High. The relationship between filters is AND, so Risk is High OR Very High, AND Business
Relevance is Low OR Very Low. As you select filters, the list of applications in the display updates to
show only those that meet the criteria. You can use these filters to help you find applications that you
want to add individually, or to verify that you are selecting the desired filters to add to the rule.

Risks

The likelihood that the application is used for purposes that might be against your organization's security
policy, from very low to very high.

Business Relevance

The likelihood that the application is used within the context of your organization's business operations,
as opposed to recreationally, from very low to very high.
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Types
The type of application:

» Application Protocol—Application protocols such as HTTP and SSH, which represent
communications between hosts.

* Client Protocol—Clients such as web browsers and email clients, which represent software running
on the host.

» Web Application—Web applications such as MPEG video and Facebook, which represent the
content or requested URL for HTTP traffic.

Categories

A general classification for the application that describes its most essential function.
Tags

Additional information about the application, similar to category.

For encrypted traffic, the system can identify and filter traffic using only the applications tagged SSL
Protocol. Applications without this tag can only be detected in unencrypted or decrypted traffic. Also,
the system assigns the decrypted traffic tag to applications that the system can detect in decrypted traffic
only, not encrypted or unencrypted.

Applications List (bottom of the display)

This list updates as you select filters from the options above the list, so you can see the applications that
currently match the filter. Use this list to verify that your filter is targeting the desired applications when
you intend to add filter criteria to the rule. If your intention is to add specific applications, select them
from this list.

The URL criteria of an access rule defines the URL used in a web request, or the category to which the
requested URL belongs. For category matches, you can also specify the relative reputation of sites to allow
or block. The default is to allow all URLSs.

URL categories and reputations allow you to quickly create URL conditions for access control rules. For
example, you could block all Gambling sites, or untrusted Social Networking sites. If a user attempts to browse
to any URL with that category and reputation combination, the session is blocked.

Using category and reputation data also simplifies policy creation and administration. It grants you assurance
that the system will control web traffic as expected. Finally, because Cisco's threat intelligence is continually
updated with new URLs, as well as new categories and risks for existing URLs, you can ensure that the system
uses up-to-date information to filter requested URLs. Malicious sites that represent security threats such as
malware, spam, botnets, and phishing may appear and disappear faster than you can update and deploy new
policies.

To modify the URL list, you click the + button within the condition and select the desired categories or URLs
using one of the following techniques. Click the X for a category or object to remove it from the policy.

URL Tab

Click +, select URL objects or groups, and click OK. You can click Create New URL if the object you
require does not exist.
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Note Before configuring URL objects to target specific sites, carefully read the information on manual
URL filtering.

Categories Tab
Click +, select the desired categories, and click OK.
For a description of the categories, see https://www.talosintelligence.com/categories.

The default is to apply the rule to all URLs in each selected category regardless of reputation. To limit
the rule based on reputation, click the down arrow for each category, deselect the Any checkbox, and
then use the Reputation slider to choose the reputation level. The left of the reputation slider indicates
sites that will be allowed, the right side are sites that will be blocked. How reputation is used depends
on the rule action:

« If the rule blocks or monitors web access, selecting a reputation level also selects all reputations
more severe than that level. For example, if you configure a rule to block or monitor Questionable
sites (level 2), it also automatically blocks or monitors Untrusted (level 1) sites.

« Ifthe rule allows web access, selecting a reputation level also selects all reputations less severe than
that level. For example, if you configure a rule to allow Favorable sites (level 4), it also automatically
allows Trusted (level 5) sites.

Check the Category for a URL

You can check on the category and reputation for a particular URL. Enter the URL in the URL to Check
box and click Go. You will be taken to an external website to see the results. If you disagree with a
categorization, click the Submit a URL Category Dispute link and let us know.

The User criteria of an access rule defines the user or user group for an IP connection. You must configure
identity policies and the associated directory server to include user or user group criteria in an access rule.

Your identity policies determine whether user identity is collected for a particular connection. If identity is
established, the IP address of the host is associated with the identified user. Thus, traffic whose source IP
address is mapped to a user is considered to be from that user. IP packets themselves do not include user
identity information, so this IP-address-to-user mapping is the best approximation available.

Because you can add a maximum of 50 users or groups to a rule, selecting groups usually makes more sense
than selecting individual users. For example, you could create a rule allowing the Engineering group access
to a development network, and create a subsequent rule that denies all other access to the network. Then, to
make the rule apply to new engineers, you only need to add the engineer to the Engineering group in the
directory server.

You an also select identity sources to apply to all users within that source. Thus, if you support multiple Active
Directory domains, you can provide differential access to resources based on the domain.

To modify the users list, you click the + button within the condition and select the desired identities using one
of the following techniques. Click the X for an identity to remove it from the policy.

» ldentity Sources—Select an identity source, such as an AD realm or the local user database, to apply
the rule to all users obtained from the selected sources. If the realm you need does not yet exist, click
Create New Identity Realm and create it now.
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» Groups—Select the desired user groups. Groups are available only if you configure groups in the directory
server. If you select a group, the rule applies to any member of the group, including subgroups. If you
want to treat a sub-group differently, you need to create a separate access rule for the sub-group and
place it above the rule for the parent group in the access control policy.

» Users—Select individual users. The user name is prefixed with the identity source, such as
Realm\username.

There are some built-in users under the Special-Identities-Realm:

+ Failed Authentication—The user was prompted to authenticate, but failed to enter a valid
username/password pair within the maximum number of allowed attempts. Failure to authenticate
does not itself prevent the user from accessing the network, but you can write an access rule to limit
network access for these users.

» Guest—Guest users are like Failed Authentication users, except that your identity rule is configured
to call these users Guest. Guest users were prompted to authenticate and failed to do so within the
maximum number of attempts.

» No Authentication Required—The user was not prompted to authentication, because the user's
connections matched identity rules that specified no authentication.

» Unknown—There is no user mapping for the IP address, and there is no record of failed
authentication yet. Typically, this means that no HTTP traffic has yet been seen from that address.

Intrusion Policy Settings

Cisco delivers several intrusion policies with the Firepower System. These policies are designed by the Cisco
Talos Intelligence Group (Talos), who set the intrusion and preprocessor rule states and advanced settings.
You cannot modify these policies. However, you can change the action to take for a given rule, as described
in Changing Intrusion Rule Actions , on page 374.

For access control rules that allow traffic, you can select one of the following intrusion policies to inspect
traffic for intrusions and exploits. An intrusion policy examines decoded packets for attacks based on patterns,
and can block or alter malicious traffic.

To enable intrusion inspection, select Intrusion Policy > On and select the desired policy. The policies are
listed from least to most secure.

+ Connectivity over Security—This policy is built for organizations where connectivity (being able to
get to all resources) takes precedence over network infrastructure security. The intrusion policy enables
far fewer rules than those enabled in the Security over Connectivity policy. Only the most critical rules
that block traffic are enabled. Select this policy if you want to apply some intrusion protection but you
are fairly confident in the security of your network.

« Balanced Security and Connectivity—This policy is designed to balance overall network performance
with network infrastructure security. This policy is appropriate for most networks. Select this policy for
most situations where you want to apply intrusion prevention.

« Security over Connectivity—This policy is built for organizations where network infrastructure security
takes precedence over user convenience. The intrusion policy enables numerous network anomaly
intrusion rules that could alert on or drop legitimate traffic. Select this policy when security is paramount
or for traffic that is high risk.

» Maximum Detection—This policy is built for organizations where network infrastructure security is
given even more emphasis than is given by the Security Over Connectivity policy, with the potential for
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even greater operational impact. For example, the intrusion policy enables rules in a large number of
threat categories including malware, exploit kit, old and common vulnerabilities, and known in-the-wild
exploits. If you select this policy, carefully evaluate whether too much legitimate traffic is being dropped.

File Policy Settings

Use file policies to detect malicious software, or malware, using malware defense. You can also use file
policies to perform file control, which allows control over all files of a specific type regardless of whether the
files contain malware.

Malware defense uses the AMP Cloud to retrieve dispositions for possible malware detected in network traffic,
and to obtain local malware analysis and file pre-classification updates. The management interface must have
a path to the Internet to reach the AMP Cloud and perform malware lookups. When the device detects an
eligible file, it uses the file's SHA-256 hash value to query the AMP Cloud for the file's disposition. The
possible dispositions are:

» Malware—The AMP Cloud categorized the file as malware. An archive file (e.g. a zip file) is marked
as malware if any file within it is malware.

* Clean—The AMP Cloud categorized the file as clean, containing no malware. An archive file is marked
as clean if all files within it are clean.

» Unknown—The AMP Cloud has not assigned a disposition to the file yet. An archive file is marked as
unknown if any file within it is unknown.

* Unavailable—The system could not query the AMP Cloud to determine the file's disposition. You may
see a small percentage of events with this disposition; this is expected behavior. If you see a number of
"unavailable" events in succession, ensure that the Internet connection for the management address is
functioning correctly.

Available File Policies
You can select one of the following file policies:

* None—Do not evaluate transmitted files for malware and do no file-specific blocking. Select this option
for rules where file transmissions are trusted or where they are unlikely (or impossible), or for rules
where you are confident your application or URL filtering adequately protects your network.

* Block Malware All—Query the AMP Cloud to determine if files traversing your network contain
malware, then block files that represent threats.

* Cloud Lookup All—Query the AMP Cloudto obtain and log the disposition of files traversing your
network while still allowing their transmission.

* (Custom File Policy)—You can create your own file policies using the FTD API filepolicies resource,
and the other FileAndMalwarePolicies resources (such as filetypes, filetypecategories, ampcloudconfig,
ampservers, and ampcloudconnections). After you create the policies, and deploy changes, you can select
your policies when editing an access control rule in the FDM. The policy description appears below the
policy when you select it.
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Logging Settings

The logging settings for an access rule determine whether connection events are issued for traffic that matches
the rule. You must enable logging to see events related to the rule in the Event Viewer. You must also enable
logging for matching traffic to be reflected in the various dashboards you can use to monitor the system.

You should log connections according to the security and compliance needs of your organization. If your goal
is to limit the number of events you generate and improve performance, only enable logging for the connections
critical to your analysis. However, if you want a broad view of your network traffic for profiling purposes,
you can enable logging for additional connections.

A

Caution Logging blocked TCP connections during a Denial of Service (DoS) attack can affect system performance
and overwhelm the database with multiple similar events. Before you enable logging for a Block rule,
consider whether the rule is for an Internet-facing interface or other interface vulnerable to DoS attack.

You can configure the following logging actions.
Select Log Action
You can select one of the following actions:

* Log at Beginning and End of Connection—Issue events at the start and end of a connection.
Because end-of-connection events contain everything that start-of-connection events contain, plus
all of the information that could be gleaned during the connection, Cisco recommends that you do
not select this option for traffic that you are allowing. Logging both events can impact system
performance. However, this is the only option allowed for blocked traffic.

+ Log at End of Connection—Select this option if you want to enable connection logging at the end
of the connection, which is recommended for allowed or trusted traffic.

* No Logging at Connection—Select this option to disable logging for the rule. This is the default.

)

Note When an intrusion policy invoked by an access control rule detects an intrusion and generates an
intrusion event, the system automatically logs the end of the connection where the intrusion occurred,
regardless of the logging configuration of the rule. For connections where an intrusion was blocked,
the action for the connection in the connection log is Block, with a reason of Intrusion Block,
even though to perform intrusion inspection you must use an Allow rule.

File Events

Select Log Files if you want to enable logging of prohibited files or malware events. You must select a
file policy in the rule to configure this option. The option is enabled by default if you select a file policy
for the rule. Cisco recommends you leave this option enabled.

When the system detects a prohibited file, it automatically logs one of the following types of event:
* File events, which represent detected or blocked files, including malware files.
» Malware events, which represent detected or blocked malware files only.

* Retrospective malware events, which are generated when the malware disposition for a previously
detected file changes.
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For connections where a file was blocked, the action for the connection in the connection log is Block
even though to perform file and malware inspection you must use an Allow rule. The connection's Reason
is either File Monitor (a file type or malware was detected), or Malware Block or File Block (a file
was blocked).

Send Connection Events To

If you want to send a copy of the events to an external syslog server, select the server object that defines
the syslog server. If the required object does not already exist, click Create New Syslog Server and
create it. (To disable logging to a syslog server, select Any from the server list.)

Because event storage on the device is limited, sending events to an external syslog server can provide
more long term storage and enhance your event analysis.

This setting applies to connection events only. To send intrusion events to syslog, configure the server
in the intrusion policy settings. To send file/malware events to syslog, configure the server on Device >
System Settings > Logging Settings.

Monitoring Access Control Policies

The following topics explain how you can monitor the access control policy.

Monitoring Access Control Statistics in the Dashboards

Most of the data on the Monitoring dashboards are directly related to your access control policy. See Monitoring
Traffic and System Dashboards, on page 98.

» Monitoring > Access And Sl Rules shows the most-hit access rules and Security Intelligence
rule-equivalents and related statistics.

* You can find general statistics on the Network Overview, Destinations, and Zones, dashboards.

* You can find URL filtering results on the URL Categories and Destinations dashboards. You must
have at least one URL filtering policy to see any information on the URL Categories dashboard.

* You can find application filtering results on the Applications and Web Applications dashboards.

* You can find user-based statistics on the Users dashboard. You must implement identity policies to
collect user information.

* You can find intrusion policy statistics on the Attackers and Targets dashboards. You must apply an
intrusion policy to at least one access control rule to see any information on these dashboards.

* You can find file policy and malware filtering statistics on the File Logs and Malware dashboards. You
must apply a file policy to at least one access control rule to see any information on these dashboards.

» Monitoring > Events also shows events for connections and data related to the access control rules.

Examining Rule Hit Counts

You can view the hit count for each access control rule. The hit count indicates how often connections matched
the rule. You can use this information to identify your most active rules and the rules that are less active.
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The count is from the last time the system rebooted, whether from your action or from a system upgrade, or
from when you reset the hit count for a rule or all rules.

You can also see rule hit count information in the device CLI using the show rule hits command.

Procedure

Step 1 Select Policies > Access Control.

Step2  Click the Toggle Hit Counts icon (©.).

The Hit Count column appears to the right of the Name column with the total hit count for the rule and the
date and time of the last hit. The hit count information is fetched at the time you click the toggle button.

You can do the following with the hit count information:
* To the left of the button, you will see information on when the hit count was last updated. Click the

refresh icon (Q) to get the latest numbers.

* To open a detailed view of the hit count for a given rule, click the hit count number in the table to open
the Hit Count dialog box. The hit count information includes the number of hits and the date and time
of the last connection that matched the rule. Click the Reset link to reset the counter to zero.

If you want to reset the hit count for all rules at once, open an SSH session to the device and issue the
clear rule hits command.

* Click the Toggle Hit Counts icon (@:i.) again to remove the hit count column from the table.

Monitoring Syslog Messages for Access Control

In addition to seeing events in the Event Viewer, you can configure access control rules, intrusion policies,
file/malware policies, and Security Intelligence policies to send events to a syslog server. The events use the
following message IDs:

* 430001—Intrusion event.

* 430002—Connection event logged at the beginning of a connection.
* 430003—Connection event logged at the end of a connection.

* 430004—File events.

* 430005—Malware events.

Monitoring Access Control Policies in the CLI

You can also open the CLI console or log into the device CLI and use the following commands to get more
detailed information about access control policies and statistics.

« show access-control-config displays summary information about the access control rules along with
per-rule hit counts.
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« show access-list displays the access control lists (ACLs) that were generated from the access control
rules. The ACLs provide an initial filter and attempt to provide quick decisions whenever possible, so
that connections that should be dropped do not need to be inspected (and thus consume resources
unnecessarily). This information includes hit counts.

« show rule hits displays consolidated hit counts that are more accurate than the counts shown with show
access-control-config and show access-list. If you want to reset the hit count, use the clear rule hits
command.

» show snort statistics displays information about the Snort inspection engine, which is the main inspector.
Snort implements application filtering, URL filtering, intrusion protection, and file and malware filtering.

+ show conn displays information about the connections currently established through the interfaces.
« show traffic displays statistics about traffic flowing through each interface.

+ show ipv6 traffic displays statistics about IPv6 traffic flowing through the device.

Examples for Access Control

The use case chapter includes several examples of implementing access control rules. Please see the following
examples:

* How to Gain Insight Into Your Network Traffic, on page 48. This example shows some basic ideas for
collecting overall connection and user information.

» How to Block Threats, on page 55. This example shows how to apply intrusion policies.
* How to Block Malware, on page 60. This example shows how to apply file policies.

* How to Implement an Acceptable Use Policy (URL Filtering), on page 63. This example shows how to
perform URL filtering.

» How to Control Application Usage, on page 68. This example shows how to perform application filtering.

* How to Add a Subnet, on page 71. This example shows how to integrate a new subnet into your overall
network, including the access rules needed to allow traffic flow.

* How to Passively Monitor the Traffic on a Network, on page 76

Following are additional examples.

How to Control Network Access Using TrustSec Security Group Tags

If you use Cisco Identity Services Engine (ISE) to define and use security group tags (SGT) for classifying
traffic in a Cisco TrustSec network, you can write access control rules that use SGT as matching criteria.
Thus, you can block or allow access based on security group membership rather than IP addresses directly.

About Security Group Tags (SGT)

In Cisco Identity Services Engine (ISE), you can create security group tags (SGT) and assign host or network
IP addresses to each tag. You can also assign SGTs to user accounts, and the SGT is assigned to the user's
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traffic. If the switches and routers in the network are configured to do so, these tags then get assigned to
packets as they enter the network controlled by ISE, the Cisco TrustSec cloud.

When you configure an ISE identity source in the FDM, the FTD system automatically downloads the list of
SGTs from ISE. You can then use SGT as a traffic matching condition in access control rules.

For example, you could create a Production Users tag, and associate the 192.168.7.0/24 network to the tag.
This would be appropriate if you use that network for user end points, such as laptops, Wi-Fi clients, and so
forth. You could create a separate tag for Production Servers, and assign the IP addresses of the relevant
servers or subnet to the tag. Then, in the FTD, you could allow or block access from the user network to the
production servers based on the tag. If you later alter the host or network addresses associated with the tag in
ISE, you do not need to change the access control rule defined for the FTD device.

When the FTD evaluates SGT as a traffic matching criteria for an access control rule, it uses the following
priority:

1. The source SGT tag defined in the packet, if any. For the SGT tag to be in the packet, the switches and
routers in the network must be configured to add them. See the ISE documentation for information on
how to implement this method.

2. The SGT assigned to the user session, as downloaded from the ISE session directory. You need to enable
the option to listen to session directory information for this kind of SGT matching, but this option is on
by default when you first create the ISE identity source. The SGT can be matched to source or destination.
Although not required, you would also normally set up a passive authentication identity rule, using the
ISE identity source along with an AD realm, to collect user identity information.

3. The SGT-to-IP address mapping downloaded using SXP. If the IP address is within the range for an SGT,
then the traffic matches the access control rule that uses the SGT. The SGT can be matched to source or
destination.

ISE uses the Security-group eXchange Protocol (SXP) to propagate the IP-to-SGT mapping database to
network devices. When you configure the FTD device to use an ISE server, you must turn on the option
to listen to the SXP topic from ISE. Thus, the FTD device learns about the security group tags and mappings
directly from ISE, and is notified whenever ISE publishes updated security group tags and mappings.
This ensures that the list of security group tags and mappings stay up-to-date on the device, so that the
FTD can effectively enforce the policy defined in ISE.

Configure Access Control Based on Security Group Tag (SGT)

To configure access control rules that use security group tags (SGT) as matching criteria, you must first
configure the device to obtain the SGT mappings from an ISE server.

The following procedure explains the end-to-end process based on the assumption that you want to get all
mappings that are defined in ISE, including SGT-to-IP address mappings published through SXP. Alternatively:

* If you want to use SGT information in the packets only, and not use mappings downloaded from ISE,
simply do the steps defined in Create SGT Dynamic Objects for Downloaded Tags, on page 357 and
Configure an Access Control Rule Based on SGT, on page 361. Note that in this case, you can use SGT
tags as a source condition only; these tags will never match destination criteria.

* If you want to use SGT in packets plus user session SGT mappings only, you do not need to turn on the
option to subscribe to the SXP topic in the ISE identity source, nor do you need to configure ISE to
publish SXP mappings. You can use this information for both source and destination matching conditions.
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Step 1
Step 2
Step 3
Step 4

Before you begin

The assumption here is that you have already configured Cisco TrustSec in your network, and you are simply
adding the FTD device as a policy enforcement point. If you have not deployed Cisco TrustSec, please start
with ISE and configure your network, then return to this procedure. Explaining Cisco TrustSec is outside the
scope of this document.

Procedure

Configure Security Groups and SXP Publishing in ISE, on page 352.
Configure the ISE Identity Source in the FDM, on page 354.

Create SGT Dynamic Objects for Downloaded Tags, on page 357.
Configure an Access Control Rule Based on SGT, on page 361.

Configure Security Groups and SXP Publishing in ISE

Step 1

There is a lot of configuration that you must do in Cisco Identity Services Engine (ISE) to create the TrustSec
policy and security group tags (SGT). Please look at the ISE documentation for more complete information
on implementing TrustSec.

The following procedure picks out the highlights of the core settings you must configure in ISE for the FTD
device to be able to download and apply static SGT-to-IP address mappings, which can then be used for source
and destination SGT matching in access control rules. See the ISE documentation for detailed information.

The screen shots in this procedure are based on ISE 2.4. The exact paths to these features might change in
subsequent releases, but the concepts and requirements will be the same. Although ISE 2.4 or later is
recommended, and preferably 2.6 or later, the configuration should work starting with ISE 2.2 patch 1.

Before you begin

You must have the ISE Plus license to publish SGT-to-IP address static mappings and to get user session-to-SGT
mappings so that the FTD device can receive them.

Procedure

Choose Work Centers > TrustSec > Settings > SXP Settings, and select the Publish SXP Bindings on
PxGrid option.

This option makes ISE send the SGT mappings out using SXP. You must select this option for the FTD device
to “hear” anything from listing to the SXP topic. This option must be selected for the FTD device to get static
SGT-to-IP address mapping information. It is not necessary if you simply want to use SGT tags defined in
the packets, or SGTs that are assigned to a user session.
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ke Identity Services Engine

Configure Security Groups and SXP Publishing in ISE .

"l Identity Services Engine Home ¢+ ConlextVisibdity  +Operations  » Polky  » Administraion
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» Overview  » Components ¢ TrusiSec Policy Policy Sets  » 5XF » Troubleshoot  Reporis = Saltings
—

L ]
General TrusiSec Seiiings SXP smlnm
TrustSec Matrix Settings
Work Process Settings I @ FPublish SXP bindings on PancF Add radius mappings into SXP (P 5GT mapping table
SN Sed
= Global Password
AL Settings
Global Passwond  sserssss
This glabal pasewand will be ovesriden by the device specilic passwand
Timers

Minimum Acceplable Hold 120

Time Seconds (1-65534, 0 to disable)

Reconciiation Timer 120

Seconds (0-64000)

Mirimum Hold Time 90

Seconds |3-B5534, 0 to disable]

Maximum Hold Time 180

Seconds (4-83534)

Retry Opsn Timer 120
Sel Detault

Choose Work Centers > TrustSec > SXP > SXP Devices, and add a device.

This does not have to be a real device, you can even use the management IP address of the FTD device. The
table simply needs at least one device to induce ISE to publish the static SGT-to-IP address mappings. This
step is not necessary if you simply want to use SGT tags defined in the packets, or SGTs that are assigned to
a user session.

Horne  Cordext Visibility ¥ Operations. ¥ Policy b Administration

b MNetwork Acces * Guoest ACCRES

¥ Cvarview ¢ Componants
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All SXP Mappings

Step 3
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Choose Work Centers > TrustSec > Components > Security Groups and verify there are security group
tags defined. Create new ones as necessary.
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Step 4 Choose Work Centers > TrustSec > Components > IP SGT Static Mapping and map host and network
IP addresses to the security group tags.

This step is not necessary if you simply want to use SGT tags defined in the packets, or SGTs that are assigned
to a user session.

b |dentity Services Engine
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182.188.1.0/24 AppServer {16/0010) default (Mo Devices]
182.168.1.101 AppServer {16/0010) default (Mo Devices)
182.188.2 102 DataCenter (17/0011) default (Mo Devices]
182.168.7.0/24 Production_Users (7/0007) default (Mo Devices]
182.188.8.0/24 Production_Servers (11/0008) default Mo Dewvices]

Configure the ISE Identity Source in the FDM

You can use ISE to obtain user session SGT mappings, static SGT-to-IP address mappings through SXP, or
both. By default, when you configure the ISE identity source, it obtains user session mappings only; you must
turn on the option to listen to the SXP topic from ISE.

Procedure

Step 1 In the FDM, create the ISE identity object as explained in Configure Identity Services Engine, on page 160.
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Step 2

Step 3

Step 4
Step 5

Configure the ISE Identity Source in the FDM .

Configuring an AD realm is not required for the SXP configuration, but you need an AD server if you also
want to obtain user identity from ISE.

Deploy your changes.

Although deploying changes at this time is not required, it is a best practice to deploy the FDM changes before
you start using API methods to simplify troubleshooting. The exception is when you are creating a partial
configuration in the FDM, such as with access control rules, where the object will interfere with normal
operations if it is deployed in a half-configured state.

Click the more options button ( * ) and choose API Explorer.

The system opens the API Explorer in a separate tab or window, depending on your browser settings.

Click ldentityServicesEngine to open the folder and see the available methods.
Get the ISE identity object you created in the FDM.

a) Click the GET /integration/identityservicesengine method.
b) Click the Try It Out! button at the end of the method explanation.

The system submits the GET call and should successfully retrieve the ISE identity object. The object
appears in the Response Body field, and look for a Return Code of 200. If you get any other result,
examine the response body for error messages, and try creating the ISE identity source again.

¢) Use click and drag, and Ctrl+C, to copy the object body to the clipboard. Start with the first brace { after
the “items [ bracket, and end with the closing brace } immediately prior to the ending bracket ]. Leave
out the lines including and prior to “items” and the paging attributes at the end. The first attribute in the
object should be “version,” and the last attribute, “self.”

Following is an example, where the attributes you need for the next step are highlighted:

"version": "kbpeihibcbarm",
"name": "ISE",
"description": null,
"ftdCertificate": {

"version": "epnkrwowkuhgk",

"name": "ISE",

"id": "565b03fd-8874-11e9-87£fd-29bbc348546¢c",
"type": "internalcertificate"

}!
"pxGridCertificate": {

"version": "pyzuuw7jab6coq",
"name": "ISE_CA",
"id": "5cf3b4b0-8874-11e9-87fd-6b0eb83b0b10",
"type": "externalcacertificate"
}!
"mntCertificate": ({
"version": "pyzuuw7jab6coq",
"name": "ISE_CA",
"id": "5cf3b4b0-8874-11e9-87fd-6b0eb83b0b10",
"type": "externalcacertificate"
}!
"iseNetworkFilters": [],

"enabled": true,
"subscribeToSessionDirectoryTopic": true,
"subscribeToSxpTopic": false,
"secondaryIseServer": null,
"primaryIseServer": "192.168.0.9",

"id": "8252f773-8874-11e9-87£d-67c87c391£4d",
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"type": "identityservicesengine",
"links": {
"self": "https://ftd.example.com/api/fdm/v3/integration/

identityservicesengine/8252£773-8874-11e9-87£fd-67c87c391£f4d"
}
}

Note The subscribeToSessionDirectoryTopic is set to true by default when you create the ISE identity
source. This is the attribute that determines whether the system obtains user session SGT
mappings. If you want to use static SGT-to-IP address mappings only, and do not want user
session SGT information, you can set this option to false.

Step 6 Use PUT to update the object and turn on the option to subscribe to the SXP topic in ISE.
By default, the subscribeToSxpTopic attribute is set to false. You need to set it to true.

a) Click the PUT /integration/identityservicesengine/{objld} method.

b) Paste the current version of the object into the body parameter edit box, and delete the links attribute,
including the self attribute within it.

¢) Change the subscribeToSxpTopic attribute value to true.

"subscribeToSessionDirectoryTopic": true,
"subscribeToSxpTopic": true,
"secondaryIseServer": null,

With this attribute set to true, the system will download SGT-to-IP address mappings. If you do not set
it to true, the system will not get the static SGT-to-IP address mappings defined in ISE. You will not be
able to apply access control based on these mappings.

d) Copy the value of the object id attribute. Note that there are 4 id attributes, one each for the ftdCertificate,
pxGridCertificate, mntCertificate, and ISE object. The id for the object is the last one displayed, right

before the "type": "identityservicesengine" attribute.

e) Paste the object id into the objld parameter, right above the body parameter. Do not include the
opening/closing parentheses.

Parameters
Parameter Value

objId
8252f773-8874-11e9-87fd-67¢B7c391f4d

body [ "subscribeloSxplopic™: true,
"secondarylseServer™: null,

"primaryIseServer”: "192.168.0.9",
"id": "B252f773-BE74-11e9-87fd-

67cB87c391f4d",

"type": "identityservicesengine", i
"links": {
"gelf": "httns:/ /astA140- /;

Parameter content type: | application/json ¥
f) Click the Try It Out! button. A successful call should return a 200 response code and the response body

should show the new object with your changes.

For example:
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"version": "117jndfp2qgriq",
"name": "ISE",
"description": null,
"ftdCertificate": {

"version": "epnkrwowkuhgk",

"name": "ISE",

"id": "565b03fd-8874-11e9-87£fd-29bbc348546c",
"type": "internalcertificate"

}I
"pxGridCertificate”: {

"version": "pyzuuw7jab6coq",
"name": "ISE_CA",
"id": "5cf3b4b0-8874-11e9-87fd-6b0eb83b0b10",
"type": "externalcacertificate"
}l
"mntCertificate": {
"version": "pyzuuw7jab6coq",
"name": "ISE_CA",
"id": "5cf3b4b0-8874-11e9-87fd-6b0eb83b0b10",
"type": "externalcacertificate"

}I

"iseNetworkFilters": [],

"enabled": true,

"subscribeToSessionDirectoryTopic": true,

"subscribeToSxpTopic": true,

"secondaryIseServer": null,

"primaryIseServer": "192.168.0.9",

"id": "8252f773-8874-11e9-87fd-67c87c391£4d",

"type": "identityservicesengine",

"links": {

"self": "https://ftd.example.com/api/fdm/v3/integration/

identityservicesengine/8252£773-8874-11e9-87£fd-67c87c391£4d"

}
}

Go back to the FDM window and deploy changes.

Create SGT Dynamic Objects for Downloaded Tags

Step 1
Step 2

After you configure the ISE identity source and deploy changes, the system retrieves security group tag (SGT)
information from the ISE server.

However, you cannot use the information retrieved from ISE directly in an access control rule. Instead, you
need to create SGT dynamic objects, which refer to the downloaded SGT information. Your SGT dynamic
objects can refer to more than one SGT, so you can apply policy based on relevant collections of tags if that
is appropriate.

Procedure

Click the more options button ( - ) and choose API Explorer.
View the SGT information downloaded from ISE.

a) Click SecurityGroupTag to open the folder and see the available methods.
b) Click the GET /object/securitygrouptags method.
¢) Click the Try It Out! button at the end of the method explanation.
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The system submits the GET call and should successfully retrieve the SGT information retrieved from
ISE. This information is a list of tags only, and does not include IP address mappings. The response body
should show the SGT information, and the response code should be 200.

Note that by default, the GET call limits the information to the first 10 objects.

Scroll to the bottom of the response body and look at the paging information. For example:

"paging": {

"prev": [1],

"next": [
"https://ftd.example.com/api/fdm/v3/object/
securitygrouptags?limit=10&offset=10"

:I 4

"limit": 10,
"offset": O,
"count": 119,
"pages": 0

}

This example shows that you are seeing just the first 10 SGTs, but that there are a total of 119 SGTs
downloaded (the count attribute). The total number of SGTs depends on how many are configured in
your ISE server.

d) To get a complete list, scroll up and enter 120 in the limit parameter value, then click Try It Out! again.

The paging attributes should now show a 120 limit, 119 count, and no pages.

"paging": {
"prev": [],
"next": [],
"limit": 120,
"offset": O,
"count": 119,
"pages": 0

}

You might want to copy/paste the response body into a text file to make it easier to examine the list and
plan for the SGT dynamic objects that you will need to implement your access control policies.
Step 3 Create the SGT dynamic objects that you need.

There is no requirement to create SGT dynamic objects for each SGT. You need only those objects you will
use in access control rules.

For this example, we will consider the following two SGTs downloaded from ISE:

"tag": 11,
"name": "Production Servers",
"description": "Production Servers Security Group",

"deleted": false,

"id": "9423aa00-8c01-11e6-996c-525400p048521",

"type": "securitygrouptag",

"links": {

"self": "https://ftd.example.com/api/fdm/v3/object/

securitygrouptags/9423aa00-8c01-11e6-996c-525400b48521"

}
}l
{

"tag": 7,
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"name": "Production Users",

"description": "Production User Security Group",

"deleted": false,

"id": "9437a730-8c01-11e6-996c-525400p48521",

"type": "securitygrouptag",

"links": {

"self": "https://ftd.example.com/api/fdm/v3/object/

securitygrouptags/9437a730-8c01-11e6-996c-525400b48521"

}
}I

The objective is to allow traffic from the Production_Users security group (SGT 7) to the Production_Servers

security group (SGT 11). Because you need to specify these SGT separately as source and destination criteria,
you need two SGT dynamic objects. Following are the steps to create the objects.

a) Click SGTDynamicObject to open the folder and see the available methods.

b) Click the POST /object/sgtdynamicobjects method.

¢) In the Parameters section, click the Example Value edit box on the right, in the Data Type column, to
load the example into the body edit box.

d) Remove the version and id attribute lines, then define the other attributes as follows.

"name": "Production Users_DSGT",
"tags": [
{
"tag": 7,
"externalId": "9437a730-8c01-11e6-996c-525400048521",
"type": "securitygrouptagentry"
}
:I 4
"type": "sgtdynamicobject"
}

The attributes are:

* name—The name of the SGT dynamic object, not the name of the tag itself. For example,
Production Users DSGT.

* tags—This can be one or more tags as downloaded from ISE. To reference more than one SGT in a
dynamic object, copy/paste the attributes within the {braces}, and separate each set of attributes with
a comma. Ensure the sets remain within the tags [brackets]. Each tag must have the following
attributes:

» tag—The SGT tag number, as defined in ISE and shown in the tag attribute of the downloaded
list of SGTs. In this example, 7.

+ externalld—The id value for the downloaded SGT. This is “external” because the downloaded
list reflects items that are configured in ISE rather than in the FTD. In this example,
9437a730-8c01-11e6-996¢-525400b48521.

* type—This is always securitygrouptagentry.

The following graphic shows the relationship between the attributes in the downloaded tags and the SGT
dynamic object.
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$GT Dynamic Object
!

"name": "Production Users DSGI",

"taga™: [
N "tag": 7
"externalld": "5437a730-8c0l-1le6-59&c-525400b48521",
"type": ecuritygrouptagengry”

1.

"type": "sgtdynimiccbject"

{

tragh: 7
"name": "Production Osera”
"degeription™: "Production User Security Group®,

"deletaed®: falsa,
"id": "5437a730-8c0l-11e6-956c-525400b4A521",
"type": "securitygrouptag”,

}
Downloaded SGT

e) Click Try It Out!

A successful POST results in a response code of 200 and a response body with the new object. For example:

"version": "odswykttumaeo",
"name": "Production Users_DSGT",
"tags": [
{
"tag": 7,
"externalId": "9437a730-8c01-11e6-996c-525400048521",
"type": "securitygrouptagentry"
}
:I 4
"id": "ba09cd90-8959-11e9-87£fd-a7644255b0cd",
"type": "sgtdynamicobject",
"links": {
"self": "https://ftd.example.com/api/fdm/v3/object/
sgtdynamicobjects/ba09cd90-8959-11e9-87fd-a7644255b0cd"
}
}

f) Repeat the process to create the SGT dynamic object for the production servers. Simply replace the body
for the POST call with the one needed for the new object, and click Try It Out!.

"name": "Production Servers DSGT",
"tags": [
{
"tag": 11,
"externalId": "9423aa00-8c01-11e6-996c-525400048521",
"type": "securitygrouptagentry"
}
] ’
"type": "sgtdynamicobject"
}

The response body should be similar to the following:

"version": "hbfgoryvhz5xj",
"name": "Production Servers DSGT",
"tags": [
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{

"tag": 11,
"externalId": "9423aa00-8c01-11e6-996c-525400048521",
"type": "securitygrouptagentry"

}
:I 4
"id": "eeede223-895a-11e9-87fd-31336e1d6199",
"type": "sgtdynamicobject",
"links": {
"self": "https://ftd.example.com/api/fdm/v3/object/
sgtdynamicobjects/eeede223-895a-11e9-87£fd-31336e1d6199"
}
}

g) (Optional.) You can use GET /object/sgtdynamicobjects to verify both SGT dynamic objects were
created.

Configure an Access Control Rule Based on SGT

After you configure FTD to connect to an ISE server, and create the SGT dynamic objects, you can create
access control rules to use the SGT dynamic objects.

To add the SGT dynamic objects to an access rule, you must use the FTD API. However, for creating the
initial rule object, you can simplify matters by first creating the rule using the FDM, with all the other attributes
you want, and then simply use the API to add the SGT criteria. You could also create the entire rule from
scratch using the API if that is your preference.

The following procedure explains how to use the FDM to create the base rule, then add the SGT dynamic
objects as traffic matching criteria. This rule allows traffic from production users to production servers. The
rule depends completely on SGT; it is not limited by source/destination interface or any other criteria. Thus,
the rule will dynamically apply to traffic as it comes from different interfaces, and as you change security
group membership in ISE. If the packet does not explicitly contain a source SGT tag, source/destination
matching will be based on the packet IP addresses compared to the SGT-to-IP address mappings obtained
from user session information or from SXP-published mappings.

Before you begin

You must know the attributes of the SGT dynamic objects you will add to the rules. If you do not have a copy
of the attribute-value pairs for each object, get the information now using GET /object/sgtdynamicobjects.
See Create SGT Dynamic Objects for Downloaded Tags, on page 357.

Procedure
Step 1 Choose Policies > Access Control.
Step 2 Click + to add a new rule and configure the following:

» Order—Select the position where you want to insert the rule. The default is to add it to the end of the
policy. You can move the rule later if necessary.

* Name—A name for the rule, for example, ProductionServers.

» Action—Select Allow.
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» Logging tab, Select Log Action—Select At Beginning and End of Connection. You must enable
logging if you want to see traffic statistics on the dashboard. If you do not want to see this information,
you can leave logging disabled.

+ All other tabs—For the purposes of this example, leave these settings at their defaults, so that traffic
matches the rule based on SGT or SGT-to-IP address mappings only. This again is up to your specific
needs. For example, you could add URL filtering. You can also apply an intrusion policy to protect
against threats.

Note Do not deploy changes yet! This rule is not complete until you edit it in API Explorer. If you deploy
now, you will get unintended results.

Step 3 Click the more options button ( * ) and choose APl Explorer.
Step 4 Edit the new rule to add SGT criteria.

a) Click AccessPolicy to open the folder and see the available methods.
b) Click GET /policy/accesspolicies/{parentld}/accessrules, and configure the following parameters:

+ parentld—Enter default. Because there can be only one access control policy, you can use default
instead of the actual UUID of the policy object.

« offset, limit—If you have a large list of access rules, it might be a challenge to find the rule object.
One option is to enter the rule order number minus 1 as the offset, and for limit, specify 1. For
example, if the rule order is 2, the offset should be 1 (that is, 2-1=1). That will return the one rule at
that order in the policy. (It is necessary to subtract 1 from the rule order because the offset variable
starts at 0, not 1.)

¢) Click Try It Out!

Find the object for the new rule in the response body. For example, using the offset/limit technique, the
response body should be similar to the following. In this example, the count in the paging attributes
indicates there are 2 total rules in the access control policy, but we see a single rule here.

{
"items": [
{
"version": "bfd2jm5cmv3h2",
"name": "ProductionServers",
"ruleId": 268435458,
"sourceZones": [],
"destinationZones": [],
"sourceNetworks": [],
"destinationNetworks": [],
"sourcePorts": [],
"destinationPorts": [],
"ruleAction": "PERMIT",
"eventLogAction": "LOG BOTH",
"identitySources": [],
"users": [1],
"embeddedAppFilter": null,
"urlFilter": {
"urlObjects": [1,
"urlCategories": [1],
"type": "embeddedurlfilter"
}l
"intrusionPolicy": null,
"filePolicy": null,
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"logFiles": false,
"syslogServer": null,
"destinationDynamicObjects": T[],
"sourceDynamicObjects": [],
"id": "8d5eldb6-895d-11e9-87£fd-894b42e34ebf",
"type": "accessrule",
"links": {
"self": "https://ftd.example.com/api/fdm/v3/policy/
accesspolicies/default/accessrules/8d5eldb6-895d-11e9-87fd-894b42e34ebf"
}
}
:I 4
"paging": {
"prev": [],
"next": [],
"limit": 1,
"offset": 1,
"count": 2,
"pages": 0

}

d) Copy/paste the rule object into a text editor (or into the body parameter of the PUT

Ipolicy/accesspolicies/{parentld}/accessrules/{objld} method), and add the SGT dynamic objects as
source and destination criteria.

The fields are destinationDynamicObjects (for destination criteria) and sourceDynamicObjects (for
source criteria). Each attribute can take a comma-separated list of objects, so you can include multiple
SGT dynamic objects in the source or destination criteria.

Each object in the list must have the following attributes, which you can get from the response body to
GET /object/sgtdynamicobjects. These are the attributes that identity the object, but do not define the
object content.

"version": "string",
"name": "string",

"id": "string",

"type": "sgtdynamicobject"

}

Using the objects created in Create SGT Dynamic Objects for Downloaded Tags, on page 357, adding
Production_Servers DSGT to destinationDynamicObjects, and Production_Users DSGT to
sourceDestinationObjects, would look like the following (changes are highlighted).

"version": "bfd2jmScmv3h2",
"name": "ProductionServers",
"ruleId": 268435458,
"sourceZones": [],
"destinationZones": [],
"sourceNetworks": [],
"destinationNetworks": [],
"sourcePorts": [],
"destinationPorts": [],
"ruleAction": "PERMIT",
"eventLogAction": "LOG BOTH",
"identitySources": [],
"users": [],
"embeddedAppFilter": null,
"urlFilter": {
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"urlObjects": [1,
"urlCategories": [1],
"type": "embeddedurlfilter"
}l

"intrusionPolicy": null,
"filePolicy": null,
"logFiles": false,
"syslogServer": null,

"destinationDynamicObjects": [

{

"version": "hbfqgoryvhz5xj",
"name": "Production_ Servers DSGT",

"id": "eeede223-895a-11e9-87£d-31336e1d6199",
"type": "sgtdynamicobject"

}
] 4

"sourceDynamicObjects": [

{

"version": "odswykttumaeo",

"name": "Production Users DSGT",

"id": "ba09cd90-8959-11e9-87£fd-a7644255b0cd",
"type": "sgtdynamicobject"

}

] 4
"id": "8d5eldb6-895d-11e9-87£fd-894b42e34ebf",

"type": "accessrule"

}

e) Click PUT /policy/accesspolicies/{parentld}/accessrules/{objld} to open the method.
f) Configure the following attributes:

« parentlD—Enter default.

* objectID—Enter the id value from the new access rule object. In the above example, this is
8d5e1db6-895d-11e9-87fd-894b42e34ebf. This is the id attribute immediate preceding the “type™:
“accessrule” attribute.

* body—Paste in the body with the updated destinationDynamicObject and sourceDynamicObject
properties.

g) Click Try It Out!

A 422 (Unprocessable Entity) error indicates that you made a typo. Examine the response body for error
messages. For example, it is easy to miss-match opening/closing braces, brackets, and parentheses, or to
have commas where they do not belong. In fact, you might get a message about expected parentheses
when the real problem is an extra comma, because the parser will expect a parenthesis due to the presence
of the comma.

A good result is a 200 response code. The response body should look something like the following:

"version": "kugnhxghj2ubx",
"name": "ProductionServers",
"ruleId": 268435458,
"sourceZones": [],
"destinationZones": [],
"sourceNetworks": [],
"destinationNetworks": T[],
"sourcePorts": [],
"destinationPorts": [],
"ruleAction": "PERMIT",
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"eventLogAction": "LOG BOTH",
"identitySources": [],
"users": [1],
"embeddedAppFilter": null,
"urlFilter": {

"urlObjects": [1,

"urlCategories": [1],

"type": "embeddedurlfilter"
}I
"intrusionPolicy": null,
"filePolicy": null,
"logFiles": false,
"syslogServer": null,
"destinationDynamicObjects": [

{

"version": "hbfgoryvhz5xj",

"name": "Production Servers DSGT",

"id": "eeede223-895a-11e9-87fd-31336el1d6199",
"type": "sgtdynamicobject"

}
:I 4
"sourceDynamicObjects": [

{

"version": "odswykttumaeo",

"name": "Production Users_DSGT",

"id": "ba09cd90-8959-11e9-87£fd-a7644255b0cd",
"type": "sgtdynamicobject"

}
:I 4
"id": "8d5eldb6-895d-11e9-87£d-894b42e34ebf",
"type": "accessrule",
"links": {
"self": "https://ftd.example.com/api/fdm/v3/policy/

accesspolicies/default/accessrules/8d5eldb6-895d-11e9-87fd-894b42e34ebf"

}

Go back to the FDM window and deploy changes.

The pending change window should show the updated access rule, with the SGT changes. If you have not
deployed the SGT dynamic objects yet, they should also be shown.
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o Access Rule Added: ProductionServers

- logFiles: false

- ruleld: 268435458

- name: ProductionServers
destinationDynamicObjects:

- Production_Servers_DSGT
sourcebynamicobjects:

- Production_Users_DSGT

0 SGT Dynamic Object Added: Production_Users_DSGT

- tags[e].tag: 7
- tags[8].externalld: 9437a738-8c81-11e6-996C-525480b4R52]

- name: Production_Users_DEGT

O Access Policy Edited: NGFW-Access-Policy

O SGT Dynamic Object Added: Production_Servers_DSGT

- tags[@].tag: 11
- tags[e].externalld: 94233308-8c81-1leh-9960-525408b4852]

- name: Production_Servers_DSGT

Although the change history shows changes you make through the FTD API, you cannot see the SGT
information when you edit the rule in the FDM.
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Intrusion Policies

The following topics explain intrusion policies and the closely associated network analysis policies (NAP).
Intrusion policies include rules that check traffic for threats and block traffic that appears to be an attack.
Network analysis policies control traffic preprocessing, which prepares traffic to be further inspected by
normalizing traffic and identifying protocol anomalies.

Because preprocessing and intrusion inspection are so closely related, the network analysis and intrusion
policies examining a single packet must complement each other.

* About Intrusion and Network Analysis Policies, on page 367

* License Requirements for Intrusion Policies, on page 372
 Applying Intrusion Policies in Access Control Rules, on page 372
* Configuring Syslog for Intrusion Events, on page 373

* Managing Intrusion Policies , on page 373

* Monitoring Intrusion Policies, on page 375

» Examples for Intrusion Policies, on page 375

About Intrusion and Network Analysis Policies

Network analysis and intrusion policies work together to detect and prevent intrusion threats.

* A network analysis policy (NAP) governs how traffic is decoded and preprocessed so that it can be
further evaluated, especially for anomalous traffic that might signal an intrusion attempt.

* An intrusion policy uses intrusion and preprocessor rules, which are collectively known as intrusion
rules, to examine the decoded packets for attacks based on patterns. The rules can either prevent (drop)
the threatening traffic and generate an event, or simply detect (alert) it and generate an event only.

As the system analyzes traffic, the network analysis decoding and preprocessing phase occurs before and
separately from the intrusion prevention phase. Together, network analysis and intrusion policies provide
broad and deep packet inspection. They can help you detect, alert on, and protect against network traffic that
could threaten the availability, integrity, and confidentiality of hosts and their data.

System-Defined Network Analysis and Intrusion Policies

The system includes several pairs of same-named network analysis and intrusion policies that complement
and work with each other. For example there are both NAP and intrusion policies named “Balanced Security
and Connectivity,” which are meant to be used together. The system-provided policies are configured by the
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Cisco Talos Intelligence Group (Talos). For these policies, Talos sets the intrusion and preprocessor rule states
and provides the initial configurations for preprocessors and other advanced settings.

As new vulnerabilities become known, Talos releases intrusion rule updates. These rule updates can modify
any system-provided network analysis or intrusion policy, and can provide new and updated intrusion rules
and preprocessor rules, modified states for existing rules, and modified default policy settings. Rule updates
might also delete rules from system-provided policies and provide new rule categories, as well as modify the
default variable set.

You can manually update the rules database, or configure a regular update schedule. You must deploy an
update for it to take effect. For more information on updating system databases, see Updating System Databases,
on page 588.

The following are the system-provided policies:
Balanced Security and Connectivity network analysis and intrusion policies

These policies are built for both speed and detection. Used together, they serve as a good starting point
for most networks and deployment types. The system uses the Balanced Security and Connectivity
network analysis policy as the default.

Connectivity Over Security network analysis and intrusion policies

These policies are built for networks where connectivity, the ability to get to all resources, takes precedence
over network infrastructure security. The intrusion policy enables far fewer rules than those enabled in
the Security over Connectivity policy. Only the most critical rules that block traffic are enabled.

Security Over Connectivity network analysis and intrusion policies

These policies are built for networks where network infrastructure security takes precedence over user
convenience. The intrusion policy enables numerous network anomaly intrusion rules that could alert
on or drop legitimate traffic.

Maximum Detection network analysis and intrusion policies

These policies are built for networks where network infrastructure security is given even more emphasis
than is given by the Security Over Connectivity policies, with the potential for even greater operational
impact. For example, the intrusion policy enables rules in a large number of threat categories including
malware, exploit kit, old and common vulnerabilities, and known in-the-wild exploits.

Intrusion and Preprocessor Rules

An intrusion rule is a specified set of keywords and arguments that the system uses to detect attempts to exploit
vulnerabilities in your network. As the system analyzes network traffic, it compares packets against the
conditions specified in each rule, and triggers the rule if the data packet meets all the conditions specified in
the rule.

The system includes the following types of rules created by Cisco Talos Intelligence Group (Talos):

* Intrusion rules, which are subdivided into shared object rules and standard text rules

* Preprocessor rules, which are rules associated with preprocessors and packet decoder detection options
in the network analysis policy. Most preprocessor rules are disabled by default.

The following topics explain intrusion rules in more depth.
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Intrusion Rule Attributes

When you view an intrusion policy, you see a list of all the intrusion rules available for identifying threats.

The list of rules for each policy show only those rules set to alert or drop, and those rules you explicitly
disabled. Rules that are disabled by default are not shown. Although there are over 30,000 rules, you will see
only a subset of all possible rules. But even for the smallest enabled rule set, scrolling through the list will
take time. Rules are revealed as you scroll.

Following are the attributes that define each rule:
> (Signature Description)

Click the > button in the left column to open the signature description. The description is the actual code
used by the Snort inspection engine to match traffic against the rule. Explaining the code is out of scope
for this document, but it is explained in detail in Management Center Configuration Guide; select the
book for your software version from http://www.cisco.com/c/en/us/support/security/defense-center/
products-installation-and-configuration-guides-list.html. Look for information on intrusion rule editing.

The signatures contain variables for certain items. For more information, see Default Intrusion Variable
Set, on page 370.

GID

Generator Identifier (ID). This number indicates which system component evaluates the rule and generates
events. A 1 indicates a standard text intrusion rule, a 3 indicates a shared object intrusion rule. (The
difference in these rule types is not meaningful for a FDM user.) These are the main rules of interest
when configuring an intrusion policy. For information on the other GIDs, see Generator Identifiers, on
page 370.

SID

Snort Identifier (ID), also called signature ID. Snort IDs lower than 1000000 were created by the Cisco
Talos Intelligence Group (Talos).

Action

The state of this rule in the selected intrusion policy. For each rule, “(Default)” is added to the action
that is the default action for the rule within this policy. To return a rule to its default setting, you select
this action. Possible actions are:

* Alert—Create an event when this rule matches traffic, but do not drop the connection.
» Drop—Create an event when this rule matches traffic, and also drop the connection.

+ Disabled—Do not match traffic against this rule. No events are generated.

Status

If you change the default action for a rule, this column shows “Overridden.” Otherwise, the column is
empty.

Message

This is the name of the rule, which also appears in events triggered by the rule. The message typically
identifies the threat that the signature matches. You can search the Internet for more information on each
threat.
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Default Intrusion Variable Set

The intrusion rule signatures contain variables for certain items. Following are the default values for the
variables, with SHOME NET and SEXTERNAL _NET being the most commonly used variables. Note that
the protocol is specified separately from port numbers, so port variables are numbers only.

* SDNS_SERVERS = $HOME_NET (meaning any IP address).
* SEXTERNAL NET = any IP address.

« SFILE_DATA_PORTS = $HTTP_PORTS, 143, 110.

« SFTP_PORTS =21, 2100, 3535.

* SGTP_PORTS = 3386, 2123, 2152.

* SHOME NET = any IP address.

« SHTTP_PORTS = 144 ports numbered: 36, 80-90, 311, 383, 443, 555, 591, 593, 631, 666, 801, 808,
818,901, 972, 1158, 1212, 1220, 1414, 1422, 1533, 1741, 1830, 1942, 2231, 2301, 2381, 2578, 2809,
2980, 3029, 3037, 3057, 3128, 3443, 3507, 3702, 4000, 4343, 4848, 5000, 5117, 5222, 5250, 5450, 5600,
5814, 6080, 6173, 6767, 6988, 7000, 7001, 7005, 7071, 7080, 7144, 7145, 7510, 7770, 7777-7779, 8000,
8001, 8008, 8014, 8015, 8020, 8028, 8040, 8060, 8080-8082, 8085, 8088, 8118, 8123, 8161, 8180-8182,
8222, 8243, 8280, 8300, 8333, 8344, 8400, 8443, 8500, 8509, 8787, 8300, 8888, 8899, 8983, 9000, 9002,
9060, 9080, 9090, 9091, 9111, 9290, 9443, 9447, 9710, 9788, 9999, 10000, 11371, 12601, 13014, 15489,
19980, 23472, 29991, 33300, 34412, 34443, 34444, 40007, 41080, 44449, 50000, 50002, 51423, 53331,
55252, 55555, 56712.

* SHTTP_SERVERS = $HOME NET (meaning any IP address).
« SORACLE_PORTS = any

* SSHELLCODE_PORTS = 180.

* $SIP_PORTS = 5060, 5061, 5600

» $SIP_SERVERS = $HOME NET (meaning any IP address).

* $SSMTP_SERVERS = $SHOME NET (meaning any IP address).
* SSNMP_SERVERS = $SHOME NET (meaning any IP address).
* $SQL_SERVERS = $SHOME NET (meaning any IP address).

* $SSH_PORTS = 22.

* $SSH_SERVERS = $SHOME_NET (meaning any IP address).

* STELNET SERVERS = $HOME NET (meaning any IP address).

Generator Identifiers

The generator identifier (GID) identifies the subsystem that evaluates an intrusion rule and generates events.
Standard text intrusion rules have a generator ID of 1, and shared object intrusion rules have a generator ID
of 3. There are also several sets of rules for various preprocessors. The following table explains the GIDs.
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Table 8: Generator IDs

Generator Identifiers .

ID Component
1 Standard Text Rule.
2 Tagged Packets.
(Rules for the Tag generator, which generates packets from a tagged session. )
3 Shared Object Rule.
102 HTTP Decoder.
105 Back Orifice Detector.
106 RPC Decoder.
116 Packet Decoder.
119, 120 HTTP Inspect Preprocessor.
(GID 120 rules relate to server-specific HTTP traffic.)
122 Portscan Detector.
123 IP Defragmentor.
124 SMTP Decoder.
(Exploits against SMTP verbs.)
125 FTP Decoder.
126 Telnet Decoder.
128 SSH Preprocessor.
129 Stream Preprocessor.
131 DNS Preprocessor.
133 DCE/RPC Preprocessor.
134 Rule Latency, Packet Latency.
(Events for these rules are generated when rule latency suspends (SID 1) or re-enables
(SID 2) a group of intrusion rules, or when the system stops inspecting a packet because
the packet latency threshold is exceeded (SID 3).)
135 Rate-Based Attack Detector.
(Excessive connections to hosts on the network.)
137 SSL Preprocessor.
138, 139 Sensitive Data Preprocessor.
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ID Component

140 SIP Preprocessor.

141 IMAP Preprocessor.
142 POP Preprocessor.
143 GTP Preprocessor.
144 Modbus Preprocessor.
145 DNP3 Preprocessor.

Network Analysis Policies

Network analysis policies control traffic preprocessing. Preprocessors prepare traffic to be further inspected
by normalizing traffic and identifying protocol anomalies. Network analysis-related preprocessing occurs
after Security Intelligence drops and SSL decryption, but before access control and intrusion or file inspection.

By default, the system uses the Balanced Security and Connectivity network analysis policy to preprocess all
traffic handled by the access control policy. However, if you configure an intrusion policy on any access
control rule, the system uses the network analysis policy that matches the most aggressive intrusion policy
applied. For example, if you use both Security over Connectivity and Balanced policies in your access control
rules, the system uses the Security over Connectivity NAP for all traffic.

License Requirements for Intrusion Policies

You must enable the Threat license to apply intrusion policies in access control rules. For information on
configuring licenses, see Enabling or Disabling Optional Licenses, on page 90.

No extra license is needed for network analysis policies.

Applying Intrusion Policies in Access Control Rules

To apply intrusion policies to network traffic, you select the policy within an access control rule that allows
traffic. You do not directly assign intrusion policies.

You can assign different intrusion policies to provide variable intrusion protection based on the relative risks
of the networks you are protecting. For example, you might use the more stringent Security over Connectivity
policy for traffic between your inside network and external networks. On the other hand, you might apply the
more lenient Connectivity over Security policy for traffic between inside networks.

You can also simplify your configuration by using the same policy for all networks. For example, the Balanced
Security and Connectivity policy is design to provide good protection without excessively impacting
connectivity.
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Step 1
Step 2

Step 3
Step 4

Configuring Syslog for Intrusion Events .

Procedure

Select Policies > Access Control.

Either create a new rule, or edit an existing rule, that allows traffic.
If the default action is allow, you can also specify an intrusion policy in the default action.
You cannot apply intrusion policies to rules that trust or block traffic.

Click the Intrusion Policy tab.
Select Intrusion Policy > On and select the intrusion inspection policy to use on matching traffic.

Configuring Syslog for Intrusion Events

Step 1

Step 2
Step 3

Step 4

You can configure an external syslog server for intrusion policies to send intrusion events to your syslog
server. You must configure the syslog server on the intrusion policy to get intrusion events sent to the server.
Configuring a syslog server on an access rule sends connection events only to the syslog server, not intrusion
events.

Intrusion events have the message ID 430001.

Procedure

Select Policies > Intrusion.

Click the Edit Logging Settings button (ﬁ) to configure syslog.

Click in the Send Connection Events To field and select the server object that defines the syslog server. If
the required object does not already exist, click Create New Syslog Server and create it.

Click OK.

Managing Intrusion Policies

You can apply any of the pre-defined intrusion policies. Each of these policies includes the same list of
intrusion rules (also known as signatures), but they differ in the actions taken for each rule. For example, a
rule might be active in one policy, but disabled in another policy.

If you find that a particular rule is giving you too many false positives, where the rule is blocking traffic that
you do not want blocked, you can disable the rule without needing to switch to a less-secure intrusion policy.
You could alternatively change it to alert on matches without dropping traffic.

However, if a rule is disabled by default in the intrusion policy, you cannot change it to drop or alert on
matching traffic. You can change the action only on enabled policies or on policies that you previously disabled.

Use the intrusion related dashboards, and the Event Viewer (both on the Monitoring page), to evaluate how
intrusion rules are impacting traffic. Keep in mind that you will see intrusion events and intrusion data only
for traffic that matches intrusion rules set to alert or drop; disabled rules are not evaluated.
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The following topics explain intrusion policies and rule tuning in more detail.

Changing Intrusion Rule Actions

Step 1
Step 2

Step 3

Each pre-defined intrusion policy has the same rules. The difference is the action taken for each rule can be
different from policy to policy.

Within a given policy, you can change the default action for a rule only if it is enabled, that is, set to alert or
drop. By changing the default action, you can disable rules that are giving you too many false positives, or
you can change whether the rule alerts on or drops matching traffic.

\}

Note Ifyou change an action from the default, the next time the intrusion rules database is updated, the system

resets the rule default to the action you selected. At that point, your selection becomes the new default,
and the status no longer shows the action as Overridden.

Procedure

Select Policies > Intrusion.

Click the tab for the intrusion policy whose rule actions you want to change.
The pre-defined policies are:

* Connectivity over Security
* Balanced Security and Connectivity
* Security over Connectivity

* Maximum Detection

Find the rule whose action you want to change.

The rules are sorted with the overridden ones listed first, and sorted by action within the group of overridden
rules. Otherwise, the rules are sorted by GID, then SID.

The list of rules for each policy show only those rules set to alert or drop, and those rules you explicitly
disabled. Rules that are disabled by default are not shown.

Use the search box to locate the rule you want to change. Ideally, you can get the Snort identifier (SID) and
generator identifier (GID) from an event or from Cisco Technical Support, if you are working with them on
an issue.

For detailed information about the elements of each rule, see Intrusion Rule Attributes, on page 369.
To search the list:

a) Click in the Search box to open the search attributes dialog box.
b) Enter a combination of Generator ID (GID), Snort ID (SID), or rule Action, and click Search.

For example, you could select Action = Drop to see all the rules in the policy that will drop matching
connections. The text beside the search box indicates how many rules match your criteria, for example,
“8937 of 9416 rules found.”
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To clear a search criteria, click the x for the criteria in the search box.

Step 4 Click the Action column for the rule and select the required action:

* Alert—Create an event when this rule matches traffic, but do not drop the connection.
» Drop—Create an event when this rule matches traffic, and also drop the connection.

» Disabled—Do not match traffic against this rule. No events are generated.

The default action for the rule is indicated by “(Default)” added to the action. If you change the default, the
status column indicates “Overridden” for that rule.

Monitoring Intrusion Policies

You can find intrusion policy statistics on the Attackers and Targets dashboards on the Monitoring page.
You must apply an intrusion policy to at least one access control rule to see any information on these dashboards.
See Monitoring Traffic and System Dashboards, on page 98.

To see intrusion events, select Monitoring > Events, then click the Intrusion tab. You can hover over an
event and click the View Details link to get more information. From the details page, you can click the View
IPS Rule to go to the rule in the relevant intrusion policy, where you can change the rule action. This can
help you reduce the impact of false positives, where a rule is blocking too many good connections, by changing
the action from drop to alert. Conversely, you can change an alert rule into a drop rule if you are seeing a lot
of attack traffic for a rule.

If you configure a syslog server for the intrusion policy, intrusion events have the message ID 430001.

Examples for Intrusion Policies

The use case chapter includes the following examples of implementing intrusion policies.
* How to Block Threats, on page 55

* How to Passively Monitor the Traffic on a Network, on page 76
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Network Address Translation (NAT)

The following topics explain Network Address Translation (NAT) and how to configure it.

* Why Use NAT?, on page 377

* NAT Basics, on page 378

* Guidelines for NAT, on page 384

* Configure NAT, on page 389

* Translating IPv6 Networks, on page 414
* Monitoring NAT, on page 428

» Examples for NAT, on page 429

Why Use NAT?

Each computer and device within an IP network is assigned a unique IP address that identifies the host. Because
of a shortage of public IPv4 addresses, most of these IP addresses are private, not routable anywhere outside
of the private company network. RFC 1918 defines the private IP addresses you can use internally that should
not be advertised:

* 10.0.0.0 through 10.255.255.255

* 172.16.0.0 through 172.31.255.255

* 192.168.0.0 through 192.168.255.255
One of the main functions of NAT is to enable private IP networks to connect to the Internet. NAT replaces
a private IP address with a public IP address, translating the private addresses in the internal private network
into legal, routable addresses that can be used on the public Internet. In this way, NAT conserves public

addresses because it can be configured to advertise at a minimum only one public address for the entire network
to the outside world.

Other functions of NAT include:

* Security—Keeping internal IP addresses hidden discourages direct attacks.
* IP routing solutions—Overlapping IP addresses are not a problem when you use NAT.

* Flexibility—You can change internal IP addressing schemes without affecting the public addresses
available externally; for example, for a server accessible to the Internet, you can maintain a fixed IP
address for Internet use, but internally, you can change the server address.
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* Translating between IPv4 and IPv6 (Routed mode only) —If you want to connect an IPv6 network to
an IPv4 network, NAT lets you translate between the two types of addresses.

\)

Note NAT is not required. If you do not configure NAT for a given set of traffic, that traffic will not be
translated, but will have all of the security policies applied as normal.

NAT Basics

The following topics explain some of the basics of NAT.

NAT Terminology

This document uses the following terminology:

* Real address/host/network/interface—The real address is the address that is defined on the host, before
itis translated. In a typical NAT scenario where you want to translate the inside network when it accesses
the outside, the inside network would be the “real” network. Note that you can translate any network
connected to the device, not just an inside network. Therefore if you configure NAT to translate outside
addresses, “real” can refer to the outside network when it accesses the inside network.

» Mapped address/host/network/interface—The mapped address is the address that the real address is
translated to. In a typical NAT scenario where you want to translate the inside network when it accesses
the outside, the outside network would be the “mapped” network.

\)

Note  During address translation, IP addresses configured for the device interfaces
are not translated.

* Bidirectional initiation—Static NAT allows connections to be initiated bidirectionally, meaning both to
the host and from the host.

* Source and destination NAT—For any given packet, both the source and destination IP addresses are
compared to the NAT rules, and one or both can be translated/untranslated. For static NAT, the rule is
bidirectional, so be aware that “source” and “destination” are used in commands and descriptions
throughout this guide even though a given connection might originate at the “destination” address.

NAT Types

You can implement NAT using the following methods:

* Dynamic NAT—A group of real IP addresses are mapped to a (usually smaller) group of mapped IP
addresses, on a first come, first served basis. Only the real host can initiate traffic. See Dynamic NAT,
on page 389.

* Dynamic Port Address Translation (PAT)—A group of real IP addresses are mapped to a single IP address
using a unique source port of that IP address. See Dynamic PAT, on page 394.
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* Static NAT—A consistent mapping between a real and mapped IP address. Allows bidirectional traffic
initiation. See Static NAT, on page 399.

* Identity NAT—A real address is statically translated to itself, essentially bypassing NAT. You might
want to configure NAT this way when you want to translate a large group of addresses, but then want
to exempt a smaller subset of addresses. See Identity NAT, on page 407.

NAT in Routed Mode

The following figure shows a typical NAT example in routed mode, with a private network on the inside.

Figure 15: NAT Example: Routed Mode
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1. When the inside host at 10.1.2.27 sends a packet to a web server, the real source address of the packet,
10.1.2.27, is translated to a mapped address, 209.165.201.10.

2. When the server responds, it sends the response to the mapped address, 209.165.201.10, and the FTD
device receives the packet because the FTD device performs proxy ARP to claim the packet.

3. The FTD device then changes the translation of the mapped address, 209.165.201.10, back to the real
address, 10.1.2.27, before sending it to the host.

Auto NAT and Manual NAT

You can implement address translation in two ways: auto NAT and manual NAT.

We recommend using auto NAT unless you need the extra features that manual NAT provides. It is easier to
configure auto NAT, and it might be more reliable for applications such as Voice over IP (VoIP). (For VoIP,

you might see a failure in the translation of indirect addresses that do not belong to either of the objects used
in the rule.)
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Auto NAT

All NAT rules that are configured as a parameter of a network object are considered to be auto NAT rules.
This is a quick and easy way to configure NAT for a network object. You cannot create these rules for a group
object, however.

Although these rules are configured as part of the object itself, you cannot see the NAT configuration in the
object definition through the object manager.

When a packet enters an interface, both the source and destination IP addresses are checked against the auto
NAT rules. The source and destination address in the packet can be translated by separate rules if separate
matches are made. These rules are not tied to each other; different combinations of rules can be used depending
on the traffic.

Because the rules are never paired, you cannot specify that sourceA/destinationA should have a different
translation than sourceA/destinationB. Use manual NAT for that kind of functionality, where you can identify
the source and destination address in a single rule.

Manual NAT

Manual NAT lets you identify both the source and destination address in a single rule. Specifying both the
source and destination addresses lets you specify that sourceA/destinationA can have a different translation
than sourceA/destinationB.

N

Note For static NAT, the rule is bidirectional, so be aware that “source” and “destination” are used in commands
and descriptions throughout this guide even though a given connection might originate at the “destination”
address. For example, if you configure static NAT with port address translation, and specify the source
address as a Telnet server, and you want all traffic going to that Telnet server to have the port translated
from 2323 to 23, then you must specify the source ports to be translated (real: 23, mapped: 2323). You
specify the source ports because you specified the Telnet server address as the source address.

The destination address is optional. If you specify the destination address, you can either map it to itself
(identity NAT), or you can map it to a different address. The destination mapping is always a static mapping.

Comparing Auto NAT and Manual NAT

The main differences between these two NAT types are:
* How you define the real address.

* Auto NAT—The NAT rule becomes a parameter for a network object. The network object IP address
serves as the original (real) address.

* Manual NAT—You identify a network object or network object group for both the real and mapped
addresses. In this case, NAT is not a parameter of the network object; the network object or group
is a parameter of the NAT configuration. The ability to use a network object group for the real
address means that manual NAT is more scalable.

» How source and destination NAT is implemented.

* Auto NAT— Each rule can apply to either the source or destination of a packet. So two rules might
be used, one for the source IP address, and one for the destination IP address. These two rules cannot
be tied together to enforce a specific translation for a source/destination combination.
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» Manual NAT—A single rule translates both the source and destination. A packet matches one rule
only, and further rules are not checked. Even if you do not configure the optional destination address,
a matching packet still matches one manual NAT rule only. The source and destination are tied
together, so you can enforce different translations depending on the source/destination combination.
For example, sourceA/destinationA can have a different translation than sourceA/destinationB.

* Order of NAT Rules.
* Auto NAT—Automatically ordered in the NAT table.
* Manual NAT—Manually ordered in the NAT table (before or after auto NAT rules).

NAT Rule Order

Auto NAT and manual NAT rules are stored in a single table that is divided into three sections. Section 1
rules are applied first, then section 2, and finally section 3, until a match is found. For example, if a match is
found in section 1, sections 2 and 3 are not evaluated. The following table shows the order of rules within
each section.

Table 9: NAT Rule Table

Table Section | Rule Type Order of Rules within the Section

Section 1 Manual NAT Applied on a first match basis, in the order they appear in the
configuration. Because the first match is applied, you must ensure
that specific rules come before more general rules, or the specific
rules might not be applied as desired. By default, manual NAT
rules are added to section 1.

By "specific rules first," we mean:
« Static rules should come before dynamic rules.
* Rules that include destination translation should come before

rules with source translation only.

If you cannot eliminate overlapping rules, where more than one
rule might apply based on the source or destination address, be
especially careful to follow these recommendations.
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Table Section | Rule Type

Order of Rules within the Section

Section 2 Auto NAT

If a match in section 1 is not found, section 2 rules are applied in
the following order:

1. Static rules.

2. Dynamic rules.

Within each rule type, the following ordering guidelines are
used:

1. Quantity of real IP addresses—From smallest to largest. For
example, an object with one address will be assessed before

an object with 10 addresses.

For quantities that are the same, then the IP address number
is used, from lowest to highest. For example, 10.1.1.0 is
assessed before 11.1.1.0.

If the same IP address is used, then the name of the network
object is used, in alphabetical order. For example, abracadabra
is assessed before catwoman.

Section 3 Manual NAT

If a match is still not found, section 3 rules are applied on a first
match basis, in the order they appear in the configuration. This
section should contain your most general rules. You must also
ensure that any specific rules in this section come before general
rules that would otherwise apply.

For section 2 rules, for example, you have
* 192.168.1.0/24 (static)
* 192.168.1.0/24 (dynamic)
* 10.1.1.0/24 (static)
* 192.168.1.1/32 (static)
* 172.16.1.0/24 (dynamic) (object def)
* 172.16.1.0/24 (dynamic) (object abc)

The resultant ordering would be:

* 192.168.1.1/32 (static)

* 10.1.1.0/24 (static)

* 192.168.1.0/24 (static)

* 172.16.1.0/24 (dynamic) (object abc)
* 172.16.1.0/24 (dynamic) (object def)
* 192.168.1.0/24 (dynamic)
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NAT Interfaces

Except for bridge group member interfaces, you can configure a NAT rule to apply to any interface (in other
words, all interfaces), or you can identify specific real and mapped interfaces. You can also specify any
interface for the real address, and a specific interface for the mapped address, or vice versa.

For example, you might want to specify any interface for the real address and specify the outside interface
for the mapped address if you use the same private addresses on multiple interfaces, and you want to translate
them all to the same global pool when accessing the outside.

Figure 16: Specifying Any Interface
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However, the concept of “any” interface does not apply to bridge group member interfaces. When you specify
“any” interface, all bridge group member interfaces are excluded. Thus, to apply NAT to bridge group members,
you must specify the member interface. This could result in many similar rules where only one interface is
different. You cannot configure NAT for the Bridge Virtual Interface (BV]) itself, you can configure NAT
for member interfaces only.

You cannot configure NAT on passive interfaces.

Configuring Routing for NAT

The FTD device needs to be the destination for any packets sent to the translated (mapped) address.

When sending packets, the device uses the destination interface if you specify one, or a routing table lookup
if you do not, to determine the egress interface. For identity NAT, you have the option to use a route lookup
even if you specify a destination interface.

The type of routing configuration needed depends on the type of mapped address, as explained in the following
topics.

Addresses on the Same Network as the Mapped Interface

If you use addresses on the same network as the destination (mapped) interface, the FTD device uses proxy
ARP to answer any ARP requests for the mapped addresses, thus intercepting traffic destined for a mapped
address. This solution simplifies routing because the FTD device does not have to be the gateway for any
additional networks. This solution is ideal if the outside network contains an adequate number of free addresses,
a consideration if you are using a 1:1 translation like dynamic NAT or static NAT. Dynamic PAT greatly
extends the number of translations you can use with a small number of addresses, so even if the available
addresses on the outside network is small, this method can be used. For PAT, you can even use the IP address
of the mapped interface.
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Addresses on a Unique Network

If you need more addresses than are available on the destination (mapped) interface network, you can identify
addresses on a different subnet. The upstream router needs a static route for the mapped addresses that points
to the FTD device.

The Same Address as the Real Address (Identity NAT)

The default behavior for identity NAT has proxy ARP enabled, matching other static NAT rules. You can
disable proxy ARP if desired. You can also disable proxy ARP for regular static NAT if desired, in which
case you need to be sure to have proper routes on the upstream router.

Normally for identity NAT, proxy ARP is not required, and in some cases can cause connectivity issues. For
example, if you configure a broad identity NAT rule for “any” IP address, then leaving proxy ARP enabled
can cause problems for hosts on the network directly connected to the mapped interface. In this case, when a
host on the mapped network wants to communicate with another host on the same network, then the address
in the ARP request matches the NAT rule (which matches “any” address). The FTD device will then proxy
ARP for the address, even though the packet is not actually destined for the FTD device. (Note that this
problem occurs even if you have a manual NAT rule; although the NAT rule must match both the source and
destination addresses, the proxy ARP decision is made only on the “source” address). If the FTD device ARP
response is received before the actual host ARP response, then traffic will be mistakenly sent to the FTD
device.

Guidelines for NAT

The following topics provide detailed guidelines for implementing NAT.

Interface Guidelines

NAT is supported for standard routed physical or subinterfaces.

However, configuring NAT on bridge group member interfaces (interfaces that are part of a Bridge Virtual
Interface, or BVI) has the following restrictions:

» When configuring NAT for the members of a bridge group, you specify the member interface. You
cannot configure NAT for the bridge group interface (BVI) itself.

» When doing NAT between bridge group member interfaces, you must specify the source and destination
interfaces. You cannot specify “any” as the interface.

* You cannot configure interface PAT when the destination interface is a bridge group member interface,
because there is no IP address attached to the interface.

* You cannot translate between IPv4 and IPv6 networks (NAT64/46) when the source and destination
interfaces are members of the same bridge group. Static NAT/PAT 44/66, dynamic NAT44/66, and
dynamic PAT44 are the only allowed methods; dynamic PAT66 is not supported.

IPv6 NAT Guidelines

NAT supports IPv6 with the following guidelines and restrictions.

* For standard routed mode interfaces, you can also translate between IPv4 and IPv6.
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* You cannot translate between IPv4 and IPv6 for interfaces that are members of the same bridge group.
You can translate between two [Pv6 or two IPv4 networks only. This restriction does not apply between
a bridge group member and a standard routed interface.

* You cannot use dynamic PAT for IPv6 (NAT66) when translating between interfaces in the same bridge
group. This restriction does not apply between a bridge group member and a standard routed interface.

* For static NAT, you can specify an IPv6 subnet up to /64. Larger subnets are not supported.

» When using FTP with NAT46, when an IPv4 FTP client connects to an IPv6 FTP server, the client must
use either the extended passive mode (EPSV) or extended port mode (EPRT); PASV and PORT commands
are not supported with IPv6.

IPv6 NAT Best Practices

You can use NAT to translate between IPv6 networks, and also to translate between IPv4 and IPv6 networks
(routed mode only). We recommend the following best practices:

* NAT66 (IPv6-to-IPv6)—We recommend using static NAT. Although you can use dynamic NAT or
PAT, IPv6 addresses are in such large supply, you do not have to use dynamic NAT. If you do not want
to allow returning traffic, you can make the static NAT rule unidirectional (manual NAT only).

* NAT46 (IPv4-to-IPv6)—We recommend using static NAT. Because the IPv6 address space is so much
larger than the IPv4 address space, you can easily accommodate a static translation. If you do not want
to allow returning traffic, you can make the static NAT rule unidirectional (manual NAT only). When
translating to an IPv6 subnet (/96 or lower), the resulting mapped address is by default an IPv4-embedded
IPv6 address, where the 32-bits of the IPv4 address is embedded after the IPv6 prefix. For example, if
the IPv6 prefix is a /96 prefix, then the IPv4 address is appended in the last 32-bits of the address. For
example, if you map 192.168.1.0/24 to 201b::0/96, then 192.168.1.4 will be mapped to 201b::0.192.168.1.4
(shown with mixed notation). If the prefix is smaller, such as /64, then the IPv4 address is appended after
the prefix, and a suffix of Os is appended after the IPv4 address.

* NAT64 (IPv6-to-IPv4)—You may not have enough IPv4 addresses to accommodate the number of IPv6
addresses. We recommend using a dynamic PAT pool to provide a large number of IPv4 translations.

NAT Support for Inspected Protocols

Some application layer protocols that open secondary connections, or that embedded IP addresses in packets,
are inspected to provide the following services:

* Pinhole creation—Some application protocols open secondary TCP or UDP connections either on standard
or negotiated ports. Inspection opens pinholes for these secondary ports so that you do not need to create
access control rules to allow them.

* NAT rewrite— Protocols such as FTP embed IP addresses and ports for the secondary connections in
packet data as part of the protocol. If there is NAT translation involved for either of the endpoints, the
inspection engines rewrite the packet data to reflect the NAT translation of the embedded addresses and
ports. The secondary connections would not work without NAT rewrite.

* Protocol enforcement—Some inspections enforce some degree of conformance to the RFCs for the
inspected protocol.
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The following table lists the inspected protocols that apply NAT rewrite and their NAT limitations. Keep
these limitations in mind when writing NAT rules that include these protocols. Inspected protocols not listed
here do not apply NAT rewrite. These inspections include GTP, HTTP, IMAP, POP, SMTP, SSH, and SSL.

\)

Note

NAT rewrite is supported on the listed ports only. If you use these protocols on non-standard ports, do
not use NAT on the connections.

Table 10: NAT Supported Application Inspection

Application Inspected Protocol, Port | NAT Limitations Pinholes Created
DCERPC TCP/135 No NAT64. Yes
DNS over UDP UDP/53 No NAT support is available for name resolution | No
through WINS.
ESMTP TCP/25 No NAT64. No
FTP TCP/21 No limitations. Yes
H.323 H.225 (Call TCP/1720 No NAT64. Yes
signaling) UDP/1718
H.323 RAS For RAS,
UDP/1718-1719
ICMP ICMP No limitations. No
ICMP Error (ICMP traffic directed to
a device interface is
never inspected.)
IP Options RSVP No NAT64. No
NetBIOS Name Server | UDP/137, 138 (Source |No NAT64. No
over [P ports)
RSH TCP/514 No PAT. Yes
No NAT64.
RTSP TCP/554 No NAT64. Yes
(No handling for HTTP
cloaking.)
SIP TCP/5060 No extended PAT. Yes
UDP/5060 No NAT64 or NAT46.
Skinny (SCCP) TCP/2000 No NAT64, NAT46, or NAT66. Yes
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Application Inspected Protocol, Port | NAT Limitations Pinholes Created
SQL*Net TCP/1521 No NAT64. Yes

(versions 1, 2)

Sun RPC TCP/111 No NAT64. Yes

UDP/111
TFTP UDP/69 No NAT64. Yes
Payload IP addresses are not translated.
XDMCP UDP/177 No NAT64. Yes

Additional Guidelines for NAT

* For interfaces that are members of a bridge group, you write NAT rules for the member interfaces. You
cannot write NAT rules for the Bridge Virtual Interface (BVI) itself.

* (Auto NAT only.) You can only define a single NAT rule for a given object; if you want to configure
multiple NAT rules for an object, you need to create multiple objects with different names that specify
the same IP address.

* [f a VPN is defined on an interface, inbound ESP traffic on the interface is not subject to the NAT rules.
The system allows the ESP traffic for established VPN tunnels only, dropping traffic not associated with
an existing tunnel. This restriction applies to ESP and UDP ports 500 and 4500.

* I[f you define a site-to-site VPN on a device that is behind a device that is applying dynamic PAT, so that
UDP ports 500 and 4500 are not the ones actually used, you must initiate the connection from the device
that is behind the PAT device. The responder cannot initiate the security association (SA) because it does
not know the correct port numbers.

* If you change the NAT configuration, and you do not want to wait for existing translations to time out
before the new NAT configuration is used, you can clear the translation table using the clear xlate
command in the device CLI. However, clearing the translation table disconnects all current connections
that use translations.

If you create a new NAT rule that should apply to an existing connection (such as a VPN tunnel), you
need to use clear conn to end the connection. Then, the attempt to re-establish the connection should hit
the NAT rule and the connection should be NAT'ed correctly.

N

Note If you remove a dynamic NAT or PAT rule, and then add a new rule with

mapped addresses that overlap the addresses in the removed rule, then the
new rule will not be used until all connections associated with the removed
rule time out or are cleared using the clear xlate or clear conn commands.
This safeguard ensures that the same address is not assigned to multiple
hosts.

* You cannot use an object group with both IPv4 and IPv6 addresses; the object group must include only
one type of address.
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* (Manual NAT only.) When using any as the source address in a NAT rule, the definition of “any” traffic
(IPv4 vs. IPv6) depends on the rule. Before the FTD device performs NAT on a packet, the packet must
be IPv6-to-IPv6 or IPv4-to-1Pv4; with this prerequisite, the FTD device can determine the value of any
in a NAT rule. For example, if you configure a rule from “any” to an IPv6 server, and that server was
mapped from an [Pv4 address, then any means “any IPv6 traffic.” If you configure a rule from “any” to
“any,” and you map the source to the interface IPv4 address, then any means “any IPv4 traffic” because
the mapped interface address implies that the destination is also IPv4.

* You can use the same mapped object or group in multiple NAT rules.

* The mapped IP address pool cannot include:

* The mapped interface IP address. If you specify “any” interface for the rule, then all interface IP
addresses are disallowed. For interface PAT (routed mode only), specify the interface name instead
of the interface address.

 The failover interface IP address.

* (Dynamic NAT.) The standby interface IP address when VPN is enabled.

* Avoid using overlapping addresses in static and dynamic NAT policies. For example, with overlapping
addresses, a PPTP connection can fail to get established if the secondary connection for PPTP hits the
static instead of dynamic xlate.

* You cannot use overlapping addresses in the source address of a NAT rule and a remote access VPN
address pool.

* If you specify a destination interface in a rule, then that interface is used as the egress interface rather
than looking up the route in the routing table. However, for identity NAT, you have the option to use a
route lookup instead.

* NAT applies to through traffic only. Traffic generated by the system is not subject to NAT.
* Do not name a network object or group pat-pool, using any combination of upper- or lower-case letters.
* You cannot use NAT on the internal payload of Protocol Independent Multicast (PIM) registers.

* (Manual NAT) When writing NAT rules for a dual ISP interface setup (primary and backup interfaces
using service level agreements in the routing configuration), do not specify destination criteria in the
rule. Ensure the rule for the primary interface comes before the rule for the backup interface. This allows
the device to choose the correct NAT destination interface based on the current routing state when the
primary ISP is unavailable. If you specify destination objects, the NAT rule will always select the primary
interface for the otherwise duplicate rules.

* If you get the ASP drop reason nat-no-xlate-to-pat-pool for traffic that should not match the NAT rules
defined for the interface, configure identity NAT rules for the affected traffic so the traffic can pass
untranslated.

* If you configure NAT for GRE tunnel endpoints, you must disable keepalives on the endpoints or the
tunnel cannot be established. The endpoints send keepalives to the original addresses.
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Configure NAT

Step 1
Step 2

Step 3

Step 4

Step 5

Network address translation can be very complex. We recommend that you keep your rules as simple as
possible to avoid translation problems and difficult troubleshooting situations. Careful planning before you
implement NAT is critical. The following procedure provides the basic approach.

Procedure

Select Policies > NAT.

Decide what kinds of rules you need.

You can create dynamic NAT, dynamic PAT, static NAT, and identity NAT rules. For an overview, see NAT
Types, on page 378.

Decide which rules should be implemented as manual or auto NAT.
For a comparison of these two implementation options, see Auto NAT and Manual NAT, on page 379.

Create the rules as explained in the following sections.
* Dynamic NAT, on page 389
* Dynamic PAT, on page 394
» Static NAT, on page 399
* Identity NAT, on page 407

Manage the NAT policy and rules.

You can do the following to manage the policy and its rules.

* To edit a rule, click the edit icon (=" ) for the rule.

* To delete a rule, click the delete icon (=) for the rule.

Dynamic NAT

The following topics explain dynamic NAT and how to configure it.

About Dynamic NAT

Dynamic NAT translates a group of real addresses to a pool of mapped addresses that are routable on the
destination network. The mapped pool typically includes fewer addresses than the real group. When a host
you want to translate accesses the destination network, NAT assigns the host an IP address from the mapped
pool. The translation is created only when the real host initiates the connection. The translation is in place
only for the duration of the connection, and a given user does not keep the same IP address after the translation
times out. Users on the destination network, therefore, cannot initiate a reliable connection to a host that uses
dynamic NAT, even if the connection is allowed by an access rule.
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Note For the duration of the translation, a remote host can initiate a connection to the translated host if an
access rule allows it. Because the address is unpredictable, a connection to the host is unlikely.
Nevertheless, in this case you can rely on the security of the access rule.

The following figure shows a typical dynamic NAT scenario. Only real hosts can create a NAT session, and
responding traffic is allowed back.

Figure 17: Dynamic NAT
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The following figure shows a remote host attempting to initiate a connection to a mapped address. This address
is not currently in the translation table; therefore, the packet is dropped.

Figure 18: Remote Host Attempts to Initiate a Connection to a Mapped Address
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Dynamic NAT Disadvantages and Advantages
Dynamic NAT has these disadvantages:

« If the mapped pool has fewer addresses than the real group, you could run out of addresses if the amount
of traffic is more than expected.
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Use PAT or a PAT fall-back method if this event occurs often because PAT provides over 64,000
translations using ports of a single address.

* You have to use a large number of routable addresses in the mapped pool, and routable addresses may
not be available in large quantities.
The advantage of dynamic NAT is that some protocols cannot use PAT. PAT does not work with the following:

* [P protocols that do not have a port to overload, such as GRE version 0.

» Some multimedia applications that have a data stream on one port, the control path on another port, and
are not open standard.

Configure Dynamic Auto NAT

Use dynamic auto NAT rules to translate addresses to different IP addresses that are routable on the destination
network.

Before you begin

Select Objects and create the network objects or groups needed in the rule. Alternatively, you can create the
objects while defining the NAT rule. The objects must meet the following requirements:

* Original Address—This must be a network object (not a group), and it can be a host, range, or subnet.

* Translated Address—This can be a network object or group, but it cannot include a subnet. The group
cannot contain both IPv4 and IPv6 addresses; it must contain one type only. If a group contains both
ranges and host IP addresses, then the ranges are used for dynamic NAT, and then the host IP addresses
are used as a PAT fallback.

Procedure

Step 1 Select Policies > NAT.
Step 2 Do one of the following:

* To create a new rule, click the + button.
* To edit an existing rule, click the edit icon (& ) for the rule.

(To delete a rule you no longer need, click the trash can icon for the rule.)

Step 3 Configure the basic rule options:

» Title—Enter a name for the rule.
« Create Rule For—Select Auto NAT.
» Type—Select Dynamic.

Step 4 Configure the following packet translation options:

» Source Interface, Destination Interface—(Required for bridge group member interfaces.) The interfaces
where this NAT rule applies. Source is the real interface, the one through which the traffic enters the
device. Destination is the mapped interface, the one through which traffic exits the device. By default,
the rule applies to all interfaces (Any) except for bridge group member interfaces.

» Original Address—The network object that contains the addresses you are translating.
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Step 5

Step 6

* Translated Address—The network object or group that contains the mapped addresses.

(Optional.) Click the Advanced Options link and select the desired options:

« Translate DNS replies that match this rule—Whether to translate the IP address in DNS replies. For
DNS replies traversing from a mapped interface to a real interface, the Address (the IPv4 A or IPv6
AAAA) record is rewritten from the mapped value to the real value. Conversely, for DNS replies traversing
from a real interface to a mapped interface, the record is rewritten from the real value to the mapped
value. This option is used in specific circumstances, and is sometimes needed for NAT64/46 translation,
where the rewrite also converts between A and AAAA records. For more information, see Rewriting
DNS Queries and Responses Using NAT, on page 449.

« Fallthrough to Interface PAT (Destination Interface)—Whether to use the IP address of the destination
interface as a backup method when the other mapped addresses are already allocated (interface PAT
fallback). This option is available only if you select a destination interface that is not a member of a
bridge group.

Click OK.

Configure Dynamic Manual NAT

Step 1
Step 2

Use dynamic manual NAT rules when auto NAT does not meet your needs. For example, if you want to do
different translations based on the destination. Dynamic NAT translates addresses to different IP addresses
that are routable on the destination network.

Before you begin

Select Objects and create the network objects or groups needed in the rule. Groups cannot contain both [Pv4
and IPv6 addresses; they must contain one type only. Alternatively, you can create the objects while defining
the NAT rule. The objects must also meet the following requirements:

» Original Source Address—This can be a network object or group, and it can contain a host, range, or
subnet. If you want to translate all original source traffic, you can skip this step and specify Any in the
rule.

* Translated Source Address—This can be a network object or group, but it cannot include a subnet.
The group cannot contain both IPv4 and IPv6 addresses; it must contain one type only. If a group contains
both ranges and host IP addresses, then the ranges are used for dynamic NAT, and then the host IP
addresses are used as a PAT fallback.

You can also create network objects for the Original Destination Address and Translated Destination
Address if you are configuring a static translation for those addresses in the rule.

For dynamic NAT, you can also perform port translation on the destination. In the Object Manager, ensure
that there are port objects you can use for the Original Destination Port and Translated Destination Port.
If you specify the source port, it will be ignored.

Procedure

Select Policies > NAT.

Do one of the following:
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* To create a new rule, click the + button.
* To edit an existing rule, click the edit icon (& ) for the rule.

(To delete a rule you no longer need, click the trash can icon for the rule.)

Step 3 Configure the basic rule options:

* Title—Enter a name for the rule.

* Create Rule For—Select Manual NAT.

* Rule Placement—Where you want to add the rule. You can insert it in a category (before or after auto
NAT rules), or above or below the rule you select.

» Type—Select Dynamic. This setting only applies to the source address. If you define a translation for
the destination address, the translation is always static.

Step 4 Configure the following interface options:

« Source Interface, Destination Interface—(Required for bridge group member interfaces.) The interfaces
where this NAT rule applies. Source is the real interface, the one through which the traffic enters the
device. Destination is the mapped interface, the one through which traffic exits the device. By default,
the rule applies to all interfaces (Any) except for bridge group member interfaces.

Step 5 Identify the original packet addresses, either IPv4 or IPv6; namely, the packet addresses as they appear in the
original packet.

See the following figure for an example of the original packet vs. the translated packet.

Source Destination
_/—'—-x.._\.
Ell { |n5|de ) I—k Outside }—|:|i
peud ] Moy gedd p—
Real: 10.1.2.2 NAT Real: 192.168.1.1
Mapped: 192.168.2.2 Mapped: 10.1.1.1

10.1.2.2 --->10.1.1.1 192.168.2.2 ---> 192.168.1.1

Original Packet Translated Packet

* Original Source Address—The network object or group that contains the addresses you are translating.

« Original Destination Address—(Optional.) The network object that contains the addresses of the
destinations. If you leave this blank, the source address translation applies regardless of destination. If
you do specify the destination address, you can configure a static translation for that address or just use
identity NAT for it.

You can select Interface to base the original destination on the source interface (which cannot be Any).
If you select this option, you must also select a translated destination object. To implement a static
interface NAT with port translation for the destination addresses, select this option and also select the
appropriate port objects for the destination ports.

Step 6 Identify the translated packet addresses, either IPv4 or IPv6; namely, the packet addresses as they appear on
the destination interface network. You can translate between IPv4 and IPv6 if desired.

» Translated Source Address—The network object or group that contains the mapped addresses.

« Translated Destination Address—(Optional.) The network object or group that contains the destination
addresses used in the translated packet. If you selected an object for Original Destination Address, you
can set up identity NAT (that is, no translation) by selecting the same object.
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Dynamic PAT
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(Optional.) Identify the destination service ports for service translation: Original Destination Port, Translated
Destination Port.

Dynamic NAT does not support port translation, so leave the Original Source Port and Translated Source
Port fields empty. However, because the destination translation is always static, you can perform port translation
for the destination port.

NAT only supports TCP or UDP. When translating a port, be sure the protocols in the real and mapped service
objects are identical (both TCP or both UDP). For identity NAT, you can use the same service object for both
the real and mapped ports.

(Optional.) Click the Advanced Options link and select the desired options:

» Translate DNS replies that match this rule—Whether to translate the IP address in DNS replies. For
DNS replies traversing from a mapped interface to a real interface, the Address (the IPv4 A or IPv6
AAAA) record is rewritten from the mapped value to the real value. Conversely, for DNS replies traversing
from a real interface to a mapped interface, the record is rewritten from the real value to the mapped
value. This option is used in specific circumstances, and is sometimes needed for NAT64/46 translation,
where the rewrite also converts between A and AAAA records. For more information, see Rewriting
DNS Queries and Responses Using NAT, on page 449.

« Fallthrough to Interface PAT (Destination Interface)—Whether to use the IP address of the destination
interface as a backup method when the other mapped addresses are already allocated (interface PAT
fallback). This option is available only if you select a destination interface that is not a member of a
bridge group.

Click OK.

The following topics describe dynamic PAT.

About Dynamic PAT

Dynamic PAT translates multiple real addresses to a single mapped IP address by translating the real address
and source port to the mapped address and a unique port.

Each connection requires a separate translation session because the source port differs for each connection.
For example, 10.1.1.1:1025 requires a separate translation from 10.1.1.1:1026.

The following figure shows a typical dynamic PAT scenario. Only real hosts can create a NAT session, and
responding traffic is allowed back. The mapped address is the same for each translation, but the port is
dynamically assigned.
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Figure 19: Dynamic PAT

Security
Appliance /
10.1.1.1:1025 - 209.165.201.1:2020 >
10.1.1.1:1026 § 209.165.201.1:2021
'
10.1.1.2:1025 Z 209.165.201.1:2022 >

Inside /Outside

For the duration of the translation, a remote host on the destination network can initiate a connection to the
translated host if an access rule allows it. Because the port address (both real and mapped) is unpredictable,
a connection to the host is unlikely. Nevertheless, in this case you can rely on the security of the access rule.

After the connection expires, the port translation also expires.

N

Note We recommend that you use different PAT pools for each interface. If you use the same pool for multiple

interfaces, especially if you use it for "any" interface, the pool can be quickly exhausted, with no ports
available for new translations.

Dynamic PAT Disadvantages and Advantages

Dynamic PAT lets you use a single mapped address, thus conserving routable addresses. You can even use
the FTD device interface IP address as the PAT address. However, you cannot use interface PAT for the IPv6
addresses on the interface.

You cannot use dynamic PAT for IPv6 (NAT66) when translating between interfaces in the same bridge
group. This restriction does not apply between a bridge group member and a standard routed interface.

Dynamic PAT does not work with some multimedia applications that have a data stream that is different from
the control path. For more information, see NAT Support for Inspected Protocols, on page 385.

Dynamic PAT might also create a large number of connections appearing to come from a single IP address,
and servers might interpret the traffic as a DoS attack.

Configure Dynamic Auto PAT

Use dynamic auto PAT rules to translate addresses to unique IP address/port combinations, rather than to
multiple IP addresses only. You can translate to a single address, either the destination interface's address or
another address.

Before you begin

Select Objects and create the network objects or groups needed in the rule. Alternatively, you can create the
objects while defining the NAT rule. The objects must meet the following requirements:

« Original Address—This must be a network object (not a group), and it can be a host, range, or subnet.
« Translated Address—You have the following options to specify the PAT address:

+ Destination Interface—To use the destination interface IPv4 address, you do not need a network
object. You cannot use interface PAT for IPv6.
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« Single PAT address—Create a network object containing a single host.

Procedure

Step 1 Select Policies > NAT.
Step 2 Do one of the following:

* To create a new rule, click the + button.
* To edit an existing rule, click the edit icon (& ) for the rule.

(To delete a rule you no longer need, click the