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Chapter content in this document is described in Table 1.

Table 1 Document Organization
Chapter Discussion
Preface Document organization

Chapter 1, “Overview ”

Introduction to the DRaaS 1.0 System.

Chapter 2, “ System Architecture”

Describes high level architecture, end-to-end
architecture, and DRaaS workflows in the DRaaS
1.0 System.

Chapter 3, “Implementation and Configuration”

Details the master target, InMage Scout Server
details, InMage Agent configuration, InMage
vContinuum, Multi-tenant Portal - RX Server,
summary tables of components for all tenants,
VMDC, and BMC Cloud Lifecycle Management
within the DRaaS 1.0 System.

Chapter 4, “Disaster Recovery Workflow”

Includes the protection, recovery, failback, resume,
and DR drill workflowsin the DRaaS 1.0 System.

Chapter 5, “Monitoring, Best Practices,
Caveats, and Troubleshooting”

Includes procedures for operational maintenance,
best practices, caveats, and troubleshooting
techniques in the DRaaS 1.0 System.

Chapter A, “Characterization of Replication
Process’

Describes the characterization of areplication
process.

Chapter B, “Extending a Linux Volume”

Describes how to extend a Linux volume.

Chapter C, “Acknowledgements”

List of authors of this document.

Chapter D, “Glossary”

List of terms and acronyms.

Documentation, Support, and Security

Specific information about DRaaS-related software can be obtained at the following locations:

InMage (contact InMage for access)
InMage documentation
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VMDC 2.3 Implementation Guide

VMDC 2.3 Test Results Report
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For information on obtaining documentation, submitting a service request, and gathering additional
information, refer to the monthly What's New in Cisco Product Documentation, which also lists all new
and revised Cisco technical documentation, at:

Subscribe to the What's New in Cisco Product Documentation as a Really Simple Syndication (RSS)
feed and set content to be delivered directly to your desktop using a reader application. The RSS feeds
are afree service and Cisco currently supports RSS version 2.0.
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Overview

Cisco Disaster Recovery as a Service Solution (DRaaS) architecture described in this document is
designed to provide a new set of related capabilities allowing Virtualized Multi-Tenant Data Center
(VMDC)-based service providers (SP) to enhance their addressable market, financial performance, and
differentiation vs. commodity cloud solutions. Many of Cisco VMDC-based SPs seek better
monetization of their existing VMDC investments through layered services that are synergistic with the
advanced networking capabilities delivered by VMDC. These SPs demand new, easily deployable
services both to keep pace with the innovation of commaodity/public cloud providers such as Amazon
Web Services (AWS) and to address portions of the market that are not well served by commaodity cloud
solutions.

The key end user consumabl e services being enabl ed by this system architectureisto enable a SPto offer
disaster recovery for both physical and virtual serversfrom a customer data center to a SP virtual private
cloud (VPC). The DRaaS System primarily targets SMBs and enterprises. The global DRaaS and
cloud-based business continuity is expected to grow from $640.84 million in 2013 to $5.77 billion by
2018, at a CAGR of 55.20%.

The traditional disaster recovery (DR) system constitutes a substantial portion of expenses annually.
With the "pay as you go" model of the cloud-based DR system, the impact of downtime can be
minimized through replication. DR can start up applications once the disaster is identified. In addition
to recovery, cloud-based DR incorporates business continuity. Implementation of DRaaS with a
virtualized cloud platform can be automated easily and is less expensive, since DR cost varies before
and after a disaster occurs. The key requirements for DRaaS are Recovery Point Objective (RPO),
Recovery Time Objective (RTO), performance, consistency, and geographic separation (Figure 1-1).

Figure 1-1 What is Disaster Recovery as a Service?
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The market presents astrong opportunity for the SPsto take advantage of the demand for DRaaS services
asillustrated by Figure 1-2.
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Figure 1-2 Strong Market Demand for DRaaS
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Further investigation of the global demand patterns for DRaaS indicates that the market opportunity and
interest is equally spread across the enterprise, mid-market, and SMB segments as summarized in

Figure 1-3.
Figure 1-3 Global DRaaS Demand by Segment
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DRaa$: Business Drivers 1l

This chapter includes the following major topics:
¢ DRaaS: Business Drivers, page 1-3
¢ DRaaS: Technical Challenges, page 1-3
¢ DRaaS. Host-Based Replication As Preferred Choice, page 1-5
¢ Value of Cisco DRaaS Architecture for Service Providers, page 1-8
e Value of Cisco DRaaS for Enterprises, page 1-10

DRaa$S: Business Drivers

Increased regulatory pressure drives the need for disaster recovery (DR) and business continuity plans
and presents a hierarchy of requirements for the implementation of these solutions (geographic
restrictions, regulatory compliance, etc.). Enterprises are constantly faced with budget constraints that
prevent infrastructure duplication. Building DR infrastructure is a contextual business activity that
requires a degree of specialization with IT skillsets or resources that are significantly harder to build
without sufficient scale. Under these circumstances a growing desire existsto consume DR as a service,
allowing incremental deployment and growth as budget becomes available.

concentration at $5-8K Brokerage/Resale of

- _J
‘ AS Senvices Related to DR

Test/declaration may Fee Bandwidth

incur substantial fees DB

far compute wtilization Replication

Figure 1-4 Cisco’s DRaa$ Blueprint Solution
Service Monetization
* Long-term pricing: | Customer Site ‘ | Provider Cloud | Future evolution as
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DRaaS: Technical Challenges

The selection of a specific technology and implementation for the DRaaS is a highly complex decision
with technology challenges that need to be adequately explored and analyzed prior to choosing an
appropriate technology. The following questions arise in the choice of the DRaaS implementation:

¢ How do wereplicate data, databases, and virtual machines?

¢ What technology of replication do we use?

e What are our RTO/RPO requirements for the various applications requiring Disaster Recovery?
¢ How should we monitor what is being done during the testing and recovery events?

¢ How should we perform failover when needed either by atest or a disaster event?

¢ How should we virtual machines and databases be rebuilt?

¢ How can we ensure the consistency of databases and applications?

e How can we redirect traffic, reconfigure the Domain Name Services, etc.?

¢ How should we perform failback after arecovery event?

e How should our organization staff for Disaster Recovery and testing?

Disaster Recovery as a Service (DRaaS$), Release 1.0
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B DRaa$: Technical Challenges

¢ How can our organization afford Disaster Recovery (which a cost and not a revenue generating
activity)?

Figure 1-5 DRaas$ Technical Challenges
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Challenges with Traditional Storage-based Replication

The use of traditional storage-based replication requires an identical storage unit on the DR site from the
same vendor. The storage array-based replication software is not application aware and

needs additional intervention at the host level to achieve application consistency. Multiple points of
management are required while performing DR and this introduces complexity in protecting and
recovering workloads. The traditional storage-based replication approaches lack granularity and can
replicateall virtual machines (VM) or nonethat areresiding on alogical unit number (LUN). Replication
of data happens between LUN pairs that need to be identical and this restricts the ability to failover a
single VM residing on the LUN.

Figure 1-6 Any-to-Any Replication
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DRaa$: Host-Based Replication As Preferred Choice

Traditional storage replication approaches need additional functionality to take snapshots or clones of
the target LUN to perform disaster recovery drills without interrupting data replication. Otherwise,
replication has to be stopped for DR drills. Storage array-based replication does not support continuous
data protection natively and data cannot be protected from logical failures.

VMware Site Recovery Manager (SRM) is an orchestration and runbook automation tool that
streamlines the workflows for failovers and recovery of workloads. SRM leverages storage-based
replication or vSphere replication to provide DR. Table 1-1 shows a comparison of the VMware
approach to DR with the Cisco DRaaS approach.

Table 1-1

VMware Disaster Recovery Solution Comparison

SRM with Storage Replication

SRM with vSphere Replication

Cisco Solution

Supports only
vSphereto-vSphere
replication.

Needs to have similar
storage arrays on customer
and DR sites.

Involves a complex
configuration to provide
point-in-time copies for
recovery.

I ssues with incompatibility,
as SRM coordinates with
multiple components
(Storage Array software,
SRAs, Multipath software,
vSphere versions).

Needs storage configuration
or reorganization before RM
isready to use.

Limitation with N:1
replication and expensive to
set up.

No multi-tenant portal

Supports only vSphereto-
vSphere replication.

Does not provide pointin-
time copies for recovery.

Limited ESXi version
support (only supports
vCenter 5.1 and above and
ESXi 5.x and above).

RPO cannot be less than 15
minutes.

Limitations with N:1
replication and scalability:

- Simultaneous VM
failover - between 10 -
80.

- Site Pairing -10 Sites
only per vCenter/ SRM
pair.

- Limited to 500 VMs.
Lack of cloning capability at
DR site for performing DR
drills.

No multi-tenant portal.

Supports Any-to-vSphere
replication.

Provides continuous data
replication with multiple
point in time copies for
recovery.

Supports N:1 replication
with any number of source
sites.

Provides multi-tenant portal
for customers.

Supports any-to-any
replication with any storage
type and vendor.

Supports near zero RPO and
RTO.

DRaaS: Host-Based Replication As Preferred Choice

Several options exist in the choice of technology for the implementation of DRaaS, which is associated
with varying levels of cost, complexity, and operational models. A summary of technology options for
the implementation is presented in Figure 1-7.

| Design and Implementation Guide
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B DRaa$: Host-Based Replication As Preferred Choice

Figure 1-7 Many Approaches to DRaaS
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Remote Backups ]

The host-based replication technology is the recommended implementation for Cisco's DRaaS System
architecture. It isdelivered in partnership with InMage ScoutCloud product offering because of the value
and the differentiation it provides delivering DR services for physical-to-virtual (P2V) and
virtual-to-virtual (V2V) workloads.

Figure 1-8 Host-Based Replication/Recovery Process
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The Cisco DRaaS System, which offers architecture based on the VMDC 2.3 infrastructure architecture,
provides P2V and V2V DR and business continuity capabilities. Cisco VMDC-based cloud provides
secure multi-tenancy, services orchestration, high availability, and modularity.
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Figure 1-9 DRaaS Offering
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DRaaS: Host-Based Replication As Preferred Choice 1l

Layer 2 Extensions and |P mobility using Overlay Transport Virtualization (OTV) and Lisp to support
partial failovers and active-active scenarios are targeted to be addressed as part of future capabilities of
VMDC architecture. The solution presents heterogeneous, storage, and infrastructure-agnostic data
replication capabilities for the creation and offer of DR solution offerings. The system offers continuous
data protection (CDP)-based recovery with the ability to roll back to any point in time. The system
provides guaranteed application consistency for most of the widely-used applications.

Figure 1-10
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Value of Cisco DRaa$ Architecture for Service Providers

Value of Cisco DRaaS Architecture for Service Providers

DRaasS offers the following value to SPs:

¢ |Increased Customer Relevance: Not all of the customersrequiring DR serviceswant I nfrastructure
as a Service Offering (laaS). Offering DRaaS provides better alignment with atypical 1T buyer's
focus. Leverage of DRaaS offerings by SPs provide them an opportunity to differentiate from
commodity and over-the-top 1aaS providers.

¢ Bigger, More Profitable Deals: DR instances command a premium and provide improved margins
due to lack of commoditization. DR deals are typically larger compared to laaS deals for SPs and
generate higher margins. DRaaS offerings create reduced capital expenditures on compute resources
and lower operating expenses on licensing due to oversubscription opportunities.

e Strong Services Growth: DRaaS offerings present a strong ability to attach additional serviceswith
the offerings and creates a pipeline of revenue from new and existing customers through new and
improved monetization via services growth. Additional monetization opportunities present
themselves through possibilities for hybrid services.

Cisco DRaa$ Approach vs. Backup-based Disaster Recovery
One commonly encountered question is how do the backup-based disaster recovery approaches
compared to Cisco's recommendation for DRaaS architecture for SPs. Table 1-2 shows the key

considerations and a comparison of the approaches.

Table 1-2 Comparison of Cisco DRaaS vs. Backup-based DR
Managed backup using Cloud Backup-based Cloud Recovery
Storage using Snapshots Cisco Approach
Use Case Backup to cloud: Cloud storage |Disaster recovery: SP-managed |Disaster recovery: SP or customer
for backups disaster recovery self-managed disaster recovery
Pros Customers have ability to store Makes use of existing backup and |SP managed or enterprise self
data offsite without shipping virtualization tools for recovery  |managed
tapesor having asecondary siteto Single solution for
host data
protecting both physical and
virtual environments
Automated recovery
Cons ¢ Doesnot ensure continuity of | ¢ No P2V capability, protection
operations. Provides data for only virtual environments
avallability only. e Performance impact on
¢ Impacts performance of production applications
application during backup during snapshot creating
window. ¢ No automated recovery
¢ No automated recovery
RPO/RTO Very high High Near Zero
Continuous N/A; works based on traditional |Near CDP, cannot achieve real Real CDP, provides multiple point

DataProtection
(CDP)

backups

CDP. Depends on the frequency
of snapshots.

in time copies for an extended
period of time.

[ Disaster Recovery as a Service (DRaa$), Release 1.0
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Value of Cisco DRaa$ Architecture for Service Providers 1l

Service Provider Tenant Operating Models

Cisco DRaaS presentsamodel that clearly delineatesthe responsibilities of the SPs providing the DRaaS
services and the end customer guidance on the ownership and expectations in the system offering.

Table 1-3 Well-Defined Tenant/SP Operational Responsibilities Model

Service
Responsibility Provide [Tenant
Provide standby recovery environment (compute, network) X

Configure standby recovery environment with replication/ recovery plansfor |X
protected servers and network elements

Recover/ boot protected servers to recovery environment with pre-defined X
VLAN/ IP address mapping and network topol ogy

Provide recovery to a specific point in time using CDP technology to create a |X
bootable VMDK; boot associated VMs

Ensure reachability of running VMs over pre-defined recovery network X

Validate application configuration and functionality X

Provide notification of changesrequiring recovery plan updates- VLANS, IPs,
added/ removed volumes, new servers

Participate in annual recovery tests/ drills (no production impact) X X

Declare disaster X

SP Monetization of Cisco DRaa$S

Figure 1-11 is afinancial model that presents the monetization opportunity for SPs associated with the
deployment of the Cisco DRaaS System architecture.

Figure 1-11 Monetization Opportunity for SPs
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M Value of Cisco DRaaS for Enterprises

Value of Cisco DRaasS for Enterprises

DRaaS provides the following value for Enterprises:

Recovery Time|lsKey: Enterprises frequently lack the knowledge to select and deploy the optimal
DR tools for their needs. Current enterprise tools for low RPO/RTO tend to be cost prohibitive for
widespread deployment.

Reduced Cost and I mpact of Disaster Recovery Testing: DR exercises present a significantly
high cost and are a "distraction factor" to the normal business operation. The use of DRaaS allows
enterprises to focus on application validation without being distracted by rack, stack, and recover
activities with their infrastructure and I T services. It also presents a potential opportunity to better
leverage the DR environment.

Accelerated | mplementation: The use of DRaaS presents an easier framework for implementation
of business continuity plans and test execution and provides end customers with the ability to grow
over time from alimited scope. An equivalent DRaaS solution to replace one that is provided and
managed through a SP's robust offerings would be extremely time consuming to build for enterprises
ontheir own asthey include self-service, monitoring, and service assurance capabilities as a holistic
offer from SPs.

Better Odds of Success: The use of specialized SP offerings eliminate the need for a strong DR
competency and addressed the difficulty associated with hiring and retaining talent for DR. The
DRaaS is aniche technology that requires a significantly large scale to gain the required specialized
experience. Globalization means many organizations cannot use traditional primary and secondary
model of dedicated infrastructures for DR and business continuity operations.

Figure 1-12 Why Enterprises Choose DRaaS
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System Architecture

This chapter includes the following major topics:
¢ DRaaS 1.0 System Architecture, page 2-1
e VMDC Cloud Infrastructure, page 2-8
e VMDC Orchestration using BMC CLM, page 2-20
¢ Available Replication Types, page 2-26
¢ Deployment Considerations, page 2-39
e Key Findings, page 2-45

DRaaS 1.0 System Architecture

This section includes the following topics:
e System High Level Architecture, page 2-1
e End-to-End Architecture, page 2-4
¢ DRaaS Operational Workflows, page 2-5

System High Level Architecture

This section describes the high level architecture of the DRaaS System. The system provides disaster
recovery for customer physical/virtual servers by deploying recovery VMsin the VMDC 2.3-based
container on the provider side.

Figure 2-1 illustrates the high level architecture of DRaaS System.
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Figure 2-1 DRaa$S High Level Architecture
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Provider Cloud

The provider cloud within the DRaaS System will be based on VMDC 2.3. The VMDC 2.3 design is
based on the earlier VMDC 2.2 design, with changes to optimize the design for lower cost, fewer layers,
and increased tenancy scale. The Cisco VMDC System provides vPC-based L 3 hierarchical virtual
routing and forwarding (VRF)-Lite DC design, multi-tenancy, secure separation, differentiated service
tiers, and high availability in a data center environment. It also provides secure separation between
replicated workloads and provides shared network services for customersin DRaaS.

The VMDC 2.3 architecture works with Vblock, FlexPod, or any other integration stack. Integrated
stacks can be added as required to scale the SP cloud environment.

Based on the customer's production environment and needs, a specific tenancy model can be selected to
provide similar services in the cloud-matching production environment. VMDC architecture and
deployment models will be covered in detail in this chapter.

Enterprise Data Center

The DR solutions should address enterprise customer requirements for various vertical industries and
geographies. The enterprise data center design is therefore expected to vary from customer to customer.
The intent of the DRaaS System is to keep the enterprise DC architecture generic so as to provide the
greatest coverage. While the DC architecture is almost irrelevant and the solution supports
heterogeneous replication across any-to-any infrastructure, atypical three tier (core/aggregation and
access) DC architecture is suggested in the system.

WAN Connectivity

The WAN connectivity design principles provided by VMDC are maintained and supported without
requiring any additional components and technologies. The replicated data between the enterprise and
SP data center can be encrypted with the help of Cisco technologieslike IPsec VPN based on Cisco ASA
firewalls. Optionally, for low cost implementation to support a small number of servers,
inflightreplicated data encryption can be provided by InMage partner software.

[ Disaster Recovery as a Service (DRaa$), Release 1.0
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To support partial failover of customer's environment, technologies like Overlay Transport
Virtualization (OTV) can be used for L2 extension between the customer's data center and the cloud. L2
connectivity allows customers to use the same I P from enterprise network in the cloud without the need
to change for accessing workloads in the cloud after recovery.

Partner Solution for Providing Disaster Recovery

Data replication and recovery of the production servers will be provided by InMage ScoutCloud
technology. InMage ScoutCloud is a software-based replication and recovery technology, which can
protect both physical and virtual serversinto the cloud. InMage ScoutCloud is being integrated into the
DRaaS System, providing the following functionality:

¢ Heterogeneous data replication
¢ Continuous data protection

¢ Application consistency

¢ Recovery automation

e DRDrill

System Logical Topology
Figure 2-2 covers the logical topology of the DRaaS System.
Figure 2-2 DRaaS$ Logical Topology
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As shown in Figure 2-2, each customer will have a dedicated network container created on the SP
VMDC cloud. The network containers will be created based on the necessary security and network
services required by the enterprise customers. Any network topology on the customer's data center can
be matched on the VM DC cloud using network containers. Predefined containers provide examples for
different types of deployments. Automated provisioning and management logic for each customer type
is pre-defined in the management and orchestration software. Customers can choose from existing
models or define their own customized models. The production workloads from each enterprise data
center will be replicated to the corresponding network container on the VM DC cloud and will be
available for recovery purposes.

| Design and Implementation Guide
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End-to-End Architecture

The DRaaS System addresses the following design principles and architectural goals:
e Secure Multi-Tenancy
e Secure, modular, and highly available cloud
¢ Continuous Data Protection (CDP)
e Physical-to-Virtual (P2V) and Virtual-to-Virtual (V2V) Disaster Recovery
¢ Near zero RPO and RTO-capable DRaaS
¢ Automated run book automation
e Self-Service Multi-Tenant Portal
By utilizing the architecture above, DRaaS in a multi-tenant environment can be supported as shown in

Figure 2-3.
Figure 2-3 End-to-End Architecture
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In amulti-tenant environment, each customer is mapped as a separate VM DC tenant where the necessary
network security is provided and traffic segregation is maintained. Figure 2-3 depicts the end-to-end
architecture of the DRaaS System based on VMDC.

With the deployment of lightweight components as shown in Figure 2-3 and utilizing the network
security provided by VMDC architecture, customers can replicate their data into a secure cloud
environment for recovery.

294203

Data changes are collected from the production servers as they occur, directly in memory before they
are written to disk, and sent to a software appliance within an enterprise data center. Because of this
approach, absolutely no additional 1/0 load is induced on production servers due to replication. The
appliance is responsible for further offloading compute-intensive tasks from production systems, such
as compression, encryption, WAN acceleration, and consolidated bandwidth management.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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The system provides CDP for the customer's production servers. The customers will be able to recover
their environments to any point in time before the disaster occurred. The servers are not only protected
from the physical disasters, but also from logical disasters due to CDP.

Application consistency is enforced at regular intervals through VSSintegration on Windows and native
application-specific mechanismson Linux and Solaris systems. Application consistency isalso enforced
at the guest level in virtual environments such as VMware ESX, Xen Server, and Hyper-V. These
application-consistent points are tagged by a bookmark and archived as part of the CDP data. They can
be leveraged to perform application consistent recoveries within stringent recovery time objectives.

The following use cases are covered as part of the DRaaS System and will be discussed in more detail
in the following sections:

¢ Protection Workflows, page 4-2
¢ Recovery Workflows, page 4-37
¢ Failback Protection Workflows, page 4-46
¢ Resume Protection Workflows, page 4-78
¢ DR Drill Workflows, page 4-84

DRaaS Operational Workflows

Following are the workflows for protecting and recovering the customer's production workloadsinto the
cloud. The workflows describe the process of creating the network containers for customers within the
SP cloud, replication of workloads into the network containers, and recovery of workloads in the event
of adisaster.

The workflow in Figure 2-4 is used for protection and failover scenarios.

Figure 2-4 New Customer Protection Workflow
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Step 1 Based on the customer requirements, deploy a VMDC Network Container using BMC.

Step2  Secure |Psec connectivity is manually set up between the Enterprise and the VMDC-based cloud
provider setup.

Step3 At both enterprise and SP data centers, deploy and configure the necessary DR components.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Step 4
Step 5

Step 1

Step 2

Step 3

Step 4

Use the InM age management wizard to select the machinesto be protected and set up the recovery plans.
Allow customers to monitor the status of DR and RPO/RTO utilizing the Partner Product portals.

The workflow in case of afailure scenario is shown in Figure 2-5.

Figure 2-5 Failure Scenario
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When the customer DC goes down, customer declares a disaster and communicates to SP what VMs to
restore and what checkpointsto use. SP can use the recovery plan (which could be preconfigured), which
details the list of protected VMs, the startup order, and any custom steps.

SP logsinto the DR product portal and brings up the required VMsin its environment. Customers with
self-service capabilities will be able to recover VMs in the cloud themselves using the self-service
portal.

Customer works with its DNS provider to direct the client traffic to the SP DC. If the customer is
utilizing a Global Site Selector (GSS)-based DNS solution or has a L2 extension, this step will be
automatic or not required.

When the Enterprise DC is back up, customer works with the SP during a maintenance window to bring
up the VMsin customer DC, failback the VMs from SP to enterprise, and update the DNS so that the
client traffic is re-routed to the customer DC.

Network Deployment Considerations to Support Recovery Environment

Table 2-1 shows the considerations in matching the networks between the enterprise's and SP's VPC.
Logically, the enterprise network will consist of VLANSs and network services, including firewall rules
and load balancing. Based on the requirements of enterprise, which depend on the type of applications
that are protected, network containers can be created on the VMDC to meet those requirements.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Table 2-1 Network Containers Available on VMDC

Container |VLANs |Network Services

Gold 3 Tenant firewall, intra-tenant firewall, and load balancer
Silver 3 Load balancer

Bronze |1 Intra-tenant firewall, load balancer

Copper 1 Intra-tenant firewall

The typical deployment of a multi-tiered application running in the enterprise is shown in Figure 2-6.

Figure 2-6 Application Deployment Example
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The following is the onboarding procedure of a customer running the application shown above;

¢ Theenterprise IT admin needs to coordinate with the SP to have the network container created on
the VMDC, based on the requirements and dependencies of the application being protected. The
options of creating the network container and maintai ning consistency on the SP side are asfollows:

— The container is pre-configured by SP with the necessary VLANSs and network services. The
firewall rules and the load balancing rules pre-configured based on the pre-determined | Ps of
recovery serverson VMDC.

— The container is preconfigured and the firewall and load balancing rules are configured
dynamically by the SP using BMC orchestration or manually through CLI during the failover
process of the servers. Any changes done with the network services after replication has been
set up on the enterprise data center have to be communicated to the SP. This ensures network
consistency during recovery of the servers. Optionally, the SP can enable the Enterprise
customer to manage the firewall and load balancing services on the VMDC cloud. This can be
done by providing access to the BMC orchestrator or to the specific devices directly for
modifications.

¢ For the application to run properly on the VMDC cloud after recovery, all the components of the
application from different tiers needs to communicate with each other. All the servers needs to be
brought up in an order based on the application dependencies.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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¢ The other important dependency is the | P addressing. Two types of configurations are done on the
servers within an application for intra-component communication:

— Configuration based on |P address
— Configuration based on DNS names

Legacy application servers configured based on IP address can run seamlessly as long as they have the
same |Ps on the VMDC cloud. This may or may not be the case for all the customers. Customers who
have different network subnets available on the VMDC need to reconfigure the servers to have the new
IPs part of the application configuration. The task mentioned about can be performed by a SP
administrator in a managed recovery use case or by the customer after the servers are available on the
VMDC cloud.

The re-1Ping of the servers can be eliminated if the servers with in the applications are using DNS

names for communicating, in which case the DNS entries can be updated to reflect the new IPs. An SP
can also perform the modification of DNS entries if the customer is using SP DNS servers. Optionally,
DNS entries can be modified automatically using scripts.

In cases of the customer protecting the enterprise DNS servers, the DNS servers can be brought online
during the recovery of application and based on the new | P addresses the configuration can be updated
by the customer manually or can be automated.

Use of Cisco GSS

To accelerate the disaster recovery service and the dynamic distribution of the workload between the
primary and secondary data centers, Cisco provides different network services to optimize the access
and the distribution of the user traffic to the remote sites using a Global Site Load Balancing (GSLB)
solution. This global GSLB solution for traditional L3 interconnection between sites relies on three
major technologies:

¢ Intelligent Domain Name System (DNS): A DNSknown asthe Global Site Selector (GSS) redirects
the requests from end-users to the physical location where the application is active.

e HTTP Traffic Redirection between Sites: In case of resource unavailability, the local Server Load
Balancing (SLB) device will return an HTTP redirection message type (HTTP status code 3xx) to
the end-user so that the web browser of the client can be automatically and transparently redirected
to the elected backup data center where resources and information are available.

¢ Route Health Injection (RHI): RHI provides a real-time, very granular distribution of user traffic
across multiple sites based on application availability. This method is initiated by an SLB device
that will inform the upward router about the presence or absence of selected applications based on
extremely accurate information. Thisinformation isusually related to the status of the services that
it supports. Therefore, the redirection of the user request to a remote site occursin real time.

VMDC Cloud Infrastructure

The VMDC System is the Cisco reference architecture for laaS cloud deployments. This Cisco cloud
architecture is designed around a set of modular DC components consisting of building blocks of
resources called PoDs, or Points of Delivery. These PoDs comprise the Cisco UCS, SAN and NAS
storage arrays, access (switching) layers, and aggregation (switching and routing) layers connecting into
the DSN-based services layer or connecting directly to service appliances; and multiple 10 GE fabric
using highly scalable Cisco network switches and routers. The VMDC system is built around the UCS,
Nexus 1000V, Nexus 5000 and Nexus 7000 switches, Multilayer Director Switch (MDS), ASR 1000,
ASR 9000, ASA 5585-X or Adaptive Security Appliance Services Module (ASASM), Catalyst 6500
DSN, ACE, Nexus 1000V V SG, VMware vSphere, EMC VMAX, VNX and NetApp FAS storage arrays.
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Cloud service orchestration is provided by the BMC Cloud Lifecycle Management (CLM) suite and
cloud service assurance is provided by the ZenOSS Cloud Service Assurance (CSA) suite. Figure 2-7
provides a synopsis of the functional infrastructure components comprising the VMDC system.

Figure 2-7 VMDC Infrastructure Components
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This section includes the following topics:
e VMDC 2.3 Architecture, page 2-9
e VMDC 2.3 Network Containers, page 2-13
¢ Madificationsin VMDC Network Containers for DRaaS, page 2-17

VMDC 2.3 Architecture

The VMDC System utilizes a hierarchical network design for high availability and scalability. The
hierarchical or layered DC design uses redundant switches at each layer of the network topology for
device-level failover that creates highly available transport between end nodes using the network. DC
networks often require additional services beyond basic packet forwarding, such as SLB, firewall, and
intrusion prevention. These services might be introduced as modules populating a slot of one of the
switching nodes in the network or as stand-al one appliance devices. Each service approach al so supports
the deployment of redundant hardware to preserve the HA standards set by the network topology. This
layered approach is the basic foundation of the VM DC design to provide scalability, performance,
flexibility, resiliency, and service assurance. VLANSs and VRF instances are used to provide tenant
isolation within the DC architecture, and routing protocols within the VRF instances are utilized to
interconnect the different networking and service devices. This multilayered VMDC architecture is
comprised of core, aggregation, services, and access layers. This architecture allows for DC modules to
be added as demand and load increases. It also provides the flexibility to create different logical
topologies utilizing device virtualization, the insertion of service devices, and traditional L3 and L2
network configurations.
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The VMDC 2.3 System is the latest released version of the VMDC architecture, with VMDC 2.2 being
the previous release. Architecturally, VMDC 2.3 is based on VMDC 2.2 (and 2.0), but with several
optimizations to reduce cost and footprint and increase tenancy scale. The key differences between
VMDC 2.3 and 2.2 include:

e VMDC 2.3 includesan ASR 1000 asthe DC Edge (PE) router, while VMDC 2.2 uses the ASR 9000.

VMDC 2.3includes a collapsed core/aggregation layer, while VMDC 2.2 includes a separate Nexus
7000 core layer and Nexus 7000 aggregation layers.

VMDC 2.3 includes an ASA 5585-X for the perimeter firewall, while VMDC 2.2 uses the
ASA5585-X or ASASM module on Catalyst 6500 DSN.

VMDC 2.3 includes an ACE 4710 for Server Load Balancing, while VMDC 2.2 uses the ACE-30
module on the Catalyst 6500 DSN.

VMDC 2.2 optimizes the Enhanced Gold, Silver, and Bronze network containers to consume fewer
resources on the platforms, compared to VMDC 2.3.

VMDC 2.3 utilizesthe ACE 4710 in One-Arm mode, while VMDC 2.2 usesthe ACE30in Two-Arm
mode.

N
Wt; For detailed information on VMDC 2.3 System architecture, refer to the following documents:
e VMDC 2.3 Design Guide
e VMDC 2.3 Implementation Guide
For information on the previous VMDC 2.2 System architecture, refer to the following documents:
e VMDC 2.2 Design Guide
e VMDC 2.2 Implementation Guide

Figure 2-8 provides a representation of the VMDC 2.3 physical architecture.
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Figure 2-8 VMDC 2.3 System Architecture
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VMDC 2.3 Modular Components

The VMDC System architecture provides a scalable solution that can address the needs of Enterprise
and SP cloud data centers. This architecture enables customers to select the design that best suits their
immediate needs while providing a solution that can scale to meet future needs without retooling or
redesigning the DC. This scalability is achieved using a hierarchical design with two different modular
building blocks, Point of Delivery (PoD), and ICS.

Point of Delivery (PoD)

The modular DC design starts with a basic infrastructure module called aPoD. A PoD is arepeatable,
physical construct with predictable infrastructure characteristics and deterministic functions. A PoD
identifiesamodular unit of DC components and enabl es customersto add network, compute, and storage
resources incrementally. This modular architecture provides a predictable set of resource characteristics
(network, compute, and storage resource pools, power and space consumption) per unit that are added
repeatedly as needed.

In this design, the aggregation layer switch pair, services layer nodes, and one or more Integrated
Compute and Storage (I CSs) are contained within aPoD. The PoD connectsto the WAN/PE layer device
inthe DC, inthe VMDC 2.3 architecture, and connects to the core layer in previous VMDC 2.2 and 2.0
architectures. To scale aPoD, providers can add additional |CSs and can continue to scale in this manner
until the PoD resources are exceeded. To scale the DC, additional PoDs can be deployed and connected
to the core layer devices. Figure 2-9 illustrates how PoDs can be used to scale compute, network, and
storage in predictable increments within the DC.
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Figure 2-9 VMDC 2.3 PoDs for Scaling the Data Center
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The second modular building block utilized is ageneric | CS based on existing models, such asthe VCE
Vblock or Cisco/NetApp FlexPod infrastructure packages. The VMDC architecture is not limited to a
specific ICS definition, but can be extended to include other compute and storage stacks. An ICS can
include network, compute, and storage resources in a repeatable unit. In this guide, the access layer
switch pair, storage, and compute resources are contained within an ICS. To scale a PoD, customers can
add additional integrated compute stacks and can continue to scale in this manner until the PoD
resources are exceeded. Figure 2-10 illustrates how integrated compute stacks can be used to scale the
PoD.

Figure 2-10 VMDC 2.3 ICS for Scaling the Data Center
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VMDC 2.3 Network Containers

The VMDC 2.3 solution defines a reference three-tier Infrastructure as a Service (1aaS) model of Gold,
Silver, and Bronze tiers. These service tiers define resource and service levelsfor compute, storage, and
network performance. Thisisnot meant to be astrict definition of resource allocation, but to demonstrate
how differentiated service tiers could be built. These are differentiated based on the following features:

o Network resources. Differentiation based on network resources and features:

- Application tiers. Service tiers can provide differentiated support for application hosting. In

some instances, applications may require several application tiers of VMs (web, application,
database). VMDC 2.3 Gold and Silver services are defined with three application tiers on three
separate VLANSs to host web, application, and database services on different VMs. The Bronze
serviceisdefined withone VLAN only so if there are multi-tiered applications, they must reside
on the same VLAN or potentially on the same VM (Linux, Apache, MySQL, PHP, Perl, or
Python (LAMP)/Windows Apache, MySQL, PHP, Perl or Python (WAMP) stack). All three
services, Gold, Silver, and Bronze, are defined with separate VRF instances to provide security
and isolation.

Stateful services. Tenant workloads can also be differentiated by the services applied to each
tier. The Gold service is defined with an ASA 5585-X virtual firewall context, ACE 4710
Virtual Server Load Balancer (vSLB) context, and secure remote access (IPSec VPN and
SSL-VPN) on the ASA 5555-X. The Silver tier is defined with an ACE vSLB. The Bronze tier
is defined with no services on ASA or ACE. All three servicesinclude the Nexus 1000V Virtual
Security Gateway (VSG) for compute firewall services.

Quality of Service (QoS). Bandwidth control during periods of network congestion can be a
key differentiator. QoS policies can provide different traffic classesto different tenant types and
prioritize bandwidth by service tier. The Gold tier supports Vol P/real-time traffic, call
signalling and data class, while the Silver, Bronze, and Copper tiers have only data class.
Additionally, Gold and Silver tenants are given bandwidth guarantee with Gold getting more
bandwidth (2x) than Silver.

e VM resources. Servicetiers can vary based on the size of specific VM attributes, such as CPU,
memory, and storage capacity. The Gold service tier is defined with VM characteristics of four
vCPUs and 16 GB memory. The Silver tier is defined with VMs of two vCPUs and 8 GB, while the
Bronze tier VMs have one vCPU and 4 GB.

e Storage resources. To meet data store protection, RPOs, or RTOs, service tiers can vary based on
provided storage features, such as redundant array of independent disks (RAID) levels, disk types
and speeds, and backup and snapshot capabilities. The Gold service is defined with 15k FC disks,
Silver tier on 10k FC disks, and Bronze tier on SATA disks.

Figure 2-11 shows a representation of a VMDC 2.3 Gold service tier network container.
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Figure 2-11 VMDC 2.3 Expanded Gold Network Container
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The network container isalogical (virtual) segment of the shared (common) physical network resources
(end-to-end through the DC) that representsthe DC network domain carrying tenant traffic. The physical
infrastructure is common to all tenants, but each network device (routers, switches, firewalls, and so
forth) isvirtualized such that each tenant's virtual network container isoverlaid on the common physical
network.

The Gold tenant gets two network (and compute/storage) zones to place workloads into. Each zone has
its own set of VLANS, VRF instances, and firewall/load balancer contexts. Figure 2-11 shows alogical
representation of atwo-zone VMDC 2.3 Expanded Gold network container.

This Gold service tier provides the highest level of sophistication by including secure remote access,
firewall, and load balancing to the service. The vFW (on the ASA 5585-X 60) provides perimeter security
services, protecting tenant VMs. The vSLB (ACE 4710 appliance) provides load balancing across VMs
in each tier of the tenant. The ASA 5555-X provides virtualized secure remote access (I Psec-VPN and
SSL-VPN) to tenant VMs from the Internet. The ACE and ASA service module/ appliance are utilized
in routed (L3) virtual mode in the VMDC 2.3 design. The Gold service tier also includes the Nexus
1000V VSG for providing virtual security services to the VMs. The Gold service provides higher QoS
SLA and three traffic classes - real-time (Vol P), call signaling, and premium data.

The two zones can be used to host different types of applications, to be accessed through different
network paths. The two zones are discussed below.

e PVT Zone: The Private Zone (PVT) and its VMs can be used for cloud services to be accessed
through the customer MPLS-V PN network.

— The customer sites connect to the provider MPLS-core and the customer has their own
MPLS-VPN (Cust-VRF).

- The VMDC DC ASR 1000 PE connects to the customer sites through the MPLS-VPN
(Cust-VRF in Figure 2-11).

- This Cust-VRF is extended through the VM DC network to the Nexus 7004 aggregation switch.

— On the agg/access Nexus 7004, the Cust-V RF connects to the ASA Cust-vFW, and then is

connected back into a Cust-PVT-VRF on the Nexus 7004 agg/access device (VRF sandwich to
insert service nodes), and then to the compute layer on the UCS.
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For the VMDC 2.3 Gold tenant, the PVT zone is defined with three server VLANS.

In addition, each tenant is assigned a separate Nexus 1000V V SG instance. Thetenant is defined
as an ORG in the VSG (PNSC), with the three VLANS placed into separate VSG sub-zones.

The VSG isused to provide security policiesto monitor and protect traffic between the VLANS
(sub-zones).

DMZ Zone: The VMDC 2.3 Gold container supports aDMZ Zone for tenants to place VMsinto a
DMZ area, for isolating and securing the DMZ workloads from the PV T workloads, and also to
enable users on the Internet to access the DMZ-based cloud services.

The ASR 1000 PE WAN router is also connected to the Internet and a shared (common) VRF
(usually global routing table) exists for all Gold tenants to connect to (either encrypted or
unencrypted).

Encrypted (SSL or IPsec Remote Access VPN) traffic is sent to an ASA 5555-X, and based on
the VPN policy, is mapped to a particular tenant and the corresponding tenant VPN VLAN.

The tenant VPN VLAN then connects to the tenant DMZ-vFW (different vFW context on the
ASA 5585-X than the tenant PV T-vFW), then to the tenant DMZ-VRF (different VRF on the
Nexus 7004 agg/access than the tenant PV T-VRF), and then to the Compute layer for the DMZ
Zone.

Similarly, unencrypted traffic from the Internet, based on the destination VM/VIP address, is
sent to the tenant DM Z-vFW, then to the DMZ-vSL B, DMZ-VRF, and the DMZ Compute Zone.

The DMZ Zone can be used to host applications like proxy servers, Internet-facing web servers,
email servers, etc. The DMZ Zone consists of one server VLAN in this implementation.

In VMDC 2.3, a Gold tenant can choose to have only the PV T Zone, or both the PVT and DMZ Zones.
If the tenant has both PVT and DMZ Zones, then the Gold tenant will consume three VRF instances
(Cust, Cust-PVT, and Cust-DMZ) on the Nexus 7004 Agg, two VFW instances, two vSL B instances, two
V SGs, and four server VLANS. To facilitate traffic flows between the DMZ and PVT Zones (for
example, proxy or web serversin the DMZ Zone, application and database serversin the PVT Zone),
the DMZ-vFW and PVT-vFW are interconnected. Configuring appropriate security policies (routing,
NAT, firewall rule, ACLs) on the DMZ-vFW and PVT-vFW can allow or disallow communication
between the two zones.

L oad-balanced traffic for all tiers of Gold tenants is implemented using the ACE 4710, which has one
interface in each of thetiers.

MPLS-VPN to PVT Zone

Unsecured (clear) Internet to DMZ Zone

Secure (Remote Access SSL/IPsec VPN) Internet to DMZ Zone
DMZ to PVT Zone

MPLS-VPN to DMZ Zone

PVT to Internet Zoneisviaan HTTP proxy hosted in the DMZ Zone
Figure 2-12 is arepresentation of aVMDC 2.3 Silver network container.
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Figure 2-12 VMDC 2.3 Silver Network Container
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The Silver servicetier includesone VRF instance per Silver tenant and three server VLANS (three-tiered
applications) for each tenant. The Silver service includes a load-balancing service for more
sophistication over the Bronzetier. ThevLB (ACE 4710 appliance) provides load balancing acrossVMs
in each tier of thetenant. The ACE serviceload balancer is utilized in onearm, routed (L 3), virtual mode
inthe VMDC 2.3 design, and one context is used per Silver tenant. The context has links on each of the
server VLANs and works in one-arm mode. The Silver servicetier also includes the Nexus 1000V V SG
to provide virtual security servicesto the VMs. The Silver service provides medium QoS SLA and one
traffic class, premium data.

Figure 2-13 is arepresentation of a VMDC 2.3 Bronze network container.

Figure 2-13 VMDC 2.3 Bronze Network Container
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The Bronze service tier includes one VRF instance and one server VLAN for each tenant. The Bronze
service is the least sophisticated tier and does not include any perimeter security services. The Bronze
service tier does include the Nexus 1000V V SG for providing virtual security servicesto the VMs. The
Bronze service provides lower QoS SLA and one traffic class, standard data.

Additionally, VMDC 2.3 also defines a Copper network container, which has the similar characteristics
as Bronze, but has only Internet-based access and no L3V PN-based access. The Copper container also
uses a shared perimeter firewall (ASA vFW context) for all tenants. However, the VMDC 2.3 Copper
network container has not been validated with the DRaaS System.

Maodifications in VMDC Network Containers for DRaaS

The VMDC 2.3-based infrastructure and Gold, Silver, or Bronze network containers (specific container
used by atenant based on FW, SLB services needed) can be used for DR services, but the following
modifications need to be made:

e Utilizeanew ASA context per tenant for | Psec-V PN servicesto encrypt the communication between
InMage control serversin the DR site and the Enterprise site. This ASA context needs to be added
whether the tenant is using Gold, Silver or Bronze container on the DR site. This context will
logically reside close to the server VLANS.

~

Note Inthe case of Silver or Bronze VMDC containers, no existing ASA context is being used in the
network container for firewall or VPN services. Therefore inserting this ASA context for
InMage VPN purposeswill be anew addition to the network container. In the case of theVMDC
Gold container, an ASA context (on the multi-context ASA5585X) is utilized for perimeter
firewall services, and ashared ASA (single-context ASA5555) isutilized for remote access VPN
purposes. However, these existing ASA contexts in the VMDC Gold container cannot be used
for the InMage VPN purposes since they logically sitin adifferent part of the network container.
This new ASA context for the tenant can be created on the existing ASA5585-FW device (if
enough capacity for contexts and throughput exists) or a new ASA device can be utilized. It is
recommended to use a new physical ASA device (ASA5555 or ASA55585 based on VPN
throughput needed) for the InMage VPN purposes. Thus, the VMDC 2.3 infrastructure for
DRaaS would have three separate physical ASA devices: one eachg for FW, RA-VPN, and one
for Inmage Site-Site VPN. The VMDC 2.3 Gold container for DRaaS would have three logical
ASA devices: one per-tenant context for FW, one shared/global ASA for RA-VPN, and one
per-tenant context for InMage Site-Site VPN

¢ Inthe case of Gold containers, the tenant ASA context performing perimeter firewall services needs
to have a security policy (ACL) configured to permit the IPsec-V PN traffic from the ENT site to the
DR site. This ACL should be specific to allow | Psec traffic only between the | Psec tunnel endpoints
(local ASA Site-Site VPN endpoint in the DR site, and remote VPN endpoint in the ENT site) used
to encrypt the InMage traffic.

¢ Create anew VLAN for Bronze container to host the InMage control servers. To insert an ASA
context to encrypt the InMage traffic, we need to create an outside and inside interface on the ASA
context. Since the VMDC 2.3 Bronze container is defined with only one VLAN, we need to define
anew VLAN to host the InMage servers. Thefirst VLAN (where recovered VMs will be placed)
will serve asthe outside interface for the ASA VPN context and the second (new) VLAN (where the
InMage servers are placed) will serve as the inside interface for the ASA VPN context.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Note For the VMDC 2.3 Gold and Silver containers, three server VLANS already support three-tier
applications so thereis no need to create anew VLAN to host the InMage servers or for InMage
VPN purposes. Instead, the InMage servers can be hosted in the second VLAN (App tier). The
first VLAN (Web tier, where recovered Web-tier VMs will be placed) will serve as the outside
interface for the ASA VPN context, and the second VLAN (App tier, where the recovered
App-tier VMs and also the InMage servers will be placed) will serve as the inside interface for

the ASA VPN context.

Figure 2-14, Figure 2-15, and Figure 2-16 show logical representations of the modified VMDC 2.3
Gold, Silver, and Bronze network containers for DRaaS.

Figure 2-14 Modified VMIDC 2.3 Gold Container for DRaaS
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Figure 2-15 Modified VMDC 2.3 Silver Container for DRaaS
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Figure 2-16 Modified VMIDC 2.3 Bronze Container for DRaaS
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VMDC Orchestration using BMC CLM

Note

The Cisco-BMC cloud management architecture for VMDC is designed to meet the growing needs of
today's data center and cloud deployments. BMC Cloud Lifecycle Management (CLM) provides an
end-to-end automated lifecycle management solution for cloud-based I T hosting environments.

The architecture focuses on the planning, governance, provisioning, operation, administration, and
maintenance of cloud services, the runtime environments and infrastructure resources needed to sustain
them, and the management services that comprise CLM.

The VMDC 2.3 architecture and network containers have been validated to be orchestrated by CLM 3.1
Service Pack 1 (SP1). CLM 3.1 SP1 includes all of the elements that are essential to enablingaVMDC
2.3-based cloud environment:

e Self-service Portal and Service Catalog. Provides the ability to order and track deployed services.

e Servicedelivery automation. Automates provisioning of services. CLM can also provide usage
metering of services, by using additional BMC components.

¢ Resource management. Provisions and manages resources as per-service needs. Thisincludes
network, compute, and storage resources.

e Operational process automation. Automates operational processes such as user management,
service desk integration, and alerting. Capacity management and service level management can also
be provided by additional BMC components like BMC Capacity Optimization (BCO) and BMC
ProactiveNet Performance Management (BPPM).

CLM 3.1 SP1 enables onboarding and pooling of resources for compute, storage, and networking, and
creation of policies to manage those pools. It provides functionality to provision network containers,
physical servers, and virtual server instances. It also provides the ability for end users, through a portal,
to place service requests to create and manage server instances. CLM 3.1 SP1 is fully multi-tenant/
multi-service aware. It can support simultaneous use of the cloud environment by multiple tenants that
can request, deploy, and operate services independently.

For detailed information on using BMC CLM 3.1 SP1 for orchestrating VMDC 2.3 architecture, refer to
the following document:

¢ Orchestrating VMDC 2.3 with BMC CLM 3.1 SP1 Design & Implementation Guide

This section includes the following topics:
e CLM 3.1 SP1 Architecture, page 2-20
e Container Pre-Provisioning for DR Services, page 2-24

CLM 3.1 SP1 Architecture

CLM 3.1 SP1 is a general-purpose, one-size-fits-all management solution for cloud hosting
environments. CLM 3.1 SP1 can manage environments that reside entirely on-premise or off-premise
and hybrid environmentsthat are hosted partially on-premise and off premise. CLM 3.1 SP1 can manage
hosting environmentsthat use physical or virtual compute, storage, and network resources. CLM 3.1 SP1
can now manage multi-hypervisor environments that include Microsoft Hyper-V and VMware vSphere.
It can also manage environments that use cloud resources, including resources and services offered by
other Infrastructure as a Service (1aaS), Platform as a Service (PaaS), and Software as a Service (SaaS)
clouds.
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CLM 3.1 SP1isfully multi-tenant aware. It can support simultaneous use of the cloud by multiple
tenants that can request, deploy, and operate multiple services independently. CLM 3.1 SP1 has an
architecture that provides the foundation for scaling the cloud and for configuring multiple data centers.

Figure 2-17 CLM 3.1 SP1 Architecture
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User Roles
CLM 3.1 SP1 supports three different classes of users:

e Cloud Administrator. A Cloud Administrator isan I T professional responsiblefor thefull lifecycle
of the cloud environment, including initial planning, deployment and configuration, and continued
administration, operation, and maintenance. The Cloud Administrator uses the Administration
console for most tasks.

¢ Cloud Organization (Tenant) Administrator. A Cloud Organization (Tenant) Administrator is
responsible for managing a subset of the cloud that is provisioned for a particular Tenant or Service.

e Cloud End User. Cloud End Users request services made available to them by the Cloud
Administrator through the BMC My Services console. Cloud End Users can request virtual as well
as physical resources, view and manage their commissioned resources, monitor the health of their
commissioned resources, and decommission resources.

Consoles
CLM 3.1 SP1 has three consoles that cloud users can use to manage the VMDC cloud infrastructure:

¢ BMC CLM My Cloud Services console. This enables users and administrators to request, deploy,
and operate Service Offerings from the Service Catalog.

e BMC CLM Administration console. This enables Cloud Administrators to manage the cloud and
the services that it hosts.

¢ BMC Tenant Administration console. Thisis an enhanced My Cloud Services console. This
consol e offers additional administration capabilitiesto Tenant Admins, such as, capabilities around
network management.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Service Catalog

The Service Catalog contains the Service Offerings that are available for consumption by cloud users.
Cloud Administrators maintain the Service Catalog by creating, modifying, and deleting Service
Offerings. They can also control which offerings in the Service Catalog are available to each Tenant.

Cloud Database

The Cloud DB contains operational state and configuration information about the objects managed by
the cloud. These managed objects include the Service Offering Instance (SOI), virtual cloud resources,
and physical and virtual infrastructure resources.

Product Catalog and Definitive Media Library

The Product Catalog and Definitive MediaLibrary (DML) list all software that can be provisioned in the
cloud. The Product Catalog does not store the software itself. Instead, it contains a unique reference to
each piece of software, while the software itself remains in native repositories such as the BMC Server
Automation (BSA) softwarerepository or the Amazon AWS Amazon Machine lmages (AM1) repository.
The Product Catalog also contains software metadata, such as software and hardware requirements
pertaining to software provisioning, as well as other data used during software configuration. Cloud
Administrators create and maintain entries in the Product Catalog by using interfaces provided by the
Product Catalog.

Cloud Blueprints

Cloud blueprints define cloud services and resources that can be provisioned in the VMDC
infrastructure. CLM 3.1 SP1 uses the following cloud blueprints:

e Service blueprints describe the functional structure of a given Service Offering, including its
functional components and communication paths. They also define how a Service Offering isto be
deployed under different circumstances. Each Service Offering in the Service Catalog has a Service
Blueprint that is used for its instantiation. When creating a Service Blueprint, the user can define
the service and how it is deployed:

- Service definitions of applications or server instances specify the topology (number of tiers),
configuration, operating systems, and software packages that need to be provisioned to "stand
up" an application or server.

- Service deployment definitions for each Service Blueprint specify a set of one or more waysin
which the blueprint could be instantiated when it is provisioned.

For example, in ablueprint for an application, one service is related to three deployments,
Small, Medium, and Large, that are mapped to a Service Offering in the Service Catalog. The
Small deployment definition for the application might use a single Resource Set that consists
of one VM to support all three tiers, web, business logic, and database. In contrast, the Large
deployment definition might distribute the application component to three different Resource
Sets, each corresponding to a different application tier.

¢ PaD blueprints define the physical topology of the VMDC infrastructure.
¢ Network container blueprints define the logical segmentation of the VMDC cloud infrastructure.

Infrastructure Resources

Cloud infrastructure resources represent physical or virtual DC resources that host Service Offeringsin
the cloud. All compute, storage, network, and software resources that are part of the VMDC
infrastructure are considered to be infrastructure resources. In the VMDC 2.3 system, the following
components comprise the infrastructure resources:

+ ASR 1006 (WAN Router)
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¢ Nexus 7004 (DC Aggregation layer)

¢ Nexus 5548 (DC Access layer)

e ACE 4710 (Server Load Balancer appliance)

e ASA 5585-X (Firewall appliance)

e UCSB-series blade and C-series rack servers

e UCS 6248 (Fabric Interconnect)

¢ Nexus 1000V (Distributed Virtual Switch)

e Virtua Security Gateway (Compute Firewall)

¢ NetApp FASand EMC VMAX, VNX (NAS and SAN devices)
e VMware Virtual Center

e VMware ESXi clusters and hosts

e Microsoft Hyper-V 2012

¢ Microsoft System Center Virtual Machine Manager 2012

Cloud Providers

Cloud providers are software programs that act as element managers for different types of resources,
platforms, and services consumed by the cloud. At installation, CLM 3.1 SP1 includes the following
providers:

e BMC Server Automation (BSA). BSA isacontrol and resource provider for various types of
infrastructure compute resources, such as physical servers, VMs, VM clusters, and virtual cluster
resource pools.

e BMC Network Automation (BNA). BNA is acontrol and resource provider for network resource
providers, such as |P addresses, routers, firewalls, load balancers, and VLANs

e Amazon EC2. This provider facilitates integration with the Amazon EC2 cloud.

e vCloud Director. This provider facilitates integration with the VMware vCloud Director-based
cloud environment.

Cloud Workload Manager

The cloud Workload Manager (WL M) instantiates Service Offerings selected from the Service Catalog.
It also administers and maintains those services based on policies defined in the cloud policy DB.

Cloud Platform Manager

The cloud Platform Manager provisions, operates, administers, and maintains runtime platform
instances.

Cloud Resource Manager

The cloud Resource Manager (RM) manages cloud infrastructure resources, including onboarding,
Organization, assignment, and allocation.

Cloud Service Governor
The cloud Service Governor orchestrates workload management, platform management, and resource

management operations based on policies and rules defined by Cloud Administratorsto provision hosted
Service Offerings. The Service Governor makes placement decisions on where resources need to be
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placed, based on resource management/tracking and service policies/tagging. The cloud Service
Governor also distributes and subsequently enforces operational policies across CLM 3.1 SP1
components.

CLM 3.1 SP1 Northbound API

The solution architecture also defines a set of APIsthat can be used by third-party application developers
to enhance the CLM 3.1 SP1 implementation. The API can be used to do the following tasks:

¢ Integrate with CLM 3.1 SP1
e Automate repetitive processes
¢ Create a customized portal in CLM 3.1 SP1

The API is a model-based, object-oriented RESTful web service that features an easy-to-use interface
facilitated by standard HT TP requests and response messages that carry JSON-format payloads.

Figure 2-18 illustrates the BMC CLM 3.1 components and interactions with infrastructure components.

Figure 2-18 CLM 3.1 SP1 Components and Interactions
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Container Pre-Provisioning for DR Services

Note

To enable the DRaaS, the VM DC-based network containers need to be pre-provisioned in the DR site.
Depending on the services (firewalls, load balancers) needed, the DR customer can choose to use the
VMDC 2.3 Gold, Silver, or Bronze Network containers. BMC CLM can be used to automatically
provision the VMDC Gold, Silver, or Bronze network containers on aVMDC 2.3 infrastructure. This
capability for orchestrating VMDC 2.3 Gold, Silver, or Bronze network containersis available
out-ofthe-box in BMC CLM 3.1 SP1.

For more information on using BMC CLM 3.1 SP1 to orchestrate VMDC 2.3 network containers, refer
to the following document:

Cloud Orchestration for VMDC with BMC Cloud Lifecycle Management 3.1 SP1 Design and
Implementation Guide

Figure 2-19 illustrates the high-level CLM orchestration workflow.
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Figure 2-19 CLM 3.1 SP1 End-to-End New Request Flow
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The workflow steps needed for container pre-provisioning and preparing the DR service are listed:

VMDC 2.3-based infrastructure, topology, and base infrastructure configurations are created in the DR
site.

BMC CLM 3.1 SP1 areinstalled in the DR site. The VMDC 2.3 PoD and Network Container Blueprints
are on-boarded into CLM. The CLM portal is set up and running.

Tenant (ENT customer requiring DR services) uses the BMC CLM portal to request the Network
Container from the Service Catalog. The tenant can choose Gold, Silver, or Bronze network container.

CLM Cloud Admin (DR Provider) approves the change request, and the requested Network Container
for DR servicesis created on the VMDC infrastructure for the tenant. Appropriate Compute and Storage
resources are set aside for the Tenant.

Necessary modifications are madein the VMDC network container to facilitate the DR service are made.
Thisincludes setting up any additional VLANS, creating the ASA context for IPsec VPN tunnels (for
secure InMage communication from customer site to DR site, etc., as documented in VMDC container.
Adding VLANSs can be done by the Cloud Admin through the CLM portal. Creating the ASA context for
VPN, and connecting to tenant's VMDC network container and VLANS has to be done manually by the
DR site network administrator.

a. Install the InMage control plane serversinto the tenant's VMDC network container in the
appropriate VLANS. Thistask can be done through CLM by the CLM Cloud Admin, if the InMage
applications are created as Service Offeringsin the CLM Service Catal og. Otherwise, these InMage
applications have to be manually installed by the DR site server administrator.

b. Set up the InMage DR components, storage and other necessary steps as documented in Chapter 3
Implementation and Configuration. These InMage DR components have to be set up at both the
Enterprise and Provider DR sites.

c. Verify IPsec connectivity between the DR components in the Enterprise and SP DR sites.

d. Verify DR functionality and create protection and recovery plans through InMage.

| Design and Implementation Guide
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Step 1

Step 2

Step 3

As part of the VM DC network container creation, BMC CLM also createsthefirewall and |oad balancer
services for the relevant containers. For example, in the VMDC 2.3 Gold container, perimeter FW
services are provided by an ASA context, load balancing services are provided by an ACE context, and
back-end or compute FW services are optionally provided by aVSG. When BMC CLM is used to create
aVMDC 2.3 Gold network container for DR services, the ASA context, ACE context, and VSG are
created for the tenant container. CLM also provisions some base security rules on the ASA an VSG. In
addition, the CLM portal can be used to provision more specific FW security rules through network
paths. These can be done by the Cloud Admin or by the Tenant Admin, and the security policies can be
done at aVLAN (IP subnet and protocol/port) level or at a VM (specific | P address and protocol.port)
level. In addition, CLM portal can be used (by Cloud Admin or Tenant Admin) to create load balancing
virtual servers (VIPs) for specific protocols on the tenant ACE context, and associate servers or server
pools (VMs) to the VIPs.

In the DRaaS scenario, after afailure, the recovered VMswill be brought online in the VM DC network
container in the provider DR site. As such, these VMs need to have associated security policies on the
ASA (and VSG if tenant is using compute FW), and associated load balancing policies on the ACE
context. The following steps need to be followed to accomplish this once the workflow steps described
above for creating the DR service have been completed.

Network Container Pre-provisioning

a. Follow the workflow steps described above to pre-provision the tenant network container through
CLM inthe DR site, install the DR components on the ENT and DR sites, and identify VMsto be
protected/recovered.

vFW Policies

a. Usethe CLM portal to create Network Paths to allow/deny specific traffic flows to/from the VMs
that will berecovered on the DR site. These Network Paths will be translated into appropriate ASA
and V SG security policies and provisioned on the tenant ASA and VSG by CLM.

b. The Network Paths and security policies can be based on VM subnets or specific VM IPs. It is
recommended to use security policies based on VM subnets, so as to minimize the changes
necessary when additional VMs get added into the protection plans (within the same VLAN or
subnet).

c. Itisrecommended to configure these Network Paths and underlying security policies before DR
declaration, so that all services arein place when VMs get recovered to the DR site. Post-recovery,
the CLM portal can again be used to tweak the Network Paths and security policies as needed.

vSLB Policies

a. Usethe CLM portal to create Virtual Servers (VIP) and associate to real servers (VMs), and define
the protocols to be koad balanced and the mechanisms for probing the real servers. CLM will
provision these policies on the tenant ACE context. The real servers have to reflect the specific IP
addresses to which the VMs to be load balanced.

b. Itisrecommended to configure these SLB policies before DR declaration, so that all servicesarein
place when VMs get recovered to the DR site. Post-recovery, the CLM portal can again be used to
tweak the load balancing policies as needed.

Available Replication Types

This section includes the following topics:
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e Hypervisor-based vs. Guest OS vs. Storage
¢ InMage Software Architecture, page 2-28

Hypervisor-based vs. Guest 0S vs. Storage

Figure 2-20 shows the different types of replication technologies that can be used for disaster recovery
purposes.

Figure 2-20 Disaster Recovery Replication Technologies
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Storage Array Level Replication

The most popular replication method used by most of the organizations today is storage array-level
replication. Array-based replication is expensive and lacks granularity. You need to purchase from a
single storage vendor the exact type, brand, and model number of a storage array on both the source and
target side of your DR solution. You need to budget for exactly the same storage class and tier. One of
those storage arrays will stay dormant until arecovery situation requiresit to be active. An array-based
solution typically replicates an entire volume even if there is only one VM in the volume that needs to
be replicated. It does not provide the flexibility of replicating a single VM. It also requires multiple
points of management while performing disaster recovery tasks and needs a separate run book
management tool along with the storage array management console.

Hypervisor-Based Replication

Hypervisor-based replication is a good option for organizations who has all of their environment
virtualized. The agent that captures the changes on the production servers sits at the hypervisor layer.
Since hypervisor-based replication is "V M-aware," it is possible to select the VMs that need to be
replicated, while saving storage space at the secondary site by avoiding replicating the ones that don't.
Hypervisor-based replication allows you to be much more granular in what you protect, and it also
allows you to group VMs by defining protection groups. And it can be managed from virtualization
management suites like VMware's vCenter or Microsoft's System Center. The main limitation of
hypervisor-based replication is that it's specific to a hypervisor and using the same solution physical
environments cannot be protected.

Guest 0S/Host Based Replication

Many enterprises use host-based replication because it is relatively inexpensive. The process involves
installing a replication agent onto the operating systems of the servers to be replicated. This agent
processes and replicates 1/0 traffic on any storage systems (NAS, DAS, SAN, etc.) to a secondary

Disaster Recovery as a Service (DRaaS$), Release 1.0
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replication target system, which use storage of any type, from any vendor. It saves money compared to
array-based replication because licensing host-based replication software is much less expensive than
for most array-based replication systems. Also, there's no need to go to the expense of purchasing a
second storage array that's identical to the primary one. SPs can deploy any storage type in their cloud
while offering DRaaS. This allows them to offer DRaaS to customers using any storage and
infrastructure.

Though many organizations are embracing virtualization, most organizations are still not 100%
virtualized and still have critical and legacy applications running on physical environments. Using
host-based replication, both physical and virtual environments can be protected and the solution is
agnostic to the server, operating system, and storage. The DRaaS system uses host-based replication for
its simplicity and for providing greater coverage of protecting physical and virtual environments.

Figure 2-21 shows OS/Host-based replication in the DRaaS System.

Figure 2-21 OS/Host-Based Replication
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InMage Software Architecture

This section includes the following topics:

InMage Overview, page 2-28
¢ Components, page 2-31

How InMage ScoutCloud Works, page 2-37
Component Flow, page 2-38

InMage Overview

InMage ScoutCloud Enables Recovery as a Service

The InMage ScoutCloud platform addresses the growing market for cloud-based disaster recovery
products, also referred to as the Recovery as a Service (RaaS) market. InMage ScoutCloud leverages
next generation recovery technologies including disk-based recovery, CDP, application snapshot API
integration, asynchronous replication, application awareness, and WAN optimization. These next
generation recovery technologies are wrapped up in asingle product offering, enabling M SPs and cloud
providersto have the fastest time-to-market when offering customers a near zero RPO and RTOcapable
RaaS with:

Best-in-class data protection.

[ Disaster Recovery as a Service (DRaa$), Release 1.0
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e A comprehensive P2V and V2V recovery engine that supports all applications.

e A provisioning manager that automates provisioning of recovery for VMs and associated storage
combined with a full-fledged multi-tenant portal.

Figure 2-22 shows the InMage ScoutCloud architecture in a DRaaS environment.

Figure 2-22 InMage ScoutCloud Architecture

T

Customer 1 | h)
All Virtual Environment (~ MSP/Cloud
R Provider /%
A e, sy e .
| —\ —
= —
| Customer 1 Customer 2
Process e
| s 885 8§ 8§
T
VMware ESX Server i CX Remote | | CX Remote |
! Configuration Target ! ! Configuration Target !
Customer 2 ! Server Server ! Server Server |
Mixed Physicaland [ | TTTTTTTToTTTomTmommmt tmmmmmmmmmmmmmmmmeee
Virtual Environment Customer 3
********************** = Tttt
. S /’ ) | |
i = | Ve N
: P WAN o/ . w
i \—'—1 | N J ! CX Remote |
| A— | — I Configuration Target !
| ’ | I Server Server i
i\ VMware ESX Server | S
,,,,,,,,,,,,,,,,,,,,, ‘
A A— A—
=i o ey
I VMware ESX Server
- Process
Physical Servers  Server
Customer 3
All Virtual Environment
No Process Server
A A sy
| T[]
e ———— ol
’ All Managed Through a
D! =] Multi-Tenant Portal 8
VMware ESX Server 3
Q

InMage ScoutCloud Concepts

Continuous Data Protection (CDP): CDP refersto atechnology that continuously captures or tracks data
modifications by saving a copy of every change made to your data, essentially capturing every version
of the data that you save. It allows you to restore data to any point in time. It captures the changes to
data and sends them to a separate location. CDP-based solutions can provide fine granularities of
restorable objects ranging from crash-consistent images to logical objects such asfiles, mail boxes,
messages, and database files and logs.

Traditional backups require a schedule and restore datato the point at which it was backed up. CDP does
not need a schedule because all the data changes on the primary server are tracked and sent to a
secondary server asynchronously.

Most CDP solutions save byte or block-level differences rather than file-level differences. This means
that if you change one byte of a 100 GB file, only the changed byte or block is saved. CDP technology
has the following fundamental attributes:

¢ Datachanges of primary server are continuously captured or tracked.
¢ All data changes are stored in a separately located secondary server.

¢ |t enables data recovery in much lesser time as compared to tape backup or archives.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Disaster Recovery (DR): DR isthe process of preparing for recovery or continuation of technology
infrastructure critical to an organization after a natural or human-induced disaster. DR solution using
CDP technology replicates your datato a separately located secondary server. In case of disaster, you
can get immediate access to a primary server's data, which is up-to-the minute of disaster.

Application Protection Plan: An efficient Application Protection Plan can protect customer's critical
applications from natural as well as human-interfered disaster. Every individual application of an
organization should have a unique protection plan where the application can have single or multiple
protections; i.e., the application can be protected locally for backup purpose or it can be protected to
remote locations for DR purposes.

Replication Stages: InMage ScoutCloud replicates drive level datain three stages:

¢ Resyncing (Step I): In this step, data at the primary server is replicated to the secondary server.
Thisis done only once for each drives that you want to replicate to a secondary server drive.

e Resyncing (Step I1): All data changes during Resyncing (Step |) are replicated to the secondary
server in this step.

* Differential Sync: Differential Sync isa continuous process where any change in the primary server
volume is copied to the Secondary server volume simultaneously.

Consistent Data: In case of DR, the restored data should be consistent with the original data. To ensure
the consistency of backup data, the consistent tags/bookmarks areissued at the primary server at periodic
intervals of time or on demand.

Journal/Retention or CDP Logs: The retention or CDP logs store information about data changes on
primary server within a specified time period on a separately located secondary server. This timeframe
is referred to as the retention window. Consistent points are stored as bookmarks/tags in retention
window. An application can be rolled back to one of the bookmarks/tags in this retention window.
Alternately, an application can be rolled back to any point in time of this retention window. Applications
that are rolled back to any of the bookmarks/tags in this retention window will only be consistent. Three
types of retention policy are associated with this retention window:

e Time-based: The data in the retention window will be overwritten after the specified time period.
e Space-based: The data in the retention window will be overwritten once the size is exhausted.

¢ Time and space-based: The datain the retention window will be overwritten once the time specified
or space specified qualifiesfirst.

Spar se Retention: For long term data retention purposes, the sparse policy is used, which helpsto save
disk space on retention volumes and makes it possible to afford a wider retention window. Depending
on the type of policy enforced, the retention window is maintained by discarding older data changes
within the retention log files to make rooms for new data changes.

Failover: Thisisthe process of switching production server to secondary server. The failover process
can be a planned or an un-planned operation. The planned failover is used for periodic maintenance or
software upgrades of primary servers wherein the data writes to primary server are stopped. An
unplanned failover happens in case of actual failure of the primary server.

Failback: Thisisthe process of restoring the primary server from the secondary server after a planned
or un-planned failover. A failover operation is usually followed by afailback operation. In this failback
process, the data writes on the secondary server are also restored to the primary server. Scout also
supports fast failback where the data changes of the secondary server are not applied to the primary
server while restoring.

Snapshot: A snapshot is an exact replica of aprimary server's dataasit existed at asingle point in time
in retention window. The two types of snapshot are Physical Snapshot and Virtual Snapshot:

¢ For Physical Snapshot, you can take a snapshot on a physical volume. It requires the intended
shapshot volume to be equal or larger than the Secondary server volume (in the replication pair).

Disaster Recovery as a Service (DRaaS$), Release 1.0
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e For Virtual Snapshot, you can take a snapshot on a virtual volume. It is also known as "vsnap,"
which requires minimal system resources and are faster in loading or unloading. These snapshots
can be accessed in one of following modes:

- Read-Only: Asthe nameindicates, read only snapshots are for informative purposes and are not
capable of retaining writes on to them.

- Read-Write: Read/write virtual snapshots retains writes on to them; thisis done by maintaining
an archive log on some part of the local disk as specified.

- Read-Write Tracking: Read/write tracking virtual snapshots goes a step forward; thisis
especially useful if a new virtual snapshot has to be updated with the writes of an unmounted
virtual snapshot.

Application Consistency: Application Consistency ensures the usability of the application when DR
copies of the application's primary server data are used in place of the original data. An application can
berolled back to any bookmark/tag in the retention window. Consistency bookmarks are of thefollowing
three types:

Application bookmarks: This bookmark ensures consistency at the application level. Thisisissued
after flushing the application buffers to the disk.

File System bookmarks: This bookmark ensures consistency of the data at the file system level. This
isissued after flushing the file system cache to the disk.

User-defined bookmarks: Thisis a user-defined name for a bookmark which is associated with
application bookmark or afile system bookmark or both. These are human readable bookmarks unlike
the application or file system bookmarks, which are used by the DR administrators to recover the data.

This section includes the following topics:
e Unified Agent, page 2-31
e Master Target, page 2-33
e CX Server, page 2-33
e RX Server, page 2-35
¢ Management Console, page 2-36
e Self Service, page 2-37

Unified Agent (aka VX Agent) is alightweight agent that is installed on to each VM or physical server
protected. It offloads the data changes to the CX appliance. Unified Agent isinstalled automatically by
the vContinuum wizard.

Figure 2-23 shows the VX Agent Theory of Operation.
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Figure 2-23 VX Agent Theory of Operation
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VX Agent - Responsible for Volume Level Replication and CDP

e Sentinel: The Sentinel softwareisinstalled on the protected hosts. It isresponsible for keeping track
of the data changes that occur. It is also necessary for the Initial Sync and Resync processes.

¢ Outpost Agent: The Outpost Agent software isinstalled on the CDP/DR hosts. It is responsible for
keeping the CDP/DR host volumes in sync with the replicated host volumes. It is necessary for the
Initial Sync and Resync processes. It includes the snapshot functionality.

Figure 2-24 shows the VX Agent Architecture.

Figure 2-24 VX Agent Architecture
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The components required by the VX Agent differ depending on the role played by the VX Agent; i.e.,
source VX or target VX. VACP consistency tags, s2.exe and the driver will not be used on the target V X
agent. Thetarget VX Agent uses cache manager and dataprotection.exe to update the data changes from
the source.
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VX Components

Oncethe VX Agent isinstalled, a service named "svagents" is created. Svagents (Svagents.exe) is the
Windows service that is responsible for launching and managing all other user space components of the
VX Agent. This service runs two threads "dataprotection.exe" and "s2.exe":

¢ Dataprotection.exe: On the production server, dataprotection.exe is responsible for replicating all
data on disk to the DR server. It is used while the replication pair isin "Initial Sync Step 1." On the
target server, dataprotection.exe is responsible for both replication and recovery.

e S2.exe: This process runs only on the production server and starts along with dataprotection.exe.
S2.exe works in sync with the driver to replicate real time writes happening to the production
volume.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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A dedicated VM created on secondary vSphere server to act as a target for replication is called master
target (MT). It isused as atarget for replicating disks from primary VMsand M T contains the retention
(CDP) data. Retention datais the log of prior changes using which you can recover aVM to prior point
in time or to a prior application consistent point.

When the initial replication plan is set up for a server or group of servers. The data volumes on the
production servers are created as VM DK s on the target site and get mounted to the M T server for writing
data. In the event of adisaster, the VMDKs gets released by the MT server and will get mounted to the
actual recovery servers.

The MT should be of the same OS family as that of primary servers. If primary VMs are Windows, MT
has to be Windows. For Linux primary VMs, MT must bea Linux VM.

Win2k8R2 is recommended to protect Windows VMs. You can have more than one master target on
secondary vSphere servers. To perform failback protection and failback recovery, aMT VM isrequired
on the primary vSphere server. In case of failback, replication is set in reverse direction from recovered
secondary VMs back to MT on the primary vSphere server.

Figure 2-25 shows the MT functionality.

Figure 2-25 Master Target Functionality
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CX Server isthe combination of Configuration Server (CX-CS) and Process Server (CX-PS).

The Scout PS/CS server is an appliance that performs the data movement between primary and
secondary servers. It offloads various CPU intensive tasks from the primary server, such as bandwidth
management, caching, and compression. It is also used to monitor protection plans by the vContinuum
wizard.

CX Serveris:
¢ Responsible for data offload and WAN optimization functions such as:
- Compression
- Securing the data over WAN
- DataRouting
— Bandwidth Optimization

Disaster Recovery as a Service (DRaaS$), Release 1.0
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¢ Provides centralized Ul for configuration and monitoring.
¢ Provides centralized error reporting using logs, SNMP, and email alerts.
¢ A mandatory component for all environments.

CX-PS server is deployed on the Enterprise data server which receives data from the production servers
and sends to the target site.

CX-CSserver isdeployed on the cloud SP's datacenter dedicated per customer to manage the replication
and recovery.

Figure 2-26 shows the CS/PS server theory of operation.

Figure 2-26 CS/PS Server Theory of Operation
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Figure 2-27 shows the CS/PS server architecture.

Figure 2-27 CS/PS Server Architecture
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The CS/PS server has the following components:
e MySQL
e Common tables
e Hosts
¢ |ogicalVolumes
¢ srcLogical DestinationL ogical Volume

Design and Implementation Guide |
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RX is the multi-tenant portal that enables the management of all customer services through a single
portal and provides:

Centralized monitoring across all customers.

Fully re-brandable ready to use customer-facing dashboard.

A full-fledged API stack for deeper integration into partner portals.
Replication health and statistics for each CS server.

License statistics for each CS server.

Alerts and notifications.

Provision to create logical groups for multiple CS serversto enforce policies on multiple CS servers

in one shot.

Custom reports on bandwidth usage for each CS server.

| Design and Implementation Guide
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Figure 2-28 RX: Multi-Tenant Portal
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Management Console

The management console/GUI Wizard is a Windows 32 bit-based GUI wizard that progresses through

the protection and recovery steps:
¢ Inthe case of Windows CX, it isinstalled along with the CX server.

¢ Inthe case of Linux CX, the Wizard has to be installed on Windows 2008 R2, Windows7, XP or
Vista desktop. The vContinuum wizard can be installed on the MT in the case of Windows.

vContinuum is stateless and does not have the current information regarding the replication status; it

talks to the CX-CS server to get this information.

Figure 2-29 vContinuum
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The vContinuum wizard helps the cloud provider to perform the following tasks:
¢ Push agents to source production servers
¢ Create protection plans to protect servers
¢ Modify existing protection plan.
e Perform DR drill.
¢ Resume protection
e Failback

Disaster Recovery as a Service (DRaaS$), Release 1.0
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e Offline Sync

Self Service can be enabled for the customers in the following ways:

¢ RX Portal: RX multi-tenant portal also allows the customers to perform recovery of their
environments. This can be controlled by enabling the recovery option for the customer user account
within the RX.

¢ vContinuum: vContinuum is a dedicated component deployed one per customer on the SP cloud.
The SP can provide access to the vContinuum GUI to their customers who wants to have total
control of the disaster recovery process. vContinuum allows customersto perform all the operations
required for protecting and recovering the workloads into cloud.

How InMage ScoutCloud Works

InMage ScoutCloud is based on CDP technology that givesit granular DR capabilities to meet most
stringent DR requirements. InMage ScoutCloud can be configured to support long distance DR
requirements as well as operational recovery requirements and supports heterogeneous servers running
on Windows, Linux, or UNIX. ScoutCloud supports a web browser-based management Ul that allows
all management operations for both application and data recovery across different production servers
and applications to be tracked and managed using a common management paradigm. A CL1 to do the
sameisavailable aswell. Management capabilities are protected through the use of amulti-level security
model.

InMage ScoutCloud replicates a production server's data to one or more secondary servers that can be
either local or remote, which can also be virtual or physical systems. ScoutCloud can be deployed into
existing environments without disrupting your business continuity.

To understand how ScoutCloud works, let's look at a basic configuration with a single primary server
and multiple secondary servers communicating to CX-CS server through asingle CX-PS. The CX-CSis
deployed inthe primary server LAN network component whose failure and/or replacement do not impact
production server's operation. The VX and FX component of ScoutCloud are deployed on your primary
server, which utilizes negligible resource on your primary server. They asynchronously send writes as
they occur on primary server to CX-CS. The VX and FX component of Scout are deployed on your
secondary server, as well, to communicate continuously with CX-CS.

Figure 2-30 Scout Environment
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ScoutCloud protects data by setting replication between primary server drive/file and secondary server
driveffile. The replication process at drive level happens through stages. At the beginning of the
replication process, a baseline copy of primary server's drive that you want to protect is created at the
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secondary server. This step isknown as Resyncing (Step |). Data changes during this step are sent to the
secondary server Resyncing (Step 11). Thereafter, Scout captures and sends only the changes in primary
server drive. This stage is known as Differential Sync. This differential sync is a continuous process
which is archived through VX agents. Scout supports fast resync, where the replication process starts
directly from differential sync instead of replication stages. Unlike drive level replication, file/ folder
level replication between primary and secondary server are one time activity, which is archived through
FX agents.

For maintenance activities on the primary server or actual failure of the primary server, Scout switches
the primary server to secondary server through failover. A failover operation is always followed by a
failback operation; i.e., restoring the primary server from the secondary server. Scout uses CDP
technology to replicate data, so that it can restore datato any point in time. To ensure the consistency of
primary server drive data, the consistent tags/bookmarks are issued at the primary server at periodic
intervals of time or on demand. The secondary server can be rolled back to any of the consistency
bookmarks to ensure consistency of backup/DR data.

InMage ScoutCloud also supports the storing of Snapshots (exact replica of primary server's drive data
as existed in single point in time) on physical or virtual volumes. These snapshots are stored as per
consistency bookmarks applied on the secondary server.

Component Flow

This section includes the following topics:
e Process Server to Master Target, page 2-38
¢ Process Server to Master Target (Reverse Protection), page 2-38

Process Server to Master Target

Figure 2-31 shows the flow of data from protected servers to the PS server at the Enterprise to the MT
at the SP.

Figure 2-31 Data Flow: Protected Servers to the PS Server
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The Agent running on the source-protected servers collects data from the servers asit is created and
sendsto the local PS server, which would then send the datato the MT server residing at the SP premise
were the data will be stored.

The PS server isalso responsible for compressing and encrypting the databefore sending over tothe M T
server. It's also capable of caching the data for extended periods of time in any WAN failure scenarios.

Process Server to Master Target (Reverse Protection)

Figure 2-32 shows the data flow from the recovered servers after a failover into the Enterprise data
center.
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Figure 2-32 Data Flow: Reverse Protection
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The data flow is similar to the scenario of protecting a server. The changed data from the recovered
server is collected by the Datatap agent on the server and is sent to the CX/PS Scout Server on the SP
side. The server compresses and encrypts data and in turn sends the data to the MT server on the
Enterprise side. A MT server isrequired on the Enterprise side for the failback scenario.

Deployment Considerations

This section includes the following topics:
e Journal Sizing, page 2-39
e Storage, page 2-41
e Compression, page 2-43
e Encryption, page 2-44
e Compute, page 2-45

Journal Sizing

Journal volume holds the data changes happening on the production servers. All the changes during a
retention period will be stored in the journal volume for recovery purposes. This gives the ability to
recover the production servers to any point in time within the retention period.

InMage uses the copy-on-write method to capture changesin to the journal. After theinitial copy of data
to the target site, InMage tracks the changing blocks on the recovery volumes. The original datathat is
being written to is copied into the journal for point in time recovery.

Before awrite is allowed to a block, copy-on-write moves the original data block to the journal space
and updates the original block.

Capacity and performance sizing for journal is avery important consideration. The journal should have
correct performance characteristics to handle the total write performance of the data being protected.
The journal will have the same amount of writes that will occur at the source protection site. All the
changed blocks have to be written into the journal.

Journal Volume Capacity Considerations
The two important considerations for capacity planning of journal are:

e The amount of change rate of the source servers.
¢ The retention window required.

Retention window is the period during which the changes will be stored. When setting up a CDP
configuration, the administrator will create a baseline copy of the data to be protected (effectively the
state of the data at initial synchronization), take the average change rate of the data per day into account,
determine how many hours, days, or weeks of writes they want to retain, and size the retention log
accordingly. The log operates in a circular manner in the sense that it will keep all writes within the

Disaster Recovery as a Service (DRaaS$), Release 1.0
| Design and Implementation Guide .m



Chapter2  System Architecture |

Bl Deployment Considerations

defined time period but discard all writes older than that. For example, if the administrator defines a
retention window of 3 days, then the retention log will retain all writes for the first 3 days of operation,
and then begin to discard writes that are older than 3 days as newer writes are logged.

For recovery purposes, administrators generally want the most recent data. In cases where data
corruption was the problem, or where root cause analysiswill be performed, one or more older recovery
points may be desired, but generally even these points are no older than 24 hours. Many customers
establish aretention policy of one to four weeks, balancing the availability of granular recovery points
against the size of the retention log. With aretention window of only a couple of days, you may not have
access to certain older points, such as a quarterly close, that may be of interest because it may already
have aged out of the retention window. In the case of the quarterly close, you probably aren't interested
in any of the points around it, just that point which marked the state of the database of record when the
guarterly close was completed and before any new transactions from the next quarter camein. It's
probably not worth it in terms of storage capacity to extend the size of the retention log out so that older
points like this could be retained, but it would be nice if certain older points could be saved without
saving all therest of the data.Thisiswhere the concept of sparse retention policies comesinto play. The
default retention log policy is"retain all writesfor x time", but multiple policies with different retention
periods could be defined.

For example, four policies might be defined:
¢ For the most recent 24 hours, keep all writes and bookmarks.

e For datathat is between 24 and 48 hours old, keep a recovery point every 4 hours plus all
bookmarks.

¢ For datathat is older than 48 hours, keep only bookmarks of a certain type.
e Keep no data longer than 4 weeks.

A policy like that initially keeps all data, but then begins pruning unneeded metadata (for potential
recovery points that are being discarded) to reclaim retention log space as data ages. Once the metadata
for a particular point is discarded, that point can no longer be retroactively created.

By being able to define different retention period policies within the same CDP timeline, you get the
recovery granularity needed for recent datawhile still being able to save certain key older pointsfor easy
access without having to use too much storage.

Journal Volume Performance Considerations

For every write on the Source Production Volume, three 1/Os exist on the target side:
e Write to the Replica volume
¢ Read from the Replica volume
e Write to the Journal volume

The pattern of the | O, therefore, is 1* Read and 2* Write on the target side, which is split between Journal
and Replica Volumes. The exact breakdown of 10 typeis:

¢ Journal Volume = 1 sequential write
¢ ReplicaVolume = 1 random read and 1 random write (Production Volume IO Pattern)

The Journal size is therefore dependent on the retention period that a customer wants to recover their
workloads from and should be able to support the write IOPS from the production site of the customer.
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Storage is the main component in the DRaaS System. Proper storage sizing and deployment is very
critical for delivering optimized service to customers. The following storage efficiency featureis
recommended at the SP recovery site:

Thin Provisioning: Thin provisioning is a good method for optimizing utilization of available
storage. It relies on on-demand allocation of blocks of data versus the traditional method of
allocating all the blocks up front. This method eliminates all the unused space, which helps avoid
poor utilization rates. The best practice is to enable thin provisioning at the storage level or at the
hypervisor level to avoid management challenges. In the DRaaS System, as InMage is capable of
creating VMs using thin provisioning in the cloud, it is recommended to implement it on the
hypervisor layer.

The following storage efficiency features are specific to EMC VNX when using vBlock as the ICS:

FAST Cache: FAST Cache technology is an extension of your DRAM cache where it allocates
certain flash drivesto serve as FAST Cache. The benefit isthat hotter datafrom applications running
inside the VM will be copied to FAST Cache. Hence, these applications will see improved response
time and throughput since the I/O is now serviced from flash drives. In DRaaS environments, FAST
Cache will be useful during concurrent customer site failovers and during the on-boarding of new
customers. In general, FAST Cache should be used in cases where storage performance needs to
improve immediately for 1/0 that is burst-prone in nature.

FAST VP: Data has alifecycle. As data progresses through its lifecycle, it experiences varying
levels of activity. When datais created, it is typically heavily used. Asit ages, it is accessed less
often. Thisisoften referred to as being temporal in nature. FAST VP isasimple and el egant solution
for dynamically matching storage requirements with changes in the frequency of data access. FAST
VP segregates disk drives into the following three tiers. Extreme Performance Tier — Flash
drives; Performance Tier — Serial Attached SCSI (SAS) drives for VNX; and Capacity Tier —
Near-Line SAS (NL-SAS) drives for VNX platforms.

— You can use FAST VP to aggressively reduce TCO and/or to increase performance. A target
workload that requires alarge number of Performance Tier drives can be serviced with amix of
tiersand amuch lower drive count. In some cases, an almost two-thirds reduction in drive count
is achieved. In other cases, performance throughput can double by adding less than 10 percent
of a pool'stotal capacity in flash drives.

— FAST VP and FAST Cache can be used together to improve storage system performance.
Customers with a limited number of flash drives can create FAST Cache and storage pools
consisting of performance and capacity drives. For performance, FAST Cache will provide
immediate benefits for any burst-prone data, while FAST VP will move warmer data to
performance drives and colder data to capacity drives.

— FAST Cache is storage system aware where storage system resources are not wasted by
unnecessarily copying datato FAST Cacheif it isalready on flash drives. If FAST VP moves a
slice of datato the extreme performancetier, FAST Cache will not promote that sliceinto FAST
Cache - even if the FAST Cache criteriais met for promotion.

- When initially deploying flash drives in a storage system, use them for FAST Cache. FAST
Cache will track 1/0s smaller than 128 KB and requires multiple cache hits to 64 KB chunks.
Thiswill initiate promotionsfrom performance or capacity drivesto Flash Cacheand asaresult,
I/0O profiles that do not meet this criteria are better served by flash drives in a pool or RAID

group.

The following storage efficiency features are specific to NetApp when using FlexPod as an integrated
stack within VMDC:
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Flash Cache: Flash Cache speeds access to data through real-time intelligent caching of recently
read user data and NetApp metadata. It is effective for random read-intensive workloads, including
databases, e-mail, and file services. The combination of intelligent caching and NetApp data storage
efficiency technologies enables the virtual storage tier, which promotes hot data to performance
mediain real time without moving the data, allowing you to scale performance and capacity while
achieving the highest level of storage efficiency in the industry.

Flash Pool: Flash Pool is atechnology that allows flash technology in the form of solid-state disks
(SSDs) and traditional hard disk drives (HDDs) to be combined to form a single Data onTap
aggregate. When SSD and HDD technol ogies are combined in a Data onTap aggregate, the NetApp
storage system takes advantage of the latency and throughput benefits of SSD while maintaining the
mass storage capacity of HDD.

— A Flash Pool is built from a Data onTap aggregate in a two-step process. Essentially, it is the
addition of SSDs into an aggregate to provide a high-bandwidth, low-latency location that is
capable of caching random reads and random overwrites. ** The feature does not require a
license and works with any NetApp SSDs and one type of HDD per Flash Pool. That is, SSD
and SAS performance drives can be combined to make a Flash Pool or SSD and SATA capacity
drives can be combined to make a Flash Pool. You cannot combine SSD, SAS, and SATA into
a single Flash Pool.

- Asakey component of the NetApp Virtual Storage Tier, Flash Pool offers areal-time, highly
efficient implementation of automated storage tiering. Fine-grain promotion of hot data
elements, combined with data deduplication and thin cloning, enables optimal performance and
optimal use of Flash technol ogy.

Deduplication: NetApp deduplication is an integral part of the NetApp Data onTap operating
environment and the WAFL file system, which manages all data on NetApp storage systems.
Deduplication works "behind the scenes," regardless of what applicationsyou run or how you access
data, and its overhead is low.

- NetApp deduplication is a key component of NetApp's storage efficiency technologies, which
enable users to store the maximum amount of data for the lowest possible cost.

— NetApp deduplication is aprocess that can be triggered when athreshold is reached, scheduled
to run when it is most convenient, or run as part of an application. It will remove duplicate
blocks in avolume or LUN.

Steady State Replication:
- FAST VPfrom EMC
- Flash Pool from NetApp.

- During the steady state replication, the target storage will have the information about the I/ O
characteristics and about the data blocks.

Summary:

— Flash Cache and FAST Cache are useful in dealing with unpredicted 1/O needs that can be
observed during the recovery of multiple customer environments during a disaster.

— Flash Pool and FAST VP are useful efficiency features which helps the SP to use storage space
efficiently during steady state replication scenario. Warmer data gets moved to the faster drives
and cold data gets moved to the capacity disks automatically.

— Deduplication and thin provisioning reduces the total storage foot print required to support
customer workloads.
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Compression

The efficient way to replicate data from one site to another is to compress the data before it is sent over
to the WAN Network. This helpsin reducing the WAN bandwidth required for datareplication. Thiscan
be accomplished by using a dedicated external device or can be done by using the components of
InMage.

The advantages of going with both these approaches include:

o Use of external device provides better handling of data compression and management as it will be
used only for this functionality. This offloads the load on process server from InMage which does
the compression.

e Compression consumes a lot of CPU resources and will effect the ability of the process server in
performing other tasks.

e Troubleshooting for events will become easier.

For moreinformation on the utilization of resourceswhen compression isenabled, Refer to Appendix A,
“Characterization of Replication Process”.

The InMage process server can perform compression of data. Thisis a good option for customers who
do not want to have a dedicated device for this functionality and this would be an ideal choice for
customers who have fewer servers being protected.

This section includes the following topics:
e External Cisco Products, page 2-43
¢ DR Vendor, page 2-44

External Cisco Products

Network links and WAN circuits can have high latency and/or packet loss as well as limited capacity.
WAN optimization devices can be used to maximize the amount of replicated datathat can be transmitted
over alink.

A WAN Optimization Controller (WOC) is an appliance that can be placed in-line or out-of-path to
reduce and optimize the data that is to be transmitted over the WAN. These devices are designed to help
mitigate the effects of packet loss, network congestion, and latency while reducing the overall amount
of datato betransmitted over the network. In general, the technologies utilized in accomplishing thisare
TCP acceleration, data deduplication, and compression. WAN and data optimization can occur at
varying layers of the OSI stack, whether they be at the network and transport layer, the session,
presentation, and application layers, or just to the data (payload) itself.

Cisco wide area application services (WAAS) devices can be used for data optimization. The WAAS
system consists of a set of devices called wide area application engines (WAE) that work together to
optimize TCP traffic over your network. Cisco WAAS uses a variety of transport flow optimization
(TFO) featuresto optimize TCP traffic intercepted by the WAAS devices. TFO protects communicating
devices from negative WAN conditions, such as bandwidth constraints, packet loss, congestion, and
retransmission. TFO includes optimization features such as compression, windows scaling, Selective
ACK, increased buffering, BIC TCP, and TCP Initial Window Size Maximization.

Cisco WAAS uses Data Redundancy Elimination (DRE) and LZ compression technologies to help
reduce the size of data transmitted over the WAN. These compression technol ogies reduce the size of
transmitted data by removing redundant information before sending the shortened data stream over the
WAN. By reducing the amount of transferred data, WAAS compression can reduce network utilization
and application response times.
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Encryption

When a WAE uses compression to optimize TCP traffic, it replaces repeated data in the stream with a
much shorter reference and then sends the shortened data stream out across the WAN. The receiving
WAE usesits local redundancy library to reconstruct the data stream before passing it along to the
destination. The WAAS compression scheme is based on a shared cache architecture where each WAE
involved in compression and decompression shares the same redundancy library. When the cache that
stores the redundancy library on a WAE becomes full, WAAS uses a FIFO algorithm (first in, first out)
to discard old data and make room for new.

InMage supports compression of data before it sends the data over to the WAN. This helps in reducing
the need for high WAN bandwidth to carry datatraffic. WAN optimization features|ike datacompression
will help customers to achieve low RPOs.

InMage collects data changes from production serversin real time, and places them in memory before
they are written to disk. They changes are sent to a software appliance called the process server and then
transferred to the secondary site. The server offloads compute intensive tasks from the production

systems, such as compression, encryption, WAN accel eration, and consolidated bandwidth management.

The process server does the compression of data and sends the data over to the MT server residing on
the SP's cloud.

Customers who do not want to bear additional cost for the WAN optimization devices can leverage
InMage for achieving low RPOs.

Encryption of data-in-transit and data-at-rest is the best method to enforce the security and privacy of
data, regardless of whereit resides. Data-in-transit encryption is necessary to keep the data secure while
in transit. The network connection between sites must be secure and the data must be protected. The use
of IPsec or SSL to encrypt WAN connections ensures that no visibility occurs at the packet level if any
of the datagrams are intercepted in transit.

Encryption of data-in-transit between the sites can be accomplished in two ways:

¢ InMage technology is capable of encrypting datain flight, the CX-PS server on the enterprise
encrypts the data before it sends it over to MT over the WAN. Enabling the encryption will secure
the data transmission between CX-PS and a secondary server. Since the encryption is performed on
the CX-PS server, any performance impact will be limited to the CX-PS server.

e The other option isto use Cisco ASA for encrypting data between the Enterprise and the SP's data
centers. The Cisco ASA 55xx Seriesisa purpose-built platform that combines superior security and
VPN services for enterprise applications. The Cisco ASA 55xx Series enables customization for
specific deployment environments and options, with special product editions for secure remote
access (SSL/IPSec VPN).

The Cisco ASA 55xx Series SSL/IPsec VPN Edition uses network-aware | Psec site-to-site VPN
capabilities. This allows customers to securely extend their networks across low-cost Internet
connections to the service provider cloud.

Encryption of data-at-rest can add further security to the storage environment on the cloud SP's data
center. Any external key manager can be used in conjunction with SAN fabrics and storage arrays to
secure data-at-rest.
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Compute

This section includes the following topic:

e Oversubscription, page 2-45

Oversubscription

DRaasS utilizes shared resources on the recovery site. Since resources at failover site sit idle most of the
time, DR enables high over-subscription ratios, making it ideal for cloud environments.

The SP can have fewer compute resources compared to the customer's production environments. The
compute within the SP cloud is based on Cisco UCS servers, which can be rapidly deployed with the
help of the service profiles to meet any unexpected or rare scenario where all the customers fail over to
the cloud. In this scenario, new UCS servers can be deployed and added to the existing compute clusters
for additional compute resource needs.

Every server that is provisioned in the Cisco UCS is specified by a service profile, which is a software
definition of aserver and its LAN and SAN network connectivity. In other words, a service profile
defines a single server and its storage and networking characteristics. Service profiles are stored in
theCisco UCS 6xxx Series Fabric Interconnects. When a service profile is deployed to a server, UCS
Manager automatically configures the server, adapters, fabric extenders, and fabric interconnects to
match the configuration specified in the service profile. Thisautomation of device configuration reduces
the number of manual steps required to configure servers, network interface cards (NICs), host bus
adapters (HBASs), and LAN and SAN switches.

Key Findings

This section includes the following topics:
e Concurrency, page 2-45
e Limitations, page 2-45

Concurrency

A maximum of 40 VMDKs/RDMs per MT based on best practice. Refer to “Implementation Best
Practices” section on page 5-8 for details.

Maximum supported change rate per day per Scout Process Server is 1TB. Deploy additional process
servers to support additional change rate. Refer to Table 3-1 (Scout Server Storage and Compute
Implementation, page 3-6) for details.

InMage relies on vCenter limits for throttling and concurrent operations. Refer to http://
www.vmware.com/pdf/vsphere5/r51/vsphere-51-configuration-maximums.pdf for additional details.

Limitations

The following are current limitations for the DRaaS 1.0 System:
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For recover later plans, outside of the Multi-Tenant Portal, no mechanism exists to view VMs
included in arecovery plan. The assumption isthe recovery plan should map exactly to a protection
plan. If the protection plan changes, a new corresponding recovery plan should be created.

Storage vMotion of MT is not supported. Compute vMotion is supported.

MT OS type needs to match the OS of the protected servers. Also a single protection plan can only
span across asingle MT. It is not possible to migrate a protection plan from one MT to another.

Offline sync requires a deployment of M T in the primary enterprise datacenter. MT hasto beaVM
that gets shipped to a SP's secondary data center.

Smallest configuration retention window from the vContinuum server is 1 day.

The RX portal can have up to a 10 minute lag in display. Resource consumption for storage and
compute is not available from the RX portal.

It is not possible to set VM replication priority within a protection group. It is possible to limit
available bandwidth at aMT level.

Infrastructure masking for tenants resources relies on VMware vCenter permissions.
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Implementation and Configuration

Typical InMage deployments require control servers to be deployed in both the Enterprise and SP data
centers. Proper sizing of each component, based on change rate, is required to achieve desired recovery
point objective (RPO), recovery time objective (RTO), and retention window. This chapter will provide
sizing details along with deployment recommendations for each component. The following major topics
will be discussed:

¢ Master Target—Enterprise and Service Provider, page 3-1
¢ InMage Scout Server Details, page 3-6

¢ InMage vContinuum, page 3-12

¢ InMage Agent Configuration, page 3-13

e Multi-Tenant Portal—RX Server, page 3-17

e Summary Tables of Components for All Tenants, page 3-21
e VMDC 2.3, page 3-24

¢ BMC Cloud Lifecycle Management, page 3-49

The above contents are not organized based on deployment order, but are rather general guidelines for
each component as a standal one entity. Actual deployment order may vary depending on the method of
onboarding the tenant and the SP method of operation.

Master Target—Enterprise and Service Provider

The InMage disaster recovery solution creates replication pairs between a primary VM and a dedicated
VM on asecondary ESX server called "master target" or "MT." The MT may act as the protection target
for multiple physical or virtual servers. Each machine (physical or virtual) can only be mapped to a
single MT and a single protection plan. A single protection plan can also only span across asingle MT.
Depending on the number of servers under protection, each tenant will have at least one MT. Based on
the type of use case, atenant may require MTs in both the enterprise and SP:

e Enterprise to SP Recovery Protection: At least one instance of MT required in the SP.
e SPto Enterprise Failback Protection: At least one instance of MT isrequired in the Enterprise.

MTs can be deployed on Linux or Windowsvirtual servers, but must be of the same OS family as primary
servers being protected. A number of factors, which are described in the following topics, determine
deployment and sizing of the MT:

e Master Target OS-Specific Information, page 3-2
e Master Target Deployment Limit, page 3-2
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¢ Volume Requirements, page 3-3

Master Target 0S-Specific Information

The OS that matches that of the primary server needs to be deployed on the MT.

e If Primary VMs are running Windows, the MT needs to be Windows based. Windows 2008 R2 is
recommended for Windows-based MTs.

e Otherwise, if the primary server isrunning Linux, the Linux MT needs to be deployed. The
CentOS-based MT is recommended.

Although detailed OS commands vary greatly when setting up a Windows MT from Linux, most of the
high level planning steps are very similar. InMage recommends both the Linux and Windows MT to be
configured with three volumes:

e OS boot volume
e Cache
e Retention

Both Cache and Retention are required for journal. Space required for each volume is based on change
rate. Refer to “Volume Requirements” section on page 3-3 for additional details.

Master Target Deployment Limit

As discussed previously, the vContinuum will create a shadow copy of each disk under protection and
dual mount the disk locally on the shadow VM and the MT. Each time a block changes at the source
machine, the M T isthe target of the changed block. As such, to prevent consistency problems on virtual
disks, alock is placed against all protected volume/VMDKs. Sincethe MT isa VM running in the
vSphere environment, vCenter limits apply to each MT. vCenter limits each host to 4 SCSI controllers;
each SCSI controller is capable of supporting 15 VMDKs. Refer to Figure 3-1.
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Figure 3-1 Master Target Deployment Limit
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Due to the VMware SCSI controller limits, asingle MT can support a maximum of 60 VMDKs.
Additionally, InMage requires three volumes on the MT for OS, Cache, and Retention. Assuming DR
Drill functionality is not required, aMT can support a maximum of 57 VMDKS and therefore protect
57 primary VMs. If DR Drill functionality is required, InMage recommends to not exceed 40 VMDKs
per MT. If the number of primary VMs that need protection exceeds 57 (or 40 with DR Drill), then
additional MTs must be deployed. Refer to “Implementation Best Practices” section on page 5-8 for
details.

Volume Requirements

To properly size a deployment, it isimportant to ensure the InMage MT has sufficient disk space
required to support the desired change rate, journal history and intermediate caching. These are
described in the following topics:

¢ Retention Volume Sizing, page 3-3
¢ Cache Volume Sizing, page 3-5

Retention Volume Sizing

Retention policies effect the sizing of retention volume. The three types of retention policies are;
e Time based: The datain the retention window will be overwritten after the specified time period.
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e Space based: The datain the retention window will be overwritten once the size is exhausted.

e Timeand spacebased: Thedatain the retention window will be overwritten once the time specified
or space specified qualifiesfirst.

To ensure the SP meets and maintains SLA, time-based retention is often implemented. In atime-based
deployment, two factors determine the size of retention volume:

¢ Daily Data Change Rate
¢ Retention Window

Retention window is the time period information about data changes on the primary server is stored. An
application can be rolled back to any point in time or application-consistent bookmarks/tags in this
window. If the data change rate is expected to be constant over a 24-hour window, the following simple
relationship can be used to derive the size of retention drive:

Retention Drive Size = (Daily Change Rate) * (Number of hours of restore point or retention
window)

As an example, if an enterprise expects 750GB of data change in an 24-hour window and a retention
window/journal history of six hours, the expected retention size will be (750G / 24 hours) * (6 hours) =
187G (200G rounded up).

If the data change rate follows a traditional bell curve, where lots of change occurs during normal
operation and little change occurs after hours, when sizing the retention drive based on time and space,
it isimportant to ensure the retention drive is based on the peak data change window. In a production
environment, the daily record of change rate profile is stored in the CX server. This information can be
used to fine tune the size of the retention drive as needed. Figure 3-2 is a sample screen capture of the
change rate profile screen:

Figure 3-2 Change Rate
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The highlighted box indicates the average change rate per day across all volumes under protection.
Average change rate can be removed or added from the data change profile with the enabl e/disabl e check
box next to "Individual volume."
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Cache Volume Sizing

Master Target—Enterprise and Service Provider

The cache volume is used by the M T to store new uncompressed incoming data from the primary site
prior to be processed and written to journal. For each source disk/volume under protection, a separate
and dedicated folder is created on the cache volume on the MT.

Figure 3-3 shows the Cloud CX Ul and the vCenter console for the MT named SP-T9-MTWIN-1. In the
CX Ul, several servers and VX Agent Pairs are shown. The VX Agent Pair associates alocal drive on

the primary server with afolder on the MT. The naming convention for the folders uses ahost ID for the
primary server with the volume name appended. L ooking at the first row, changesfor the C: drive on the
T9-W2K8-SRC-3 primary server are cached on the
F:\2460F4D5-7C71-5745-9804B2FFB039366A\C\ESX\B6688D89-7471-EA43-
AC76FBA7EDB948C6_C folder on the SP-T9-MT-WIN-1 MT.

Figure 3-3
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Asadesign guideline, 500M B of dlsk space per Virtual M achme Disk (VMDK) under protectlon should
be reserved on the cache volume. The total size of the cache volume is a function of total number of
volumes under protection:

Size of Cache Volume = (Total number of volumes under protection) * (500M B per volume)

We expect the cache volume utilization to stay relatively low when no resource bottlenecks exist.
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InMage Scout Server Details

InMage Scout server is a multi-purpose server that, depending on deployment, can be referred to as one
of the following:

1.

Process Server (PS): Caches copies of block changes on primary server(s) residing in enterprise
data center and sends them to master targets residing in the SP secondary site. Optionally,
compression and encryption of block changes can be performed prior to being transmitted over the
WAN link.

Central Configuration Server (CX-CS): Allows an operator to perform tasks through aweb-based
Ul, such as fault monitoring (RPO violation, agent heartbeat), configuration, accounting, and
performance monitoring. This server also generates reports, trend graphs, e-mail, and SNMP trap
aerts.

Dual role (PS + CX): Similar to the CX-CS server, but adds the PS functionality in the server
provider server to enable failback protection for the secondary servers back to the primary servers.

This section includes the following topics:

Scout Server Storage and Compute I|mplementation, page 3-6
Scout Server Network Implementation, page 3-7

Scout Server Network Bandwidth, page 3-8

Scout Server Replication Options, page 3-10

Scout Server Storage and Compute Implementation

To understand Scout Server sizing, it isimportant to understand the multi-stage processing required to
set up a protection plan;

Resyncing (Step |): Baseline copy of primary server's drive under protection is created at the
secondary server.

Resyncing (Step I1): Data changes during Step | are sent to the secondary server.
Differential Sync: Once Step I completes, only block changes are sent to the secondary server.

To minimize WAN overhead, Scout also supports fast resync, where the replication process starts
directly from differential sync instead of replication stages. Fast resync does a block-by-block
comparison between storage volume at the primary and secondary sites. Datais sent over the WAN only
if the two blocks are different. The primary case for fast resync is if the source went down abruptly
causing some changes in memory to be lost.

Asshown in Figure 3-4, for each volume protected, disk space is reserved on the PS cache drive for the
syncing stages using the following fields:

Resync File Threshold (MB): For the resync steps, which defaults to 2G.

Differential Files Threshold (MB): For differential sync, based on the expected or observed
change rate, which defaults to 8G.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 3-4 Pair Settings
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However, the 8G threshold can also be changed if the change rates for a single volume are higher. A
single volume from a DB server, for example, could generate a large number of changes. It is a good
practice to monitor cache utilization proactively and adjust thresholds based on application change rate.
The main intent behind increasing these thresholds is to cache data on the PS instead of primary servers
inthe event thereisa WAN bottleneck. If no bottlenecks exist, the default settings should work for most

application deployment scenarios and provide enough storage to cache changes for a 6-8 hour WAN
outage.

Total disk requirements on the processing server, based on default settings, will be the number of
volumes * (8G + 2G), which should not exceed the size of the cache partition. Table 3-1 is the general
CPU/memory/disk sizing recommendation by InMage based on change rate:

Table 3-1 CPU/Memory/Disk Sizing Recommendation
Data Change Boot Volume Disk Type and
Rate CPU Memory |Memory Cache Disk

< 300GB 1 Quad Core |8 GB RAID 1+0 15K disk, 40GB |RAID 1+0 10K/15K disk, 400GB
< 700GB 2 Quad Core |16 GB |RAID 1+015K disk, 40GB |RAID 1+0 10K/15K disk, 790GB
<1TB 2 Quad Core |32GB |RAID 1+015K disk, 40GB |RAID 1+0 10K/15K disk, 790GB

The above recommendation assumes data encryption and compression as well as potential WAN outage
of up to six hours. The CPU requirement could be reduced if data encryption and compression are
offloaded to an external appliance. Consult with InMage for alternative deployment considerations.

Scout Server Network Implementation

“Component Flow” section on page 2-38 documented data flows between the enterprise and SP among
various InMage components that enable CDP and automatic recovery upon disaster declaration.

The primary and secondary server's VX agents communicate configuration and statusinformation to the
CX server over the HT TP protocol using standard port 80. The stateful firewall contains predefined rules
for both HTTP and FTP/FTPS; i.e., no need to open arange of ports specifically exists. Also, the
secondary server VX agents can open connections to port 873 (RSYNC) of the CX server when using
resync.

The primary and secondary server agents use FTP/FTPS as the datatransfer protocol to send and receive
data from the CX server. The FTP protocol comes in two flavors, Active and Passive. InMage defaults
to Passive FTP. Active FTP uses fixed ports 20 and 21 on the server side (CX server). In Passive FTP,
clientsinitiate all connections; thus, no client-side firewall settings need to be configured. The clients,
however, do need to be able to access port 21 and all ports greater than 1024 on the server side (CX
server). It is possible to limit the range of ports to be opened up; this setting is controlled by
[etc/proftpd.conf. To achievethis, simply create an entry for PassivePorts directive in your proftpd.conf:

PassivePorts 60000 65535 # allowed ports

Disaster Recovery as a Service (DRaaS$), Release 1.0
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The FX agents communicate configuration and status information to the CX server over the HTTP
protocol. The data transfer protocol by default is a single socket connection to port 874 of the primary
or secondary server.

In summary, InMage recommends that network traffic on the following ports not be blocked by
hardware- or software-based firewall(s):

Table 3-2 Network Ports
Component Traffic Type (Port)
Source Host e HTTP (80)

e HTTPS (443)

¢ Unencrypted data transfer (9080)
e Encrypted data transfer (9443)
CX Configuration Server | ¢ SMTP (25)

e HTTP (80)

e HTTPS (443)

¢ MySQL (3306)

¢ Unencrypted data transfer (9080)
e Encrypted data transfer (9443)
Target Host e HTTP (80)

o HTTPS (443)

e VX replication data traffic (873)
e FX replication (874)

¢ Unencrypted data transfer (9080)
e Encrypted data transfer (9443)
Optional ¢ SNMP (162)

Process Server e MySQL (3306)

¢ Unencrypted data transfer (9080)
e Encrypted data transfer (9443)

Scout Server Network Bandwidth

InMage Bandwidth Manager controls and shares bandwidth from the processing server to the master
targets. Available WAN bandwidth, along with data change rate, directly impacts target RPO. To
determine WAN bandwidth required during peak and off peak hours, InMage offers the ability to profile
asingle or multiple disk volumes before or after enabling block level replication. To enable profiling
before setting up block level replication, data changes can be sent to alocal CX-CS server or
"InMageProfiler" for analysis of the data rather than sending data changes across the WAN. The
objective isto simplify the task of initial sizing of the WAN for disaster recovery. Profiling as part of a
regular block level data replication isintended to be regular ongoing capacity management, performed
by the cloud admin, to adjust available WAN bandwidth as application usage pattern changes.
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To gain valuableinsight into data change rate and compressibility on the primary server(s) before setting
up block level replication, first install the scout agent on the primary server. Configure a CXCS and
CX-PS, aka "InMageProfiler," in the same LAN as the primary server with the following procedure:

Step1  From CX Ul, navigate to Protect > Protection Plans > Create Protection Plan > Setup Profiling.
Step2  Provide the protection plan name and choose the type of profiling as Individual Volume Profiling.

Step3  Select adesired volume and select next to profile. All the hosts are listed under Host Drives. Expand the
hosts to select the desired volume and click Next.

Step4  Inthesecond step, select thetarget asInMageProfiler. The Replication Options are optional and the CDP
retention option will not be available. Click Next.

The Monitor > Volume Protection page can be used for monitoring:

Figure 3-5 Monitor/Volume Protection Page
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Data change profiling as part of aregular block level datareplication is enabled by default. Navigate to
Monitor > Analyze Profile Results.

The network planner can input the following four metrics into the protection options window:
¢ Proposed available bandwidth
¢ Desired RPO (minutes)
¢ Bandwidth adjustment factor
¢ Retention window (days)

InMageisbased on historical datachange metrics profileif proposed RPO is achievable during peak and
average usage pattern. Based on profile result, the network planner can further adjust the WAN
bandwidth or reduce the desired RPO expectations.
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Figure 3-6 Analyze Profiling Results
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By default, all volumes under protections are included. Simply unselect a volume(s) to exclude it from
the final data change profiling / analysis.

Figure 3-7 Selecting Volumes for Analysis
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Unselecting the volume does not operationally impact the volume, remove the volume from data
protection, or prevent data migration, regular backup, etc. It simply excludes the volume from data
profiling.

Scout Server Replication Options

This section outlines the configurable replication options available on the Scout Server. The settings
described below are configured on a per-volume basis. Figure 3-8 is a screen capture taken from a
protection deployment.
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Figure 3-8 Volume Replication Configuration Options
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1. Secure Transport: Refer to “IPsec” section on page 3-33.

2. Batch Resync: Refer to “Scout Server Storage and Compute Implementation” section on page 3-6
regarding Resync. This setting controls number of replication errors that can be resynced
simultaneously in a protection plan. Typically, this setting should be set based on WAN bandwidth
and storage. If WAN throughput islow, it isrecommend to limit the number of concurrent resyncs.
Default setting is 3 when setting up a protection plan from vContinuum.

3. Automatic Resync: Used when areplication pair is required to address data inconsistencies
automatically. A resyncisrequired if any inconsistency exists between the primary and secondary.
For example, the primary server reboots causing data in memory to be lost. Resync is required to
ensure data consistency. When the Automatic Resync Option is enabled and data inconsistency
occurs, the replication pair waits for a certain period of time (by default, 30 minutes) before
performing aforced resync within the Start Between Hours time frame. This ensures data
consistency and minimizes manual intervention.

4. Use Compression. The three options are;
— No Compression: Use this option to replicate data without compression.
— CX-PS based: Use this option to enable data compression on the CX-PS.

- Source based: Use this option to compress data on the primary server before sending it to the
CX-PS.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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5. Resync and Differential Thresholds: Refer to Scout Server Storage and Compute |mplementation,
page 3-6.

6. RPO Threshold: Worst case RPO before an email alerts are sent and RPO alarms are raised.
7. Bandwidth restriction per MT.

InMage vContinuum

InMage vContinuum is used to set up application discovery, protection, and failback for VMware
vSphere VM as well for physical servers. Together with Scout processing (PS), Scout CX, and MT,
vContinuum protects VMs as well as physical servers by replicating them to a secondary ESX/ESXi
server and recovering them on the secondary VMware vSphere environment when needed. When
integrated with application VSS writers, application backup and recovery can be application consistent
instead of crash consistent. Refer to InMage's compatibility matrix for information on supported
operating system versions.

Table 3-3 displays the platforms that are supported by vContinuum.

Table 3-3 Continuum-Supported Platforms

Platform |Version Number

vSphere |ESX 3.5,3.5U2,4.0,4.1

ESXi 3.5,3.5U2,4.0,4.1,5.0,5.0U1,5.1

Guest OS |Windows 2003, 2008, 2008 R2, 2012

SLES 9.x, 10.x, 11.x CentOS 4.x, 5.X, 6.x RHEL 4.x, 5.x, 6.X
vCenter |vCenter 4.0, 4.1,5.0,5.0U1, 5.1

S,
Note e Toprovidefailover from enterprise to SP, secondary vSphere (SP) version should be either thesame
or higher than the source (enterprise) vSphere server. To perform afailback from SP to Enterprise,

enterprise vSphere version should be either the same or higher than the SP vSphere. vSphere server
may need to be upgraded if failback is required.

e For new installations, InMage recommends:
— Secondary ESXi Platform: ESXi 5.1
— MT Platform for Windows: Windows 2008 R2 Enterprise Edition
— MT Platform for Linux: CentOS 6.2 64-bit
— CX Scout OS: CentOS 6.2 64-hit
- vContinuum: Windows 2008 R2

Deploying the vContinuum wizard can occur in two major ways.

¢ Inthe case of the Linux-only tenant, the wizard has to be installed on a dedicated VM running
Windows 2008 R2, Windows7, or XP desktop.

¢ |nthe case of Windows, the vContinuum wizard can be installed on the MT or on a dedicated VM
running Windows 2008 R2, Windows?, or XP.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Running the vContinuum wizard on top of the MT server reduces the number of touch points and
deployment footprint. Thisisthe deployment model implemented in the Cisco Cloud Validation Facility.

InMage Agent Configuration

InMage agents comes in various flavors depending on the guest OS. The Unified Windows Agent covers
most releases for Windows 2003, 2008, and 2012, as well as some Windows XP, Vista, 7, and 8 releases.
The specific Windows edition support is highlighted in Figure 3-9.

Figure 3-9 InMage Windows Edition Support
L Windows Guest Operaling Systems _
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Center
Base* v v v
sp1+ v v v
32 bit SP2 v v v
R2 SP1 v v
. R2 SP2 v v
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Base*
64 bit sp2 v v
R2 SP1 v v
R2SP2 v v
. SP1 v v v v
32 bit e 7 7 7 7
) SP1 v v v v
Windows 2008 ‘ T v v v v
64 bit - v 7 v v
R2 SP1 v v v v
Windows 2012# 64 bit  Base v v
Windows XP 64 sp2 v
. . 32 Base 4
Windows Vista v
64 Base
. 32 Base v
Windows 7 7
64 Base
Windows 8 64 Base v

Note e |f Windows 2003 (Base, SP1) source machines have applications that require application quiesce.
It is then strongly suggested to upgrade to Windows 2003 SP2 to overcome the V SS-related errors.

e Storage Space is hot supported. Protect Windows 2012 VM with ReFS Filesystem, requires matching
MT.

Note = UEFI with Dynamic disk will not work.

e Windows XP 32 bit VM on ESX cannot be protected in V2V workflow, but it can be protected using
P2V workflow.
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InMage Agent Configuration

e Windows XP 32 /64 recovered VM will not have network drivers installed automatically; the user
needs to install manually.

Unified Agent support for Linux is specific to the distribution and release. RHEL 5/6, CentOS 5/6, and
SUSE 10/11 are supported. RHEL 5 U3/ CentOS 5 U3 and older versions require network changes to
be manually configured after recovery to secondary data center. For Linux physical-to-virtual
protection, GRUB bootloader must be used on the source server. Refer to
InMage_vContinuum_Compatibility_Matrix for complete details.

On the Windows platform, the VSS framework is used by vContinuum and Scout to enforce application
consistency. The InMage agent interfaces with the VSS writer to quiesce the application and take
application consistent snapshots. Refer to InMage_vContinuum_Compatibility Matrix for a complete
list of certified applications across various operation systems.

There are two ways to install InMage agents onto the primary servers:
1. Manual Installation: Network operator can pre-load the Scout agent on each server:
- Interactive install
— Command line install (Silent mode)
- File-based install (Linux)
2. Bulk Push: Network operator can push the Scout agent to each server using a Ul:
- CX Ul (Linux)
— vContinuum (Windows)

The first option works well in a smaller deployment in which there are few primary servers.
InMage_Scout_Standard_User_Guide has excellent step-by-step installation procedures, which will not
be repeated in this document. We do want to point out that for Linux agent install, by default, theinstaller
checks for afree space of 2 GB on/root. This can be suppressed by adding the extra switch -k (spacein
KBs) or -m (space in MBs) or -g (space in GBS).

Bulk push works better for a medium or large deployment as it automates a great number of repetitive
clicks and configuration settings that a cloud operator is required to enter. The choice of Ul depends on
the primary server OS platform. For Linux bulk install, the CX Ul isused and for Windows bulk install

the vContinuum is used.
This section includes the following topics:
e CX Ul for Linux Bulk Install and Upgrade, page 3-14
e vContinuum for Windows Bulk Install and Upgrade, page 3-16

CX Ul for Linux Bulk Install and Upgrade

Depending on distribution of Linux, a distribution-specific agent installer needs to first be loaded into
the Software Repository. To upload the desired installers, navigate through Settings > Agent Installers
> Software Repository. Click Browse to upload software.

Figure 3-10 Home Installer 1

Onceinstallers are loaded, navigate through Settings > Agent Installers > Manage Agent
Installation/Upgrade. Click Install Agent to provide install requirements. Thisis a four-step process:
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Step1  Select Push Server. Select the CX server as the push server.

Step2  Select Remote Server. Enter the | P address range of the primary server(s). Click Submit to enter the
primary server username/password. Enter the username/password at the top row if the same

username/password will be used for all servers; otherwise, enter the username/password next to
individual servers.

Figure 3-11 Home Installer 2

Settings » Agent Installers » Softwars Repasitory

Software Repository

I~ | Agent InstallerssUpgrades

[~ | InMage_UA_7.1.0.0_RHELE-
64_GA_14May2013_release.tar.gz

Dowrload Upload Software Others -
Choose File | Ha file chosen Uplsad |

L

Delete

Thirdparty Seftware Sources

Step3  Set Install Options. Thisiswhere installation directory, agent type, and CX IP/port is entered.

Installation directory defaults to /usr/local/InMage/, Unified Agent (both file and volume agent), and
source Scout Agent.

Figure 3-12 Home Installer 3

Settings @ Agent Installers # Manage Agent Installation Upgrade

Manage Agent Installation/Upgrade

Installation Status LCE UL | Upgrade Agents

—O——@—

Select Push Select Remate Sek Install Review
Server Serveris) Options
Remote Host(s)
“honse an O3 type IUnuxIUNI}{ vI
Select servers through IP or IP Range 5.126.99 F - Eng
Submit | Cancel |
Remote Servers in the specified IP Range
Remote Server User Name  Remote Server Password
v IP Address o I_I— Message
I &.126.09. 208 fo [
I 6.126.99,200 fo [
Mext = I Cancel |

Step4  Click Run after you have reviewed information for accuracy.
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S

Note  For Linux install, ensure SSH access to the primary server has been enabled.

vContinuum for Windows Bulk Install and Upgrade

Agent update/install for Windows primary servers is supported from the tenant vContinuum server.
vContinuum and CX server pre-bundles compatible windows source agent unlike Linux bulk install. A
separate upload into software repository is not required. To install agents, access the vContinuum Ul
from the vContinuum server and select Push Agent. Thisis afour-step process:

Step 1 Provide vCenter information.

Step2  Select server(s) toinstall the agent. Currently, the Ul does not indicate agent status. It is not possible to
determine which server has agent already been installed.

Step3  Provide credentials for the server. Default setting is to apply the same credentials to all servers.

Figure 3-13 vContinuum: Provide Credentials
" /*wContinuum | [Of =}
ScoutCloud VContinuum _— <~ InMage
Steps Select vSphere server for the push installation.
wSphere/vCenter IP - Usemarne Fazzword
E126101.7 root e Get details
= Install agents I I I 4'
Server Name IP Address Hostrarme Selectall [T - bl |8.24.53.1D1
[tw2kgsret  |612600100 | dwikdercd O ]
| [wwzkgsez [e12670017 w2k 512 O foit
Please Add Credentials || t4-w2kE-2rc3 - ient Type:-
Provide credentials t4-w2kg-srcd wizesct IR &5
rovide credentials t4-w. SIC A2k B-orcE O ource
td-wizkB-srch O € Taiget
Daisin I— w2k B-src? r
e = _’I_I
Usermarne Iadministrator 4
Password I"""""l 2 Uninstall Install Agents I
¥ Use this credentials for al Clear Logs
=
Mofa: Provide focaforldomain adminvsfafor user,
pid | oese |
‘2} Help ) ]| Cancel |

Step4  vContinuum validates if servers can be reached with provided credentials. Click I nstall Agent to begin
the agent install.

A number of outstanding enhancements exist to simplify the user interface. Refer to “Monitoring, Best
Practices, Caveats, and Troubleshooting” section on page 5-1 for details.
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Multi-Tenant Portal—RX Server

The RX server isamulti-tenant portal for end customers to monitor the protected servers. It also enables
the SP to consolidate administration to a single interface rather than a dedicated CX Ul for each
customer/CX server, greatly simplifying monitoring. The RX server enables:

e Centralized monitoring for all CS servers and source servers for all tenants.
e Central user account management.

¢ Consolidated reports of protection health of servers, servers details, usage statistics, RPO, and
aerts.

¢ Publish news and announcements by the SP to users.
Figure 3-14 Multi-Tenant Portal
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Asdisplayed in Figure 3-14, the RX server is an aggregation point for statistics coming from
tenant-specific CX-CS servers. Based on role-based access control (RBAC), atenant user can be limited
to monitor statistics from asingle CX-CS server while a Managed Services Provider (M SP) user can be
assigned to monitor multiple deployments of CX-CS from a single interface.

Management
VRF

This section includes the following topics:
e Multi-Tenant Portal Version Compatibility, page 3-17
e Multi-Tenant Portal User Accounts, page 3-18
e CX Server Registration with Multi-Tenant Portal, page 3-20
¢ Multi-Tenant Portal Rebranding, page 3-21

Multi-Tenant Portal Version Compatibility

The 7.1 RX server can be either installed on a 64 bit ScoutOS version 5 and Update5, or a ScoutOS
version 6 and update 2. When integrating RX with the CX-CS, RX version is always backwards
compatible with the CX-CS version. As a rule of thumb, RX should be always higher or equal to the
CX-CSversion. Table 3-4 is a compatibility table with ScoutOS 6.2 CX.
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Table 3-4 Compatibility Table

Scout0S 5.5 RX [Scout0S 6.2 RX
ScoutOS 5.5 CX |Yes Yes
ScoutOS 6.2 CX |No Yes

7.1 RX iscompatible with 7.1 GA CX without additional updates/hotfixes. Compatibility with an earlier
version of CX release may require additional updates/hotfixes. Refer to InMage Scout Cloud RX release
notes for details.

Although the number of users accessing the multi-tenant portal and CX pairing will vary, a minimum of
150G of disk, 1 vCPU, and 4G of memory should be allocated to the VM hosting the RX server.

Multi-Tenant Portal User Accounts

Figure 3-15 lists out various types of user accounts that can be created in the multi-tenant portal. There
are two mgjor types of accounts: M SP and Customer:

Theroot MSP account is created by default with the RX installation; it has full accessto all features and
datafor all customers. Additional sub-M SP accounts can be created in a managed services/white
labeling deployment. Account data view would be limited to their own customers.

Customer accounts can be created when new tenants are added.

Both root and sub-M SP accounts can create additional customers and associate the corresponding CXCS
server for multi-tenant portal access.

Figure 3-15 Multi-Tenancy Overview
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Users can be set up as monitor user (read only) or administrator (read/write). The ability to perform
self-serviced recovery from the RX portal can be allowed per tenant based on the recovery setting. To
enable a user for self-serviced recovery, first navigate to Accounts > Customer Accounts > Edit
customer. Simply select the check box next to Allow to Perform Recovery Options, as shown in
Figure 3-16.

Customer 11
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Figure 3-16 Self Service Recovery Setting

Recovery Settings [% |

¥ Allow to Perform Recovery Operations { ¥ Allow Hardware and Network Configuration )

The CVD validation focused on SP-managed deployment with direct tenants. Figure 3-17 isa summary
view.
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Figure 3-17 Summary Tenant View
B InMage Systems
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Asdisplayed in Figure 3-17, in an SP-managed scenario, all tenants are mapped under the default/root
MSP account, InMage Systems. CX-CS servers are mapped to each company, and multiple users can
exist per company. When aroot MSP user logs in, asummary list of tenants along with tenant status,
dashboard, and self-recovery statusis displayed.

CX Server Registration with Multi-Tenant Portal

You can point the configuration server to Scout Cloud RX in the following two ways:

¢ From the RX Ul, also known as Pull Method, where Cloud RX pulls the required data from all the
registered CX-CS servers OR

¢ From the CX-CS Ul, aso known as Pull/Push Method. This iswhen CX-CSis behind firewall and
RX cannot initiate connection to the CX-CS, CX-CS can push datato RX using the Push method.

To register CX-CS with Scout Cloud RX through RX UlI:

Step1  Navigate to Settings > CS Server.
Step2  Enter the CX IP address or |P Range along with the HTTP port and click Discover.

Step3  CX Serversin the specified I P range are displayed along with the details such as Server IP, Status, and
Host Name.

Step4  Enter user name, password, and alias name for CX. This ensures secured CS registration.

Step5  Select the customer account. Select the CS Server and click Register with RX.

Note  Discover / CX-CS registration is available to MSP admin users only.

To register CX with Scout Cloud RX through CX-CS Ul
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Navigate to Settings > RX Server.

Enter the RX IP address and CX alias name. Synchronize data mode defaults to Allow CX to push data
to RX.

CX server will be mapped to the "Unassigned CS Servers' pool as shown in Figure 3-18.

Figure 3-18 Newly Added CX-CS Server In Unassigned Pool

. . Last Sysnchronization Synchronization . icati .
S Server Name CS Alias Name €S Version Registration Date e Interval (minutes)  S¥nchronizal tion Actio

sp-t10-ps-1 sp-t10-ps-1 2013-07-06 15:32:24 5 PUSH HTTR g

Select the checkbox and click Action to assign the CX-CS server to Customer. Once assigned, the CS
server is moved from the unassigned pool to a specific customer as shown in Figure 3-19.

Figure 3-19 Newly Added CX-CS Server Assigned to Customer

. . . . Last Sysnchronization Synchronization
€S Server Name CS Alias Name CS Yersion Registration Date e Interval {minutes)

sp-t10-ps-1 sp-t10-ps-1 7.1.0.0 2013-07-06 15:32:24 5 PUSH HTTP 2

If a CX-CS server is configured with dual NICs, one is to communicate with remote Scout agents and
the other isto communicate with RX. Use the push method instead of pull when registering with the RX
server. Thisisaknown limitation and will be addressed in future releases of InMage software.

Multi-Tenant Portal Rebranding

InMage's Scout Product provides the ability to support user interface customizations as required by its
partners. This rebranding allows changing the user interface to carry the partner's company and product
name. Also, it allows customizing color and graphics for uniformity across partner products.

Refer to InMage_Scout_Cloud_RX_Branding document for additional details.

Summary Tables of Components for All Tenants

This section includes the following topics:
¢ InMage Components for Service Provider, page 3-22
¢ InMage Component for Enterprise Tenants, page 3-23
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InMage Components for Service Provider

Based on sizing discussion in earlier sections, twelve tenants were configured based on various change
rates. Table 3-5 summarizes disk / CPU and memory configuration required for InMage control servers.

Table 3-5 Disk/CPU/Memory Configuration (Service Provider)

Tenant |CX-PS (GB) |[vCPU |RAM (GB) |MT Retention (GB) |MT Cache [vCPU |RAM (GB)
1 800 8 32 2X 300 2X40 2X4 |2X16
2 250 4 8 300 40 4 16

3 800 8 32 300 40 4 16

4 800 8 16 300 40 4 16

5 800 8 16 300 40 4 16

6 800 8 16 300 40 4 16

7 800 8 16 300 40 4 16

8 800 8 16 300 40 4 16

9 250 4 8 50 40 2 8

10 250 4 8 50 40 2 8

11 250 4 8 50 40 2 8

12 250 4 8 50 40 2 8

e Tenants 1 and 3 are sized based on 1TB change rate per day.
¢ Tenants 4,5, 6, 7 and 8 are sized based on 750GB change rate per day.
e Tenants 2,9, 10, 11, and 12 are sized based on 350G change rate per day.

MT retention is based on time (9 hours) and space capacity. With the exception of Tenant 2, all tenants
are Windows-based tenants running Windows 2008 R2. vContinuum is installed directly on the MT.
Tenant 2 is a Linux-only tenant, running CentOS 6.3; as such, a dedicated vContinuum server running
windows 2008R2 with 1 vCPU, 3G memory, and 50G disk was utilized. With the exception of Tenants
9- 12, all MTs are deployed with 4 vCPU, 16G memory, and 300G retention drive.

Deployment topology and logical connectivity between InMage control servers are captured in
Figure 3-20.
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Figure 3-20 Deployment Topology and Logical Connectivity between InMage Control Servers
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From the SP VPC, communication with enterprise management is viainband data NIC part of VMDC
server VLAN. A common out-of-band (OOB) management VLAN was extended from the Cloud
Validation Facility management POD to the VMDC 2.3 infrastructure. OOB management VLAN is used
to communicate with shared resources residing in the management PoD such as vCenter, Active
Directory, vCenter Database, and DHCP server.

InMage Component for Enterprise Tenants

Twelve Enterprise tenants were configured to mirror the SP setup. Table 3-6 summarizes Disk / CPU and
memory configuration required for enterprise InMage component. Retention policy, vCPU, and RAM
requirements mirror that of the SP site based on 1TB, 750GB, and 350GB change rate/day. MT is
deployed in the enterprise for failback protection. Enterprise master target is expected to be idle and not
needed until failback after a disaster recovery. It can be pre-provisioned or installed during time of
failback. Each tenant will have a dedicated vCenter server managing ESXi resources. Tenant 1 and
Tenant 2 have both physical and virtual servers. Both P2V and V2V protection are needed. To generate
the desired data change rate, each enterprise is assigned a set of machine machines (Table 3-6).

Table 3-6 Disk/CPU/Memory Configuration (Enterprise)
vCPU [RAM |MT Retention RAM RAM

Tenant |PS (GB) (GB) |(GB) MT Cache (GB) |[vCPU |(GB) |vCenter disk (GB) [vCPU |(GB) |Total VM
1 800 8 32 2 X 300 2X 40 2X 4 |2X 16 [100 2 4 60

2 250 4 8 300 40 4 16 100 2 4 10

3 800 8 32 300 40 4 16 100 2 4 50

4 800 8 16 300 40 4 16 100 2 4 30

5 800 8 16 300 40 4 16 100 2 4 30

6 800 8 16 300 40 4 16 100 2 4 30

7 800 8 16 300 40 4 16 100 2 4 30
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Table 3-6 Disk/CPU/Memory Configuration (Enterprise) (continued)
vCPU |RAM |MT Retention RAM RAM
Tenant |PS (GB) (GB) |(GB) MT Cache (GB) [vCPU |(GB) vCenter disk (GB) |vCPU (GB) |Total VM
8 800 8 16 300 40 4 16 100 2 4 30
9 250 4 8 50 40 2 8 100 2 4 7
10 250 4 8 50 40 2 8 100 2 4 7
11 250 4 8 50 40 2 8 100 2 4 8
12 250 4 8 50 40 2 8 100 2 4 8

VMDC 2.3

Deployment topology and logical connectivity between InMage Enterprise control servers are captured
in Figure 3-21.

Figure 3-21 Deployment Topology and Logical Connectivity between InMage Enterprise Control
Servers
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From the Enterprise VPC, communication with the SP management is via the inband data NIC part of
VMDC server VLANs. A common OOB management VLAN was extended from the Cloud Validation
Facility Management PoD to the VM DC 2.2-based enterprise VPC. OOB management VLAN isused to
communicate with shared resources residing in the Management PoD such as vCenter, Active Directory,
vCenter Database, and DHCP server.

This section includes the following topics:
e VMDC 2.3 Integrated Compute and Storage Stack, page 3-25k
¢ Mapping DR Componentsto VMDC 2.3 Containers, page 3-32
e Tenant Configuration, page 3-33
e Connectivity across the WAN, page 3-39
e Storage Configuration, page 3-42
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VMDC 2.3 Integrated Compute and Storage Stack

The VMDC 2.3 release uses modular blocks for compute and storage, generically referred to as
Integrated Compute and Storage (ICS) stacks. Several stacks can be attached to a PoD, providing
compute and storage scale. With VMDC 2.3, three | CS stacks can be connected to the Nexus 7004, with
4x 10G links per aggregation switch, for atotal of 80 Gbps to the ICS switch layer. Refer to the Cisco
VMDC 2.3 Design Guide at http://wwwinwats.cisco.com/publications/viewdoc.php?docid=6637 for
more discussion of the scaling factors.

vmpc23 W

In our implementation, a smaller footprint ICS was built as listed in Table 3-7

Table 3-7 ICS Footprint
Number of VLANs per
Tenant Type Number of Tenants Tenant Number of VMs
Gold 4 3 30
Silver 2 3 60
Bronze 6 1 160
Total 12 24 250

The ICS design uses the VN X 5500 as the SAN storage. The details of the ICS buildout are covered in

Figure 3-22.
Figure 3-22 ICS Buildout
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This section includes the following topics:

¢ UCS Implementation, page 3-26
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e ESXi Implementation, page 3-28
¢ Nexus 1000V, page 3-30
¢ VSG Implementation, page 3-32

UCS Implementation

Table 3-8 shows UCS components for implementation.

Table 3-8 UCS Implementation

Component Product Name Quantity
Fabric Interconnect (FI) Cisco UCS 6120 2
Chassis Cisco UCS 5108 2

/O Module Cisco UCS 2104XP 4

Blade Server Cisco UCS B200 M3 (2 x 8 cores CPU, 196GB Memory) (3

Blade Server Cisco UCSB200 M2 (2 x 6 cores CPU, 96GB Memory) |9
Adapter Cisco UCSVIC 1240 3
Adapter Cisco UCS M81KR 9

Two UCS 5108 chassis are connected to a pair of UCS 6120 FlIs. Each chassis has four server links to
each FI. The UCS Fls are configured in End Host (EH) mode into a cluster to provide active/standby
management plane redundancy for the UCSM, active/active for dataforwarding. The uplinks on the FIs
are bundled into port-channels to the upstream Nexus 5000 switch. Both management and data traffic
are carried in the same port-channel. Nexus 5000 switches with Fibre Channel (FC) links for access to
SAN storage. Each UCS bladeis configured with two vHBASs for accessto SAN storage via SAN-A and
SAN-B for storage multipathing.

The UCSM service-profile in Figure 3-23 is used on the UCSM.
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Figure 3-23 UCSM Service-Profile

=[] SErvice Frofiie |emplates
- g%, root
| Service Template Otter-SP-dwhIC
= [RE Service Template Otterse
Co—fl] 15051 vNICS
==l vHBAs
- @-=illl vHEA wHEA-A
- Gl vHEA vHBA-B
==l vNICs

=il YNIC wNIC-Datal
-={ll Netwark 2451
~={ll Netwark 2453
~={ll Netwark 2455
-={ll Netwark 2457
-={ll Netwark 2459
-={ll Netwark 2461
-={ll Netwark 2471
={ll Netwark 2474
-={ll Netwark 2481
-={ll Netwark 2485
-={ll Netwark 2459
={ll Netwark 2493
=il Netwark 50
-1 Metwork 53
<={ll Network YLANSOS
=l WMIC wMIC-Data?

Each service-profile is associated with a respective server pool and blades from both chassis are made
available to the server pool.

The UCS Fabric Interconnects are connected to a pair of Nexus 5000 for redundancy. Both Fls are
configured with the same set of VLANS. All VLANSs are trunked to all available uplinks and the same
uplink port channel is used to carry both management and tenant data traffic.

Figure 3-24 UCS Implementation
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ESXi Implementation

A VMware vSphere Cluster is a grouping of servers with similar characteristics and can be used as one
unified compute resource. VMware vSphere Cluster is the foundation used to achieve a pooling of
resources, HA, and Distributed Resource Scheduling.

Refer to the following documents for more information on VMware HA and VMware Distributed
Resource Scheduler:

¢ HA Deepdive at http://www.yell ow-bricks.com/vmware-high-avail ability-deepdiv/
¢ Distributed Resource Scheduler Deepdive at http://www.yellow-bricks.com/drs-deepdive/

Thefollowing set of clusterswere created based on the recommendations providedin VMDC 2.3 Design
Guide at http://www.cisco.com/en/US/docs/sol utions/Enterprise/Data_Center/VMDC/2.3/
design_guide/VMDC_2.3_DG_1.html#wp1361952.

Table 3-9 Host per Cluster

Cluster Type |Number of Hosts |Memory |CPU
Bronze 5 900GB |207 GHz
Silver 3 500 GB |129 GHz
Gold 4 700 GB |165HZ

It is recommended to size the number of hosts per cluster based on capacity and HA requirements of
each individual implementation. A minimum of three hosts is recommended to provide non-disruptive
host maintenance without loss of VMware HA protection. Cluster size varies from 3 ESXi hoststo 5
ESXi depending on workload type.

Thefollowing set of VMware HA parametersis necessary to define capacity requirements and isolation
response:

e Admission Control

¢ Number of Host Failures Permitted
¢ Restart Priority

¢ Isolation Response

¢ Host Monitoring Status

Based on the recommendations provided in VMDC , all three clusters are assigned the same HA
parameters. Table 3-10 provides the sample settings for the Gold Cluster.

Table 3-10 Sample Settings for the Gold Cluster

Category Setting

Admission Control Enabled: Do not power on VMs that violate availability constraints
Number of Host Failures Permitted |1 host failures cluster tolerates

Restart Priority Medium

Isolation Response Leave VM powered on

Host Monitoring Status Enabled

Figure 3-25 shows the Gold Cluster parameters.
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Figure 3-25
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Distributed Resource Scheduler Parameters

The VMware Distributed Resource Schedul er functions by monitoring the VM (CPU and memory) loads
inavirtual computer cluster and, if necessary, moves the VMs from one physical ESX server to another
in an attempt to load balance the workload. Distributed Resource Scheduler worksin one of three modes:
fully automatic, partially automatic, or manual. Based on the recommendations provided in the VMDC
2.3 Design Guide at http://www.cisco.com/en/US/docs/sol utions/Enterprise/
Data Center/VMDC/2.3/design_guide/VMDC_ 2.3 DG_1.html#wpl361952, all three clusters are
assigned the same Distributed Resource Scheduler parameters.

Distributed Resource Scheduler Mode |Fully Automated

Migration Threshold

3 stars

Figure 3-26 shows the Gold Distributed Resource Scheduler setting.
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Figure 3-26 Gold Cluster HA -1
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vSphere supports cluster sizes of up to 32 servers when HA and/or DRS features are utilized. In general
practice, however, thelarger the scal e of the compute environment and the higher thevirtualization (VM,
network interface, and port) requirement, the more advisable it isto use smaller cluster sizesto optimize
performance and virtual interface port scale. Therefore, in large VMDC deployments, cluster sizes are
limited to eight servers; in smaller deployments, cluster sizes of 16 or 32 can be utilized. Gold, Silver,
and Bronze compute profiles are created to represent Large, Medium, and Small workload types. Gold
has one vCPU/core and 16 GB RAM, Silver has 0.5 vCPU/core and 8 GB RAM, and Bronze has 0.25
vCPU/core and 4 GB of RAM.
Whilethe VMDC 2.3 architecture works with V blocks and FlexPods, the system has been validated with
VNX 5500.
Nexus 1000V

The Nexus 1000V Series Switches provide a comprehensive and extensible architectural platform for
VM and cloud networking. In our implementation, all networking needs of the VMs are provided by
Nexus 1000V Series Switches and it is implemented identically to the VMDC 2.3 specification.

Without reduplicating VMDC 2.3 documentation, Figure 3-27 is a summary description of the
implementation.
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Figure 3-27 Summary Description of Nexus 1000v Implementation
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The Nexus 1000V VSM isconfiguredin L3 SVS mode. In L3 SVSmode, VSM encapsul ates the control
and packet frames into User Datagram Protocol (UDP) packets. The VSM uses its mgmt0 interface to
communicate with the VEMs. The VEMs are located in a different 1P subnet from the VSM mgmtO
interface. On each VEM, the vmkO vmkernel interface is used to communicate with the VSM. The
following configuration shows the VSM svs-domain configuration:

svs-domain

domain id 1

control vlan 1

packet vlan 1

svs mode L3 interface mgmtO

The UCSis configured with EHV mode and has the upstream L 2 switches performing the split between
the management and customer production data domains. Each ESXi/VEM host is configured with two
NICs (also referred to as the ESXi VM Network Interface Card (VMNIC) or UCS vNIC), carrying both
management network and tenants' data network (for UCS Fabric A - fabric B redundancy). On the Nexus
1000V, the following configuration shows the Ethernet port-profile configuration:

port-profile type ethernet system-data-uplink

vmware port-group

switchport trunk allowed vlan 80,83,2451,2453,2455,2457,2459,2461,2471
switchport trunk allowed vlan add 2474,2481,2485,2489,2493
switchport mode trunk

switchport trunk native vlan 83

channel-group auto mode on mac-pinning

no shutdown

system vlan 83

max-ports 32

state enabled

When the ESXi host is added to the Nexus 1000V DV'S, the vmnicO and vmnicl interfaces are attached
to the system-data-uplink Ethernet uplink port profile. In thisimplementation, the vmknic ESXi kernel
interfaces(vmkO) are also managed by the Nexus 1000V. The following shows the configuration used for
the ESXi management.

port-profile type vethernet esxi-mgmt-vmknic
capability 1l3control

vmware port-group

switchport mode access

pinning id 0
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switchport access vlan 83
no shutdown

system vlan 83

max-ports 32

state enabled

Refer to VMDC 2.3 (Nexus 1000V Series Switches at http://www.cisco.com/en/US/
partner/docs/sol utions/Enterprise/Data_Center/V MDC/2.3/implementation_guide/
VMDC2.3_|G2.html#wp2272450) for additional details.

VSG Implementation

For information about V SG implementation, please see: http://www.cisco.com/en/US/partner/docs/
solutions/Enterprise/Data_Center/VMDC/2.3/implementation_guide/VMDC2.3_|G5.html#wp2277285

Mapping DR Components to VMDC 2.3 Containers

Aspreviously discussed in “InMage Components for Service Provider” section on page 3-22, acommon
management PoD is deployed to host shared services (example: vCenter, DHCP, and DNS). The
multi-tenant portal (RX) is part of the management PoD. The remaining InMage specific components
are co-located with the production ICS cluster corresponding to service tier (Gold / Silver / Bronze).
Refer to Figure 3-28.

Figure 3-28 VMDC Management PoD
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InMage RX server will be deployed with dual NICs:
¢ Management NIC: Used to communicate with the Configuration Server (CX).

¢ OOB Management NIC: Server VLAN part of adedicated VMDC 2.3 container used for OOB
tenant access. Refer to “Out of Band Management Portal Access’ section on page 3-34.

InMage CX-CS servers will be deployed with dual NICs:
¢ Management NIC: Used to communicate with the Multi-Tenant Portal (RX).

e DataNIC: VMDC 2.3 Server VLAN: Used for Scout Agent, MT, and PS server registration and
configuration updates.

Master Target: Two deployment scenarios are based on OS:
¢ InMage Windows MT is deployed with dual NICS because vContinuum is colocated with the MT:
- Management NIC; used by vContinuum to communicate with shared vCenter in the SP Cloud.

- Data NIC; used by vContinuum to communicate with tenant vCenter in the enterprise private
cloud., and to receive data changes from the enterprise private cloud.

Disaster Recovery as a Service (DRaaS$), Release 1.0
m. Design and Implementation Guide |


http://www.cisco.com/en/US/partner/docs/ solutions/Enterprise/Data_Center/VMDC/2.3/implementation_guide/VMDC2.3_IG5.html#wp2277285
http://www.cisco.com/en/US/partner/docs/ solutions/Enterprise/Data_Center/VMDC/2.3/implementation_guide/VMDC2.3_IG5.html#wp2277285
http://www.cisco.com/en/US/partner/docs/ solutions/Enterprise/Data_Center/VMDC/2.3/implementation_guide/VMDC2.3_IG5.html#wp2277285
http://www.cisco.com/en/US/ partner/docs/solutions/Enterprise/Data_Center/VMDC/2.3/implementation_guide/ VMDC2.3_IG2.html#wp2272450
http://www.cisco.com/en/US/ partner/docs/solutions/Enterprise/Data_Center/VMDC/2.3/implementation_guide/ VMDC2.3_IG2.html#wp2272450
http://www.cisco.com/en/US/ partner/docs/solutions/Enterprise/Data_Center/VMDC/2.3/implementation_guide/ VMDC2.3_IG2.html#wp2272450

| Chapter3 Implementation and Configuration

vmpc23 W

e [nMageLinux MT will be deployed with asingle NIC: — Data NIC:

— Used to receive data change from Enterprise Private Cloud - Communication with vCenter is
from vContinuum.

Virtual Machines - VM settings are configured during recovery, refer to Chapter 4, “Recovery
Workflows,” for details. Based on the VMDC specification, each VM will have two NICS:

¢ Management NIC—Protected by the VSG and accessible by a cloud orchestration system, such as
BMC or CIAC.

e DataNIC—VMDC 2.3 Server VLAN.

Tenant Configuration

This section includes the following topics:
e |Psec, page 3-33
¢ Out of Band Management Portal Access, page 3-34
¢ VMDC Container Modifications, page 3-35

IPsec

When sending data across the WAN from a primary site to a secondary site, securing the data
transmission is critical. Data may be left vulnerableif encryption between the CX-PS servertoaMT in
the secondary site is not enabled. Two encryption points are possible in the architecture:

e Primary Server: Encrypt data from the source primary server to local InMage CX-PS.

— This option requires the InMage agent (DataTap) on the primary server under protection to
encrypt the data before sending it to the processing server. Scout PS server does not support
protection of a device when it is encrypted outside of InMage. This approach will consume
CPU/memory and potentially other resources on the production server. InMage recommends to
not use this option unless deployment topology prevents a processing server from being
deployed.

¢ Processing Server: Encrypt data from InMage CX-PSto MT before transmitting the packet out of
the enterprise WAN.

— Thisoptionis preferred as it assumes encryption is performed by an external device, not the
production server. A number of ways are possible for accomplishing this. InMage supports data
encryption within the processing server or external encryption appliance such as the Cisco
ASA. Either option will secure the data transmission; however, it isimportant to remember if
the processing server is encrypting traffic across the WAN. Performance penalties can occur on
the processing server when compared to unencrypted transmissions.

To simplify capacity management and operational support, external ASA appliances were used in our
implementation. ASA pairs deployed in multi-context mode are used to secure the communication
between the Enterprise LAN and SP LAN acrossa L3 MPLS VPN. The benefits of ASA are:

e Multi-context support: Tenant separation and delegation of role/ responsibility.

¢ Capacity monitoring and management: Single pair of ASA V SXsdeploying additional vCPU/ MEM
to each processing server to support encryption.

e Operational Monitoring: Single tunnel per customer vs. encryption setting per disk/volume under
protection
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All traffic needing encryption between the enterprise and service are redirected to the | Psec tunnel based
on static routing. ASA appliance will encrypt the entire frame and re-encapsulate it with an additional
| Psec header:

Figure 3-29 IPsec Header
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Refer to “VMDC Container Modifications” section on page 3-35 Updates for details on routing changes.

Out of Band Management Portal Access

The topology in Figure 3-30 is used to validate the functions and features of the InMage Multi-tenant

Portal.

Figure 3-30 Out of Band Management Portal Access Topology
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All DRaaS users shareaVMDC 2.3 Gold container for management access. A Gold container isused as
it offers the guaranteed resources as well as flexibility in network container resources such as firewall
and server load balancing servers.

The Enterprise route targets are imported on the Cisco ASR 1000 for MPL S connectivity across the
WAN.

For example:

vrf definition mgmt-gold-pub rd 800:800

route-target export 800:800 route-target import 800:800 route-target import 2451:2451
route-target import 3003:3003 route-target import 2471:2471 route-target import 3008:3008
route-target import 2474:2474 route-target import 3015:3015 route-target import 2453:2453
route-target import 3019:3019 route-target import 2455:2455 route-target import 3020:3020
route-target import 2457:2457 route-target import 3023:3023 route-target import 2459:2459
route-target import 3027:3027 route-target import 2461:2461 route-target import 3029:3029
route-target import 3482:3482 route-target import 3010:3010 route-target import 3040:3040
route-target import 3042:3042 route-target import 3034:3034

The ASR 1000 peers downstream with the Cisco Nexus 7000 aggregation to learn specific prefixes

required for management access.
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Traffic flows from the Enterprise to the Cisco ASR 1000 via the MPLS core, and the Cisco ASR 1000
follows the path of the VMDC 2.3 Gold container until it arrives on the Cisco Nexus 7000 aggregation
public VRF. From the Cisco Nexus 7000 aggregation, traffic is sent across the firewall to the load
balancer for server load balancing (if needed).

VMDC Container Modifications

This section includes the following topics:
e VMDC Gold, page 3-35
e VMDC Silver, page 3-36r
e VMDC Bronze, page 3-38

VMDC Gold

Changes to the VMDC Gold container were implicit to the overall architecture. No modifications or
changes were made to the baseline VMDC Gold container; server VLANSs were neither introduced nor
removed. Non-InMage/DRaaS-related traffic streams follow identical network paths as documented in
the VMDC 2.3 Design and Implementation guide (http://wwwin-wats.cisco.com/publications/
viewdoc.php?docid=6637). Traffic sourced from the VPC will first be routed to the private VRF default
gateway based on default routing. Traffic will be forwarded from the private VRF to the public VRF
across the vVFW. Once traffic arrivesin the public VREF, it will be L3 routed to the ASR1K (PE) towards
the L3 VPN.

Traffic to and from the InMage server from the primary enterprise site needsto be forwarded to the I Psec
tunnel for encryption or decryption.

e Thiswas accomplished by setting up a static site-to-site tunnel between the SP and enterprise,
placing the I Psec-inside interface on Gold server VLAN 1 and the outside interface on Gold server
VLAN 2.

e InMagetraffic fromthe enterprise LAN will be send to the ASA-outside interface residing on server
VLAN 2.

¢ Oncereceived traffic is decrypted by the ASA, it will be forwarded to InMage servers residing on
server VLAN 1 viathe IPsec-inside interface.

¢ InMagetraffic from the SP to Enterprise is accomplished by adding static routes on the CX and MT
server pointing to the inside interface of the ASA.

¢ Oncereceived trafficisencrypted by the ASA, it will be forwarded out of the ASA-outside interface
residing on server VLAN 2 towards the HSRP address of the private VRF interface.

¢ Once encrypted traffic isreceived in server VLAN 2, normal VMDC traffic flow occurs.
See Figure 3-31 for details.
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Figure 3-31 V2V Traffic Flow (Gold Container)
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Figure 3-31isan example of V2V Traffic flow between the Enterprise InMage PS server and the SPMT:

B4287

e From 6.6.1.9 (Enterprise InMage processing server)

e Destination 8.8.1.8 (SP InMage MT)

e Tunnel Source—Enterprise ASA |Psec-outside interface: 6.6.2.9
¢ Tunnel Destination—SP ASA IPsec-outside interface: 8.8.2.8

Enterprise
1. PSreceives changes from data tap on primary server.

2. PSsendstraffic (6.6.1.9, 8.8.1.8) to | Psec router.
3. IPsec router encrypts the traffic and sends re-encapsulated packet with (6.6.2.9, 8.8.2.9) to SP.

Service Provider
1. IPsec-encrypted traffic with (6.6.2.9, 8.8.2.9) isreceived by ASR 1000.

ASR 1000 forwards (6.6.2.9, 8.8.2.9)to the aggregation Nexus 7000 public VRF.
(6.6.2.9, 8.8.2.9) is routed from Nexus 7000 public VRF to Nexus 7000 private VRF via the vFW.
(6.6.2.9, 8.8.2.9) is send to ASA |Psec-outside interface for decryption.

ASA decrypts the packet, strips header (6.6.2.9, 8.8.2.9) and sends re-encapsulated packet with
(6.6.1.9, 8.8.1.8) to INnMage MT.

L

VMDC Silver

No modifications or changes were made to the baseline VMDC Silver container. As with the Gold
container, server VLANSs were neither introduced nor removed. Non-InMage/DRaaS-rel ated traffic
streams follow identical network paths as documented in the VMDC 2.3 Design and Implementation
Guide (http://wwwin-wats.cisco.com/publications/viewdoc.php?docid=6637). Traffic sourced from the
VPC will first be routed to public VRF default gateway. Once traffic arrives in the public VREF, it will
be L3 routed to the ASR 1000 (PE) towards the L3 VPN.
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e Traffic to and from InMage server from the primary enterprise site needs to be forwarded to the
IPsec tunnel for encryption or decryption.

e Thiswas accomplished by setting up a static site-to-site tunnel between the SP and enterprise,
placing the IPsec-inside interface on the Silver server VLAN 1 and the outside interface on the
Silver server VLAN 2.

¢ InMagetraffic from the enterprise LAN will be sent to the ASA-outside interface residing on server
VLAN 2.

¢ Oncereceived traffic is decrypted by the ASA, it will be forwarded to InMage servers residing on
server VLAN 1 viathe IPsec-inside interface.

¢ InMage traffic from SP to Enterprise is accomplished by adding static routes on the CX and MT
server pointing to the inside interface of the ASA.

¢ Oncereceived trafficisencrypted by the ASA, it will beforwarded out of the ASA-outside interface
residing on server VLAN 2 towards the HSRP address of the private VRF interface.

¢ Once encrypted traffic is received in server VLAN 2, normal VMDC traffic flow occurs. Refer to
Figure 3-32 for details.

Figure 3-32 V2V Traffic Flow (Silver Container)
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Figure 3-32 isan example of V2V traffic flow between the Enterprise InMage PS server and the SPMT:
e From 6.6.1.9 (Enterprise InMage processing server).
¢ Destination 8.8.1.8 (SP InMage MT).
¢ Tunnel Source—Enterprise ASA |Psec-outside interface: 6.6.2.9.
e Tunnel Destination—SPO ASA |Psec-outside interface: 8.8.2.8.

Enterprise
1. PSreceives changes from data tap on the primary server.

2. PSsendstraffic (6.6.1.9, 8.8.1.8) to I Psec router.
3. IPsec router encrypts the traffic and sends re-encapsul ated packet with (6.6.2.9, 8.8.2.9) to SP.
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Service Provider
1. IPsec-encrypted traffic with (6.6.2.9, 8.8.2.9) isreceived by ASR 1000.
2. ASR 1000 forwards (6.6.2.9, 8.8.2.9)to the aggregation Nexus 7000 customer VRF.
3. (6.6.2.9, 8.8.2.9) is sent to ASA |Psec-outside interface for decryption.
4. ASA decrypts the packet, strips header (6.6.2.9, 8.8.2.9) and sends re-encapsul ated packet with
(6.6.1.9, 8.8.1.8) to InMage MT.
VMDC Bronze

Unlike Gold and Silver, we had to make some modifications to the baseline VMDC Bronze container to
support encryption with IPsec. This is because unlike Gold and Silver container, Bronze container has
only asingle server VLAN. It wasn't possible to set up a site-to-site tunnel with only a single server
VLAN; an additional IPsec-outside interface is required. Thisinterface could connect directly to the
ASR or to the aggregation 7004. Connecting the | Psec interface to the ASR introduced a number of
fundamental design changes; it was much simpler to introduce a dedicated SV interface on the 7004 and
extend it to the ASA. The benefits of this approach are the following:

e VMDC Alignment: Minimal changesto VMDC baseline container models.
¢ Operation Consistency: |Psec configuration is nearly identical among all VMDC container types.

e Single Point of Resource Management: Only VLAN resources on the N7k are required. Does not
introduce any changes to ASR or ASA.

Non-InMage/DRaaS-related traffic streams follow identical network paths as documented inthe VMDC
2.3 design and implementation guide (http://wwwin-wats.cisco.com/publications/
viewdoc.php?docid=6637). Traffic sourced from the VPC will first be routed to customer VRF default
gateway. Once traffic arrivesin the customer VRF, it will be L3 routed to the ASR 1000 (PE) toward the
L3 VPN.

Traffic to and from InMage server from the primary enterprise site needs to be forwarded to the I1Psec
tunnel for encryption or decryption.

e Thiswas accomplished by setting up a static site-to-site tunnel between the SP and enterprise,
placing the I Psec-inside interface on the Bronze server VLAN 1 and the outsideinterface on anewly
created SV interface between the ASA and aggregation Nexus 7004.

¢ InMage traffic from the enterprise LAN will be send to an ASA-outside interface.

¢ Oncereceived traffic is decrypted by the ASA, it will be forwarded to InMage servers residing on
the server VLAN 1 viathe IPsec-inside interface.

¢ InMage traffic from SP to enterprise is accomplished by adding static routes on the CX and MT
server pointing to the inside interface of the ASA.

¢ Oncereceivedtrafficisencrypted by the ASA, it will beforwarded out of the ASA-outsideinterface.
Encrypted traffic follows normal VMDC traffic path once received by Nexus 7004.

See Figure 3-33 for details.
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Figure 3-33 V2V Traffic Flow (Bronze Container)
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Figure 3-33isan example of V2V traffic flow between the Enterprise InMage PS server and the SP MT:
e From 6.6.1.9 (Enterprise InMage processing server).
e Destination 8.8.1.8 (Service provider InMage MT).
e Tunnel Source—Enterprise ASA |Psec-outside interface: 6.6.2.9.
¢ Tunnel Destination—SP ASA |Psec-outside interface: 8.8.2.8.

Enterprise
1. PSreceives changes from data tap on the primary server.

2. PSsendstraffic (6.6.1.9, 8.8.1.8) to |Psec router.
3. IPsec router encrypts the traffic and sends re-encapsulated packet with (6.6.2.9, 8.8.2.9) to SP.

Service Provider

1. IPsec encrypted traffic with (6.6.2.9, 8.8.2.9) isreceived by ASR 1000.

2. ASRIK forwards (6.6.2.9, 8.8.2.9)to the aggregation Nexus 7000 customer VRF.
3. (6.6.2.9, 8.8.2.9) issend to ASA |Psec-outside interface for decryption.

4. ASA decrypts the packet, strips header (6.6.2.9, 8.8.2.9) and sends re-encapsul ated packet with
(6.6.1.9, 8.8.1.8) to InMage MT.

Connectivity across the WAN

The enterprise is connected to the SP through aMPLS-VPN (L3VPN providing connectivity through an
MPLS core) network for data plane connectivity. This VPN network provides connectivity in the data
path between the private and public clouds for users and applications in the Enterprise to access
applications in the public cloud. The same VPN network is utilized to provide in-band management
connectivity between the Enterprise and the SP. Thus, the control plane (management) connectivity
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between the InMage processing server on the Enterprise and the CX and MT on the SP sideis carried in
the same path (in-band) as the data plane connectivity. This model allows the Enterprise and SP
management applications (InNMage) to have either public or private |P addressing.

Figure 3-34 shows the WAN topology deployed; resources below the PE router are not drawn. Refer to
earlier sectionsfor details. Based on VMDC recommendation, a pair of ASR 1006s was deployed as PE
routersin the VMDC 2.3 topology, PE routers connected to P routers running MPLS using 10 GE. At
the Enterprise site, VMDC 2.2 contai her was utilized to simulate enterprise tenants. A pair of ASR 9000s
was deployed as the PE router.

Figure 3-34 Connectivity across the WAN
S @

ocvfoc-[r-wam ocvloc -rr-wan2
BGP/ RR#1 @ PC1 @ BGP % RR#2
Mgmt = 192, 168,254.82 Mgmt'= 192.168.254.84
Lo=223.254.254.251 _v— Lo=223.254.254.252

ANU Delay Generator = CVFCC
30 ms round trip delay B T ¢ BGP AS109

/— 1213 TR
\ cvfé-mpls-p1
s o N BGP = AS108
ﬂvfa ol Z/:a( . OBPF=Ama0 S5 10-6.100.100.250
Lo=8.255.255.1 - T3
T21
T2.'1 T2/2 \
T1 /0,!0 TO0/0/0/5 TO/0/0/5

T0/0/0/0
— T2/0/0 T0/0/0/0
QF - T2/000

i ASR 9000 ASR 9000
| cvie-wan-9k1 cvie-wan-9k2
cvi8-wan-: aSI’1 ovf8-wan-asr2 Lo=6.100.100.249 Lo=6.100.100.248
Lo 8.255.255.21 Lo=8.255.255.22
¥——/ Enterprise BGP AS109
Service Provider VMDC 2.3 g
BGP AS109 ]

MPLS VPN route is a combination of route distinguisher (RD) and actual prefix. RD is an unique
identifier used to distinguish the same prefix from different customer. We define it at PE router for
particular VRF. Prefix combined with RD and actual 1Pv4 prefix is called vpnv4 prefix and is carried by
MP-BGP. BGP-extended community support is required to carry vpvn4 prefixes and labels. To carry
vpnv4 prefixes, we configured iBGP in the core network. It either requires full mesh connections
between routers or route reflectors (RR) deployment. We went with the second option using RR. The
following is the configuration on the RR:

router bgp 109

bgp router-id 223.254.254.251

bgp log-neighbor-changes

neighbor RRCC peer-group

neighbor RRCC remote-as 109

neighbor RRCC description ibgp-to-RR

neighbor RR peer-group

neighbor RR remote-as 109

neighbor RR description CVFCC-WAN-6kl-to-CVFCC-WAN-6k2
neighbor RR update-source Loopback0

neighbor 6.100.100.248 remote-as 109
neighbor 6.100.100.248 peer-group RRCC
neighbor 6.100.100.249 remote-as 109
neighbor 6.100.100.249 peer-group RRCC
neighbor 6.100.100.250 remote-as 109
neighbor 6.100.100.250 peer-group RRCC
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neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor

neighbor
!

address-family ipv4d

neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor

0 0O 0 0

8

.255
.255
.255
.255
.255
.255

.255.
.255.
.255.
.255.
.255.
.255.
223.254.254.252 remote-as 109
223.254.254.252 peer-group RR

1 remote-as 109
1 peer-group RRCC
21 remote-as 109
21 peer-group RRCC
22 remote-as 109
22 peer-group RRCC

RRCC send-community
RRCC route-reflector-client
RR send-community both

6.100.
.100.
.100.
.255
.255
.255

o 00 O O

8

100.
100.
100.

.255.
.255.
.255.

248 activate
249 activate
250 activate
1 activate

21 activate
22 activate

vmpc23 W

223.254.254.252 activate no auto-summary

no synchronization
network 223.254.0.0 mask 255.255.0.0 exit-address-family

address-family vpnv4

RRCC send-community both
RRCC route-reflector-client
RRCC next-hop-self

RR send-community both

neighbor
neighbor
neighbor
neighbor

neighbor 6

neighbor
neighbor
neighbor
neighbor
neighbor
neighbor

6
6
8
8
8
2

.100.
.100.
.100.
.255
.255
.255

100.
100.
100.

.255.
.255.
.255.
23.254.254.252 activate exit-address-family

248 activate
249 activate
250 activate
1 activate

21 activate
22 activate

PE routers are configured to import prefix from remote PE as well as export local prefix. The following
is an example of a Gold tenant:

vrf definition tenantll-gold-pub rd 3486:3486

route-target export
route-target import
route-target import

address-family ipv4
exit-address-family

3486:3486
3486:3486
3040:3040

A WAN can be distributed over alarge geographical region. The data packets need more time to travel
through the network. WAN latency, in general, is orders of magnitudes higher than latency in local area
networks. TCP throughput and application performance are directly impacted by latency. Many
applications are slow or do not work at all for users far away from the data centers. In our
implementation, an Anue delay generator was inserted between the P router and the BGP RR to inject
round trip delay of 30ms between the primary Enterprise data center and the SP secondary site.

Figure 3-35 is a screen capture of Anue configuration.
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Figure 3-35 Anue Configuration

Blade 3 (XGEM) »» Configure Classifier — Bandwidth — Delay/Impairments | Statistics

FHY/MAC Control

—Blade 3 Overview

PHY/MAC Stats
o % Show all Enabled Profiles # Show all Profiles

IPG Stats
Bandwidth (Mbps)

-
Manage Profiles = 0
T
o o = = = "
Profile Stats = £ > = =] L & "
o = = U'E- i = = = t o
Blade 1 (GEM) 5 2 £ 2 &8 B § 5 £ £
# Name Enabled Delay e w = - o =] e = - =] T= Rx
Chassisfdmin o b 462255 461183
Default v 15.000ms v - -
Systemn Setup 79170 Pkts 75992 Pkts
Save/Restors 1 Profile #1

Systern Info

Copy Settings
The following formula can be used to calculate effective TCP throughput based on round trip delay:
Throughput = Window Size/ RTT
All InMage components are running with default window size based on host OS.

Using the standard 64KB TCP window size of a Windows machine:
65536 * 8 bits/ 0.030 seconds = 17.4 Mbps maximum possible throughput

Linux window size is based on:

net.core.rmem_max = 131071
net.core.rmem_default = 124928

131071 * 8 bits/ 0.030 seconds = 34.9 M bps maximum possible throughput

Based on the above, the TCP stream between the Enterprise process server and SPMT islimited to 17.4
Mbps.

Storage Configuration

In the current implementation, the VNX 5500 is used to provide the storage needs of the solution. The
VNX 5500 is based on a unified storage architecture and provides Storage Area Network (SAN) and
Network-Attached Storage (NAS) capabilities on a single platform. In this solution, only SAN is
utilized. The Nexus 5000 is the FC switch that connects server blades and storage to provide SAN

capability.
This section presents the following topics:
¢ SAN Implementation Overview, page 3-42
¢ VNX5500 Configuration Overview, page 3-45

SAN Implementation Overview

This section explains the Fibre Channel over Ethernet (FCoOE) connection from servers to the Fl and
Fibre Channel (FC) connectivity to carry SAN traffic from the FlI to the MDS (storage switch) to VNX

5500 Filers. Figure 3-36 shows an overview of the SAN infrastructure.
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Figure 3-36

VYNX5500

Chassis 1

L1and L2

vmpc23 W

Storage Infrastructure Overview

Chassis 3

Features of FC configuration in the data center follow:

¢ Each blade server hastwo vHBASsthat provide server to storage SAN connectivity. Thisisto provide
server level host bus adapter (HBA) fabric redundancy.

e Storage traffic from server bladesto Flsis FCoE. Each virtual SAN (VSAN) is mapped to a unique
VLAN that carries storage traffic from server to Fl.

e Each FI is mapped to one VSAN. In this case, FI-A (CVF8-FAB-1-A) carries all VSANS8S traffic
and FI-B (CVF8-FAB-1-B) carries all VSANS89 traffic.

¢ FCoE, by default, maps FC traffic to a no-packet drop class using the system QoS policy. This
assures that during congestion storage traffic will not be dropped.

Figure 3-37 shows the list of VSANs in the SAN infrastructure: VSAN88, VSANS9. Thisisto allow
multiple SANs and LANS to share a common infrastructure when carried using the same FCoOE links

between the server and Fls.

Figure 3-37 Infrastructure VSANs

»» = san » () san doud * = vsanis
¥SANs
) =) & Fiter = Export | iz Print

=] vsans

Name | 1 | Fabricto | 1¥Type | 1FRole | Transport | FCoEwLANID | Operational State |E2|
=1 =] vsaNs B
=] vsan default (1) 1 Dual Yirtual Network  Fc 4048 Ok
== Fabric A
= =] vsaNs
=] v5aN sys8_FCoE_Fab_A (38) 88 & virewal  Network  Fc 8 ok
== Fabric B
= =] vsans
=] vsaN sys8_FCoE_Fab B(83) 89 B Virtusl  Network  Fc 89 ok
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Figure 3-38 shows the vHBA configuration on each server blade. vHBASs are part of a server service
profile derived from a server template, consists of two vHBA adapters per server blade. Each vHBA is
placed on aunique, isolated SAN network. vHBAO of all server blades are placed in SAN-A and vHBA 1
isplaced in SAN-B

Figure 3-38 Infrastructure vHBAs

vHBAs

= 4Fter = Export (= Print

Name WWPN | Desied Order | ActualOrder | FabricID | DesiredPlacement | Actual Placement |B)
= =<{ll vHEA vHBA-A Derived 1 Unspecified A Any Any =
~ll vHBA If sys8_FCoE_Fab_a
==l vHBA vHEA-B Derived 2 Unspecified B Any Any
=Ml vHBA If sys8_FCoE_Fab B

Figure 3-39 shows the ports used between FI and the MDS switch for SAN traffic. Although 4 ports are
configured, only two of the ports are physically cabled. FI-A (fc 2/1, 2/2)connectsto MDS-1 (fc 1/19,
1/20) and FI-B (fc 2/1, 2/2) connectsto MDS-2(fc 1/19, 1/20).

Figure 3-39 PortsUsed between Fl and MDS Switch

= = san ) San Cloud + EEE Fabric & + =l Uplink FC Interfaces =il Uplink FC InterFaces
Uplink FC Interfaces
1#) (=) | & Fiter | = Export | g Print

Mame | Fabric ID IF Type If Role I Transport | Administrative State =)

=l FC Interface 21 I Physical Metwark Fc 1 Enabled [l
=l FC Intetfare 22 A Phiysical Metwark Fc 1+ Enabled
I FiC Interfac [ Physical Metwark c 4 Enabled
ol FC Interface 24 A Phiysical Metwork, Fc 1 Enabled

Soft zoning (using World Wide Port Name (WWPN) names) is configured on the MDS to allow servers
with specific identity (WWPN) to communicate with VNX filers. Each filer connection has its own
WWPN name. The following configuration shows the zoning configuration SAN-A. As mentioned
before, vHBAO of all server blades are placed in the SAN-A and VHBAL1 is placed in SAN-B. The
WWPN of vHBASs is obtained from the UCSM. The WWPN of VNX filersisfetched using VNX FC
port properties.

zoneset nane cvf8-Fab-a vsan 88

zone nane cvf8-tenp-all-vnx5500
vsan 88

pwwn 50: 00: 00: 25: b5: el: 81: 1f
pwwn 50: 00: 00: 25: b5: el: 81: 3e
pwwn 50: 00: 00: 25: b5: el: 81: 3f
pwwn 50: 00: 00: 25: b5: el: 81: 5e
pwwn 50: 00: 00: 25: b5: el: 81: 5f
pwwn 50: 00: 00: 25: b5: el: 81: 7e
pwwn 50: 00: 00: 25: b5: el: 81: 7f
pwwn 50: 00: 00: 25: b5: el: 81: 9e
pwwn 50: 00: 00: 25: b5: el: 81: of
pwwn 50: 00: 00: 25: b5: el: 81: ae
pwwn 50: 00: 00: 25: b5: el: 81: af
pwwn 50: 00: 00: 25: b5: el: 81: be
pwwn 50: 00: 00: 25: b5: el: 81: bf
pwwn 50: 00: 00: 25: b5: el: 81: de
pwwn 50: 00: 00: 25: b5: el: 81: df
pwwn 50: 06: 01: 64: 3e: a0: 36: 1a < VNX
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cvf 6- san- nds1#

| NTERFACE

fcl/ 19

fcl/ 19
fcl/ 19
fcl/19
fcl/19

fcl/19
fcl/19
fcl/19
fcl/19
fcl/20
fcl/ 20
fcl/20
fcl/20
fcl/20
fcl/20
fcl/20
fcl/20
fcl/ 34

show fl ogi dat abase vsan 88

VSAN

88
88
88
88
88

88

FCI D

0xb00100

0xb00101
0xb00102
0xb00104
0xb00108

0Oxb0011le
Oxb0011f
0xb00123
0xb00126
0xb00000
0xb00001
0xb00002
0xb00004
0xb00008
0xb0000f
0xb00010
0xb00017
0xb00300

PORT NAME

20:41:54: 7f : ee:
50: 00: 00: 25: b5
50: 00: 00: 25: b5
50: 00: 00: 25: b5
50: 00: 00: 25: b5

50

06:

01:

64

3e:

12:
el:
el:
el:
el:

cel:
cel:
cel:
cel:
1 12:
cel:
cel:
cel:
cel:
cel:
cel:
cel:
a0:

5d

81:
81:
81:
81:

36:

40

7e
ae
1f
5f

. of
. af
: 5e
o df
140
C7f
. 3e
s de
0 3f
. bf
1 9e
. be
la

NODE NAME

vmpc23 W

20: 58: 54: 7f: ee: 12: 5d: 41
20: 00: 00: 25: b5: 08: 01: 2f
20: 00: 00: 25: b5: 08: 01: 4f
20: 00: 00: 25: b5: 08: 01: 9f
20: 00: 00: 25: b5: 08: 01: af

50:

06:

01:

60:

be:

ao:

. bf
. ef
. 3f
Cff
141
. cf
. Of
. 6f
. 8f
. df
. 5f
L 7f
36:

la

We had the choice of implementing a "single initiator zoning" where each zone contains only one host
server VHBA and can contain multiple storage array targets in the same zone. Instead, we implemented
"multi-initiator zoning" to allow the flexibility of moving hosts between ESXi clusters. Instead of
masking at the MDS level, we used VNX storage group to mask specific LUNs to the ESXi Cluster.
Refer to VNX5500 Configuration Overview, page 3-45 for details. The FC interface on the MDS switch
is used to connect to the VNX 5500 for FC connectivity and is configured below.

interface fcl/34
switchport description Connection to VNX5500 port-license acquire

no shutdown

VNX5500 Configuration Overview

VNX has four main configuration elements:;

e The physical drives

e The storage pool

e TheLUN

e Thetiering policy of the LUN

Figure 3-40 shows a high level overview of VNX.
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Figure 3-40 High Level Overview of VNX
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Figure 3-40 was taken from from EMC VNX Virtual Provisioning at http://www.emc.com/collateral/
hardware/white-papers/h8222-vnx-virtual -provisioning-wp.pdf.

Asdiscussed earlier, FAST VP isatiering solution that can be utilized with the VNX to reduce total cost
of storage ownership. FAST VP operates by continuously collecting performance statistics. Collected
datais analyzed once per hour and, based on schedule, datais moved between tiers once every 24 hours
during a specified rel ocation window. The granularity of datais 1GB. Each 1 GB block of dataisreferred
toasa"slice." When FAST VP relocates data, it will move the entire slice to a different storage tier.

To start off, our implementation of FAST VP consists of only SAS disks: thisisto provide sufficient
performance to on board newly protected VMs and also to allow VNX sufficient time to identify
hotter/colder slices of data. Once the desired number of tenants per storage pool is reached, NL-SAS
drives can be introduced to move cold data from performance tier to capacity tier. To balance the data
split between performance and capacity tier, amanual relocation at the storage pool level can

be initiated by a cloud admin through the Unisphere GUI. Both relocation rate and duration can be
specified at the time of manual relocation.

In our implementation, storage pool was sized based on total |OPS to support peak VM transfer from the
primary site and change rate of existing VMs under protection. 4800 | OPS was provisioned to support
Journal retention and an additional 4800 IOPS to support aggregate workload change rate. In an actual
deployment, |OPS requirement will vary considerably. Depending on WAN bandwidth, number of
customers on boarding new VMs and change rate of existing VMs under protection, |OPS needs to be
sized according to the deployment scenario.

Based on 200 |OPS per SAS disk and RAID 10 configuration, 48 SAS drives were needed to support
4800 IOPS. Figure 3-41 shows a screen capture of disk configuration.
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Figure 3-41 Disk Configuration

¥MX5500 - Dr Pool Control Perf : Storage Pool Properties

General | |Disks | advanced | Tiering

MName &4 State Capacity Drive Type Model

0 Bus 0 Enclosure 1 Disk 0 Enabled 536.505 GB SaS STEGOOOS CLARGOOD R

0 Bus 0 Enclosure 1 Disk 1 Enabled 536.605 GB ot STEGOOO0S CLARGOO

0 Bus 0 Enclosure 1 Disk 2 Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 1 Disk 3 Enabled 536.605 GB ot STEGOOO0S CLARGOO

0 Bus 0 Enclosure 1 Disk 4 Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 1 Disk 5 Enabled 536.605 GB ot STEGOOO0S CLARGOO

0 Bus 0 Enclosure 1 Disk & Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 1 Disk 7 Enabled 536.605 GB ot STEGOOO0S CLARGOO

0 Bus 0 Enclosure 1 Disk & Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 1 Disk 9 Enabled 536.605 GB ot STEGOOO0S CLARGOO

0 Bus 0 Enclosure 1 Disk 10 Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 1 Disk 11 Enabled 536.608 GB SAS STEGOO0S CLARGOO

0 Bus 0 Enclosure 1 Disk 12 Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 1 Disk 13 Enabled 536.608 GB SAS STEGOO0S CLARGOO

0 Bus 0 Enclosure 1 Disk 14 Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 2 Disk 0 Enabled 536.608 GB SAS STEGOO0S CLARGOO

0 Bus 0 Enclosure 2 Disk 1 Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 2 Disk 2 Enabled 536.608 GB SAS STEGOO0S CLARGOO

0 Bus 0 Enclosure 2 Disk 3 Enabled 536.505 GB SaS STEGOOOS CLARGOOD

0 Bus 0 Enclosure 4 Disk 12 Enabled 536.608 GB SAS STEGOO0S CLARGOO

0 Bus 0 Enclosure 4 Disk 13 Enabled 536.505 GB SAS STEGOOOS CLARGOO i

Total Raw Capacity: 25766.798 GB Expand
oK Cancel Help

Tenant-specific LUN is created on top of the storage pool. Each tenant is assigned a dedicated Journal
LUN and workload LUN is shared between tenants. EMC FAST Cache was also utilized to provide read
acceleration during the time of recovery. Total of 274GB of usable flash cache was deployed. In areal
deployment scenario, the amount of flash cache should be sized based on the overall capacity of recovery
workloads.

Table 3-12 Journal LUN

Journal LUN Size (GB)
Tenant Control_1 (1480

Tenant Control_2 |590

Tenant Control_3 |1140

Tenant Control_4 {1140

Tenant Control 5 (1140

Tenant Control_6 [1140

Tenant Control_7 |1140

Tenant Control_8 (1140

Tenant Control 9 |340
Tenant Control_10 |340
Tenant Control_11 340
Tenant Control_12 (340
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Table 3-13 Workload LUN

Workload LUN Size (GB)
LUN Gold-1 |500
LUN Silver-1 |750
LUN Silver-2 |750
LUN Bronze-1 900
LUN Bronze-2 900
LUN Bronze-3 900

All of the LUNSs are mapped to the corresponding storage group, based on ESXi cluster, as shown in
Table 3-14. Asdiscussed in earlier sections, LUN masking isimplemented at the storage array level to
simplify the ability to move hosts between clusters for various test scenarios.

Table 3-14 Storage Group DR-Bronze
Storage Group |ESX Cluster Name |Hosts LUNs
DR-Bronze Bronze cvf8-draassp-esx-4.cvfdmz.sdu |Tenant Control 1

cvf8-draassp-esx-5.cvfdmz.sdu |Tenant Control_4

cvf8-draassp-esx-6.cvfdmz.sdu |Tenant Control 5

cvf8-draassp-esx-7.cvfdmz.sdu |Tenant Control_6

cvf8-draassp-esx-8.cvfdmz.sdu |Tenant Control 7

Tenant Control_8
LUN Bronze-1
LUN Bronze-2
LUN Bronze-3

Table 3-15 Storage Group DR-Silver

Storage Group |ESX Cluster Name |Hosts LUNs
DR-Silver Silver cvf8-draassp-esx-2.cvfdmz.sdu | Tenant Control_2

cvf8-draassp-esx-3.cvfdmz.sdu | Tenant Control_3
cvf8-draassp-esx-3-1.cvfdmz.sdu |LUN Silver-1

LUN Silver-2
Table 3-16 Storage Group DR-Gold
Storage Group |ESX Cluster Name |Hosts LUNs
DR-Gold Gold cvf8-draassp-esx-9.cvfdmz.sdu |Tenant Control_9

cvf8-draassp-esx-10.cvfdmz.sdu | Tenant Control_10

cvf8-draassp-esx-11.cvfdmz.sdu | Tenant Control_11
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BMC Cloud Lifecycle Management 1l

Table 3-16 Storage Group DR-Gold (continued)

Storage Group ESX Cluster Name

Hosts

LUNs

cvf8-draassp-esx-12.cvfdmz.sdu | Tenant Control 12

LUN Gold-1

BMC Cloud Lifecycle Management

DRaaS 1.0 leverages existing capabilities of Cloud Orchestration for VMDC with BMC Cloud Lifecycle
Management 3.1 SP1. Initial workflows of onboarding tenants, network container creation, firewall
policy changes, and server load balancer updates align with VM DC 2.3 operational method and
procedures. Thisiswell documented by the SDU BMC-CLM team. Refer to BMC Design and

Implementation Guide for additional details.
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CHAPTER I

Disaster Recovery Workflow

InMage CDP starts with the FX/V X agent, also known as " DataTap," which is used to monitor all writes
to disk. A small amount of memory on the source machine is reserved by the DataTap (250MB). When
changes are being written to primary storage, a copy of the change is stored in the reserved memory.
When the memory reaches a certain size, the contents of the reserved memory are sent as a chunk to the
processing server. This"write coalescing” is mainly for WAN optimization. The processing server then
compresses it for WAN transmission and sends to the M T at the secondary site. Once the MT receives
the compress data, it will;

1. Uncompress and store incoming data in the cache volume. One folder exists for each VM DK under
protection.

Reverse coalescing received datainto individual blocks.

Read/retrieve old data blocks from VMDK.

Write old data blocks to MT retention volume for Journal.

Writes individual new blocks to target VM DKs.

For every write at the source, 2 writes and 1 read exist at the destination performed by the MT.

A

Data protection will continue until disaster declaration. During a DR event, a predefined VM recovery
plan to secondary site can be started. The recovery plan will:

1. Unmount protected disks (VMDK) attached to the MT and release the read/write lock.
2. Readdress the secondary server with new IP address and subnet.
3. Power on the secondary server (VM).

Once the primary site comes back online, afailback plan can be created. It is called a failback plan
because the objective is to restore the latest data from the secondary site to the newly restored primary
site. Under the covers, a failback plan worksidentically as a protection plan; the only difference is the
direction of data protection, secondary to primary versus primary to secondary. Once failback replication
reaches "Differential Sync" status, the recovery plan can be executed to bring the serversin primary site
back in service.

This chapter includes the following major topics:
e Protection Workflows, page 4-2
¢ Recovery Workflows, page 4-37
¢ Failback Protection Workflows, page 4-46
¢ Resume Protection Workflows, page 4-78
¢ DR Drill Workflows, page 4-84

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Protection Workflows

InMage vContinuum is a DR solution for VMware vSphere (ESX and ESXi) servers and physical
servers. vContinuum protects VMs on your primary ESX/ESXi server, and your physical servers, by
replicating them to a secondary ESX/ESXi server and recovering them on the secondary ESX/ESXi
server when needed. vContinuum not only captures all changes, but also provides the ability to recover
to any point in time during the configured retention period.

Figure 4-1 Protection Plan Overview
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vContinuum supports two types of protection:

e Virtual-to-Virtural (V2V): Primary customer VMsthat reside on the primary VMware ESX server
are protected and recovered as secondary provider VMs on the secondary VMware ESX server.

¢ Physical-to-Virtual (P2V): Customer physical servers can be protected and recovered as a
secondary provider VM on a secondary VMware ESX server.

When a V2V or P2V protection plan isfirst created, the initial volume replication can be bandwidth
intensive. Offline Sync is a feature that allows for initial volume replication to occur offline instead of
over aWAN. This technique eliminates the initial volume replication over the WAN, thereby reducing
the overall WAN bandwidth required to perform the protection plan.

This section includes the following topics:
e Setting up Virtual-to-Virtual (V2V) Protection Plan, page 4-2
e Setting up Physical-to-Virtual (P2V) Protection Plan, page 4-18
e Offline Sync, page 4-26

Setting up Virtual-to-Virtual (V2V) Protection Plan

Virtual-to-virtual protection enables the recovery of a VM, including OS partition and application data,
to aprior point in time. A dedicated VM, called a"master target” or "MT," needs to be prepared on the
secondary vSphere server. The MT receives all the changes of the primary server and stores them in the
retention store. When a disaster event is declared, the administrator can recover a VM to a specific
consistency point or point in time. InMage provides awizard to facilitate the creation of protection plans
and other actions. The vContinuum wizard will be used to create a new protection plan for five primary
Windows 2008 VMs in this section.
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Note The following steps to configure a protection plan are based on the online Scout Help, which can be
accessed from the main vContinuum page.

Summary of Steps

Step1  Start vContinuum wizard application.
a. Select the primary vCenter to view available source servers.
— Select VM(s) and their volumes to protect.
b. Select the secondary vCenter to view available MT(s).
- Select MT(s).
¢. Configure replication options.
d. Select datastores in secondary vCenter to create recovery VM(s).

e. Configure recovery VM(s) configuration options (for example, network, hardware, display name,
sparse retention settings).

f. Finalize protection plan.

Step2  Monitor protection plan.

Detailed Steps

Step1  On the Management Console, start the vContinuum wizard application using the desktop icon or Start
menu shortcut Start > Program > InMage System > VContinuum > vContinuum:

a. Select ESX in the Choose Application drop-down list for V2V protection plan.
b. Enter the CX server |P address and port number (the default is 80).

c. Select New Protection to create a new protection plan.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-2 Creating New V2V Protection Plan in vContinuum
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d. Enter the primary vSphere/vCenter |P address, Username, Password, and Guest OS Type and then
click Get Details to view available source servers.

Disaster Recovery as a Service (DRaa$), Release 1.0
m. Design and Implementation Guide |



| Chapter4 Disaster Recovery Workflow

Protection Workflows

Figure 4-3 Selecting Primary vSphere/vCenter
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e. Select the primary VM(s) and their volumes to protect, then click Next.

S

Note e Whenaprimary VM isselected, the General Details section of the vContinuum wizard shows details
about the selected VM.

e By default, all local volumes are selected for protection. Volumes can be omitted from the protection
plan by deselecting the volumes, but the disk that contains the operating system must be selected or
the recovered VM will not be able to start after a disaster event.
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Figure 4-4 Selecting Primary VMs
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f. Enter the secondary vSphere/vCenter |P address, Username, and Password, and then click Get
Details to view the available MT(s).

N

Note TheMT must be of the same OS family asthe primary VM(s) it protects. If the primary VMs
use Windows, then the MT must also be Windows. The same requirement exists for Linux
servers. For moreinformation on MT considerations, refer toM aster Target—Enterprise and
Service Provider, page 3-1.

g. Select the MT that will be used to protect the selected primary VM(s) and then click Next.

Disaster Recovery as a Service (DRaa$), Release 1.0
m. Design and Implementation Guide |



| Chapter4 Disaster Recovery Workflow

Figure 4-5 Selecting Secondary MT(s)
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h. Configure replication options.

- Inthe Process server IP field, select the process server located in the primary network (e.g.,

204408

Enterprise). Multiple process servers can be deployed and associated with alimited number of

primary VMs for scalability.

- IntheRetentionsize (in MB) field, enter the maximum amount of disk spaceto usefor retention

data.

- Inthe Retention Drivefield, select the drive letter that is associated with the retention drive on

the MT.

— Inthe Retention (in days) field, enter the maximum number of days to store retention data.

Note e The amount of retention data can be limited by disk space, time, or both. For more information on

retention data considerations, refer to Retention Volume Sizing, page 3-3.

e The vContinuum wizard release used during testing (v.4.1.0.0) did not allow the user to configure
the retention window lower than one day. If aretention window smaller than one day is desired, the

retention window can be later adjusted to less than one day through the CX Ul in the Protect >

Volume > Settingspage.

i. Inthe Consistency interval (in mins) field, enter the number of minutes between execution of the
replication jobs. The replication jobs will run every x minutes generating application consistency
recovery points for the primary VMs. This value determines the RPO for consistency point-based

recovery.
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Figure 4-6 Configuring Replication Options
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j. Select the target datastores in secondary vCenter to create recovery VM (s) and then click Next.
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Figure 4-7 Selecting Datastores in Secondary vCenter
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k. Specify configuration options for recovered VM(s) in the secondary vSphere/vCenter environment
(for example, network, hardware, display name, sparse retention settings).

- Select which network interfaces to include in the recovery VM(s).

- Configurethe port group to use in the secondary vSphere/vCenter network and any new network
configurations. By default, the network configuration of the primary VM(s) will be used and
may need to be changed. If an interface will use DHCP in the secondary vSphere/ vCenter
environment to get an | P address, then select DHCP and the appropriate port group (for
example, Network Label).
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Figure 4-8 Configure Network Settings for VM in Secondary vCenter (DHCP)
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Figure 4-9 Configure Network Settings for VM in Secondary vCenter (New IP Address)
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If multipleinterfaces are sel ected, some additional configuration may be required for proper
routing. Only one of theinterfaces should be configured with adefault route and if any static
routes are reguired, they must be added after the recovered VM is powered up via scripts or
manual configuration.

- Configurethe hardware settingsfor the VM (s) in the secondary vSphere/vCenter. These settings
can be applied to all VMs in the protection plan by selecting Use these values for all VMs.

— Configure the display name for the VM(s) in the secondary vSphere/vCenter. To apply the
"Keep same as source,” "Apply Pre-fix," and "Apply Suffix" optionsto all VMsin the
protection plan, select Use for all VM(s).
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Figure 4-10 Configure Display Name for VM in Secondary vSphere/vCenter

A/ Protect I B
ScoutCIdd vContinuum <~ InMage

4.1.0.0

=- S_ourc:e: E126.104.138 MNetwork, Configuration
- 19wk B-src-1
ke NIC IR Dhhange Sekect
G2k o3 163.254.39.82 Change v

o kB4 00:50:56:46:0B:C0 | 8.24.81.112 Change v
o 432k Grarc-5

Protect

-/ Seleck Primary ¥M (s)

~ Select Secondary ES:
~* Select Datastor:
= ¥M Con

Protect Hardware Configuration Dizplayname Settings

CPUs m  Feep same a5 source

z 7 Eriter target displayname
> Memary [2072 = [me= get dispiay!
£ Help o  Apply Pre-fis

v )
Gt oo el s G V¥ se these valuss far all YMs = Apply Suffix I—DH
which you would like to

GRS, W Use for all vMz)
Select drives on master

target to store the retention
dataRetention data can be
configured based on the
amount of space allocated or
by the number of days warth
of data ko save.Provide the
schedule ko generate the
application consistency
points

Advanced settings

Click here to know maore < Previous | Mext > | Cancel |

204413

I. Click Advanced settingsto access advanced settingsfor protection. The default configuration shown
in Figure 4-11.

- Inthe Sparse Retention section, advanced retention settings can be configured to have varying
number of retention points based on age. A small number of retention points can be stored for
weeks or months in the past, while more retention points can be stored for days in the past.

- Inthe Folder Name Settings section, the directory for the VM in the datastore can be configured.
- Inthe Compression section, compression type can be changed or disabled.

- Inthe Encryption section, encryption can be enabled for the primary VM to the Process Server
path, the Process Server to M T path, or both.

- Inthe Resource pool section, a resource pool on the secondary vSphere/vCenter can be
specified. Resource pools can be used to isolate tenants from each other.

- Inthe Provisioning section, thin or thick provisioning can be configured.
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Figure 4-11 Optional Advanced Settings for VM Protection
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- Click Next to advance to the final page.
m. Finalize the protection plan.
— Click Run Readiness Checksto perform checks.
— Enter aname for the protection plan.
— Click Protect to finalize the protection plan.
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Figure 4-12 Finalize Protection Plan
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Step2  Monitor theprotection plan. After finalizing the protection plan, vContinuum goes through a number of
steps to put the protection plan in place. Theinitialization of the protection plan can be monitored from

the status window.
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Figure 4-13 Protection Plan Initializing (vContinuum)
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Figure 4-14 Protection Plan Monitoring (vContinuum)
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Figure 4-15 Protection Plan Initializing (Service Provider vCenter)
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Figure 4-16

Figure 4-17

Master Target Disk Layout (Service Provider vCenter)
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Setting up Physical-to-Virtual (P2V) Protection Plan

Theentire physical server, including operating system and data, can be protected using vContinuum. The
physical server isreplicated to VMs running on ESX servers located at the secondary site. These VMs
can then be powered up at the time of disaster or whenever required. Secondary VMs can be protected
back to physical servers using the steps described in the virtual-to-physical (V2P) procedure found in
“Virtual-to-Physical (V2P) Failback Protection” section on page 4-59. P2V supports both Windows and
Linux operating systems.

Note  The following steps to configure a protection plan are based on the online Scout Help, which can be
accessed from the main vContinuum page.

Summary of Steps
1. Create a new protection plan using the vContinuum wizard.

Select the primary physical server(s) and volume(s) to protect.

Select the secondary site MT.

Configure the replication options and select the secondary site target datastore.
Configure the secondary VM(s) configuration options.

Configure the secondary VM(s) configuration advanced settings (optional).

Run the readiness check, name the protection plan, and protect.

® N o o B W N

Monitor the protection plan status from the CX UI.

Detailed Steps

Step1  Create a new protection plan using the vContinuum wizard.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-18 Create P2V Protection Plan using vContinuum
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¢ Onthe Management Console, start the vContinuum wizard application via the desktop icon or Start
menu shortcut Start>Program>InMage System>V Continuum>vContinuum.

¢ Select P2V from the Choose Application drop-down list for P2V protection plan.
¢ Enter the CX server's |P address and port number (default is 80).
e Select New Protection to create a new protection plan.

Step2  Select the primary physical server(s) and volume(s) to protect.

Disaster Recovery as a Service (DRaa$), Release 1.0
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Figure 4-19 Select Source Server
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e Setthe OStypeto Linux and select Get Detailsto retrieve alist of registered Linux primary servers.
The list includes both virtual and physical servers.
e Select the physical server(s) and disk(s) to protect.
¢ Click Next to continue.
S
Note By default, all local volumes are selected for protection. Volumes can be omitted from the
protection plan by desel ecting the volumes. When protecting Linux physical servers, disk labels
displayed in vContinuum may not map to the same disk in the physical server. For example, the
label disk0 displayed in vContinuum may not map to the Linux physcial disk /dev/sda.
Step3  Select the secondary site MT.

[ Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-20 Select Secondary ESX and Master Target
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¢ Enter the secondary vSphere/vCenter |P address and login credentials.

¢ Click Get Detailsto list the available MT(s).

e Select the MT that will be used to protect the selected primary physical server(s) or VM(s).

e Click Next.

Note

The MT must be of the same OS family asthe primary physical server it protects. If the primary

server run Linux OS, then the MT must also run Linux OS. The same requirement exists for

Windows servers.

Step 4

Configure the replication options and specify the secondary site datastore.

| Design and Implementation Guide
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Step 5

Figure 4-21

Configure Replication Options and Select Datastore
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Note

In the Process server |P field, select the process server located in the primary network (e.g.,
Enterprise). The process server is used for both virtual and physical volume replication. Multiple
process servers can be deployed for scale.

In the Retention size (in MB) field, enter the maximum amount of disk space to use for retention
data.

In the Retention Drive field, select the Windows drive letter or Linux mount point that is associated
with the retention drive on the MT.
In the Retention (in days) field, enter the maximum number of days to store retention data.

In the Consistency interval (in mins) field, enter the number of minutes between execution of the
replication jobs. The replication jobs will run every x minutes generating application consistency
recovery points for the primary VMs. This value determines the RPO for consistency point-based
recovery.

Click Next to continue.

The amount of retention data can be limited by disk space, time, or both. The vContinuum
wizard release used during testing (v.4.1.0.0) did not allow the user to configure the retention
window lower than one day. If aretention window smaller than one day is desired, the retention
window can be later adjusted to |ess than one day through the CX Ul in the Protect > Volume
> Settings page.

Configure the secondary VM (s) configuration options.
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Figure 4-22 Configure the VM Configuration
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Select the network interfaces to include in the secondary VM(s).

Click Changeto assign the interface | P address and port group. The address and port group can be
static or assigned dynamically via DHCP.

Configure the hardware settings for the secondary VM(s); for example, the number of CPU and size
of RAM. These settings can be applied to all secondary VMsin the protection plan by selecting Use
these values for all VMs.

Configure the display name for the secondary VM(s) in the vSphere/vCenter. The "Keep same as
source," "Apply Pre-fix," and "Apply Suffix" options can be applied to all VMsin the protection
plan by selecting Use for all VM(s).

Click Advanced settings to access optional advanced settings for the protection plan.

Or, click Next to continue.

If multiple interfaces are selected, some additional configuration may be required for proper
routing. Only one of the interfaces should be configured with a default route and if any static
routes are required, they must be added after the recovered VM is powered up via scripts or
manual configuration.

Step6  Configure the secondary VM (s) configuration optional advanced settings.

Disaster Recovery as a Service (DRaa$), Release 1.0
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Figure 4-23 VM Configuration Advanced Settings
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¢ In the Sparse Retention section, advanced retention settings can be configured to have varying
number of retention points based on age. L ess retention points can be stored for weeks or monthsin

the past, while more retention points can be stored for days in the past.

204426

¢ Inthe Folder Name Settings section, the directory for the VM in the datastore can be configured.

¢ Inthe Compression section, compression type can be changed or disabled.

¢ Inthe Encryption section, encryption can be enabled for the primary VM to Process Server path, the

Process Server to MT path, or both.

¢ Inthe Resource pool section, a resource pool on the secondary vSphere/vCenter can be specified.

Resource pools can be used to isolate tenants from each other.

¢ Inthe Provisioning section, thin or thick provisioning can be configured.

Step7  Run the readiness check, name the protection plan, and protect.

[ Disaster Recovery as a Service (DRaa$), Release 1.0
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Figure 4-24 Run the Protection Plan
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< Previous Pratect Cancel

¢ Click Run Readiness Checksto perform checks.
¢ Enter aname for the protection plan.
¢ Click Protect to finalize the protection plan.

Step8  Monitor the protection plan status from the CX Ul.

Resync and differential datain transit can be monitored from the CX Ul. Refer to “RPO and Health
Monitoring” section on page 5-5 for details on monitoring.

Disaster Recovery as a Service (DRaa$), Release 1.0
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Figure 4-25 Monitor the Protection Plan Status
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Offline Sync

Theinitial copy of datain a protection plan is both WAN bandwidth intensive and takes a long time to
complete. The offline sync feature can be used to limit the amount of WAN bandwidth and time required
for the initial protection plan sync. Thisis accomplished by sending this first time copy of datato the
secondary site via aremovable mediainstead of transmitting the data across the WAN. The data copied
to removable media can then be shipped to the secondary site for offline import.

Primary serversarefirst protected to alocal vSphere server in the primary site. After volume replication
to thelocal MT is complete, the MT is shutdown and folders containing the MT VM, along with a
temporary staging folder called InMage OfflineSync Folder, are copied to a removable media and
shipped to the secondary site. Folders can then be restored to the secondary vSphere server viathe
Offline Sync Import feature. Once the Offline Sync Import is complete, replication resumes and data
changes called differentials get sent across WAN network in a normal way.

Offline sync has the following three steps:

Step1  Offline sync export.
Step2  Transfer folders to the removable media and copy them to the secondary vSphere server.
Step3  Offline sync import.

Note  This example documents two steps in the offline sync workflow: offline sync export and offline sync
import. The transfer step is completely bypassed by allowing the exported data to be replicated to the
secondary site MT and copied directly to atemporary staging folder of a secondary site datastore. The
primary server used in this example is a physical server running CentOS.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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This section presents the following topics:
e Offline Sync Export, page 4-27
e Offline Sync Import, page 4-33

Offline Sync Export
A

Note The following steps to configure offline sync export are based on the online Scout Help, which can be
accessed from the main vContinuum page.

Summary of Steps
1. Create an offline sync export plan using the vContinuum wizard.

Select the primary physical server(s) and volume(s) to protect.

Select the secondary site MT.

Configure the replication options and specify the secondary site datastore.
Run the readiness check to finalize the offline sync export plan.

Monitor the protection plan status from the CX Ul.

N e o &2 w N

Remove the MT from the vSphere/vCenter inventory.

Detailed Steps

Step1  Create an offline sync export plan using the vContinuum wizard.

Disaster Recovery as a Service (DRaaS$), Release 1.0
| Design and Implementation Guide .m



Chapter4  Disaster Recovery Workflow |

I Protection Workflows

Figure 4-26 Create Offline Sync Export using vContinuum
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¢ Onthe Management Console, start the vContinuum wizard application viathe desktop icon or Start
menu shortcut Start > Program > InMage System > VContinuum > vContinuum.

¢ Select P2V from the Choose Application drop-down list for P2V protection plan.

¢ Enter the CX server'l P address and port number (default is 80).

¢ Select Offline Sync and OfflineSync Export to create the offline sync export workflow.
Step2  Select the primary physical server(s) and disk(s) to protect.
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Figure 4-27 Select Primary Physical Server to Protect
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¢ Set the OStypeto Linux and select Get Detailsto retrieve alist of available registered Linux
primary servers. The list includes both virtual and physical servers.

e Select the physical server(s) and disk(s) to protect.
¢ Click Next to continue.

Note By default, all local volumes are selected for protection. Volumes can be omitted from the
protection plan by desel ecting the volumes. When protecting Linux physical servers, disk labels
displayed in vContinuum may not map to the same disk in the physical server. For example, the
label disk0 displayed in vContinuum may not map to the Linux physical disk /dev/sda.

Step3  Select the secondary site MT.
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Figure 4-28 Select the Secondary ESX and Master Target
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< Previous | Newt » Cancel |

¢ Enter the secondary vSphere/vCenter |P address nd login credentials.
¢ Click Get Detailsto list the available MT(s).
e Select the MT that will be used to protect the selected primary physical server(s).

¢ Click Next to continue.

Note The MT must be of the same OS family as the primary VM(s) it protects. If the primary VMs
use Linux, then the MT must also be Linux. The same requirement exists for Windows servers.

Stepd4  Configure the replication options and specify the secondary site datastore.
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Figure 4-29 Configure Replication Options and Select Datastore
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In the Process server | Pfield, select the process server located in the primary network (for example,
enterprise). The process server is used for both virtual and physical volume replication. Multiple
process servers can be deployed for scale.

In the Retention size (in MB) field, enter the maximum amount of disk space to use for retention
data.

In the Retention Drive field, select the Windows drive letter or Linux mount point that is associated
with the retention drive on the MT.

In the Retention (in days) field, enter the maximum number of days to store retention data.

In the Consistency interval (in mins) field, enter the number of minutes between execution of the
replication jobs. The replication jobs will run every x minutes generating application consistency
recovery points for the primary VMs. This value determines the RPO for consistent point-based
recovery.

Click Next to continue.

N

Note The amount of retention data can be limited by disk space, time, or both. The vContinuum
wizard release used during testing (v.4.1.0.0) did not allow the user to configure the
retention window lower than one day. If aretention window smaller than one day is desired,
the retention window can be later adjusted to less than one day through the CX Ul in the
Protect > Volume > Settings page.

Run the readiness check to finalize the offline sync export plan.
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Figure 4-30 Run the Offline Sync Import Plan
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¢ Click Run Readiness Checksto perform checks.
¢ Enter aname for the protection plan.
¢ Click Protect to finalize the protection plan.
Step6  Monitor the protection plan status from the CX Ul.
Figure 4-31 Figure 4-31.Monitor the Offline Sync Export Status using the CX Ul
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S

Note  Volume replication is complete when all volume replications achieve Differential Sync status.
Step 7 Remove the MT from the vSphere/vCenter inventory.

Figure 4-32 Figure 4-32.Remove the Master Target from vSphere/vCenter Inventory
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5 Tasks @ Alams

S,
Note The MT should be powered off, then removed from the vSphere/vCenter inventory prior

performing Offline Sync Import. Refer to “ Offline Sync Import” section on page 4-33for details
on Offline Sync Import.

CIEET |

Offline Sync Import
~

Note  Thefollowing steps to configure offline sync import are based on the online Scout Help, which can be
accessed from the main vContinuum page.

Summary of Steps

1. Create an offline sync import plan using the vContinuum wizard.
2. Select the vSphere host and datastore.

3. Monitor the offline sync import plan in vContinuum.

4. Power onthe MT.

Disaster Recovery as a Service (DRaa$), Release 1.0
[ Design and Implementation Guide .m



Chapter4  Disaster Recovery Workflow |

I Protection Workflows

Detailed Steps

Step1  Create an offline sync import plan using the vContinuum wizard.

Figure 4-33 Create the Offline Sync Import Workflow using vContinuum
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On the Management Console, start the vContinuum wizard application viathe desktop icon or Start
menu shortcut Start > Program > InM age System > VContinuum > vContinuum.

Select P2V from the Choose Application drop-down list for P2V protection plan.

Enter the CX server |P address and port number (default is 80).

Select Offline Sync and OfflineSync Import to create the offline sync import workflow.

Select the primary physical server(s) to import.
Click Next to continue.

Step2  Select the vSphere host and datastore.
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Figure 4-34 Configure the Secondary vSphere Server and Select the vSphere Host and Datastore
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¢ Enter the secondary vSphere/vCenter |P aaddress and login credentials.
¢ Click Get Detailsto list the availble vSphere hosts and MT datastores.
¢ Select the vSphere ESX Host.

e Select the MT Datastore.

¢ Click Import to continue.

Note The exported data from the offline sync export plan was copied to the temporary staging folder
on the secondary site MT and datastore. Therefore, the data transfer step via removable media

is not required in this example.

Step3  Monitor the offline sync import plan in vContinuum.
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Figure 4-35 Run the Offline Sync Import Workflow
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¢ Click Done once the import operation is completed. Step 4 Power on the MT.
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Recovery Workflows Il
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What is a Virtual Machine?

A virtual machine is a software computer that, like a

physical computer, runs an operating system and

applications. An operating system installed on a virtual

machine is called a guest operaling system

Because every virtual machine 5 an isolated computing
environment, you can use virtual machines as desklop or
workstation environments, as lesting environments, or to

consolidate server applications.

In vCenter Server, virtual machines run on hosts or
clusters. The same host can run many virtual machines

Basic Tasks
[ Power on the virtual machine

£ Edit virtual machine settings

close tab [X]

Virtual Machines

e
|
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Note Theoffline sync import process is complete once the MT VM is added back to vSphere/vCenter
inventory and powered on.

Recovery Workflows

Once a protection plan isin place, the recover operation can be used to recover a primary server in a
secondary vSphere environment when a disaster event occurs. This operation creates a VM on the
secondary vSphere server based on a snapshot of the primary server. The snapshots can be based on the
following consistency points or pointsin time:

e Latest application consistent point

e Latest pointintime

e Consistency point near (prior to) any given time

e Specific time

| Design and Implementation Guide
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Figure 4-37 Primary Server Recovery Overview
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Note  The following steps to recover a primary server are based on the online Scout Help, which can be
accessed from the main vContinuum page.

Summary of Steps
1. Start the vContinuum wizard application:

a. Select VM(s) to recover.
b. Specify snapshot to use based on time or tag.
c. Perform Readiness Check to make sure the VM(s) are ready for recovery.
d. Configure network, hardware, and display name for new VM(s).
e. Specify recovery job type and time to execute.
f. Finalize recovery and execute.
2. Monitor recovery.

Detailed Steps

Step1  Onthe Management Console, start the vContinuum wizard application via the desktop icon or Start
menu shortcut Start > Program > InMage System > VContinuum > vContinuum.

a. Select ESX from the Choose Application drop-down list to view V2V protection plans or P2V for
P2Vv.

b. Enter the CX server |P address and port number (default is 80) and then click Get Plans.
c. Select the Manage Plans radio button and then click Recover.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-38 Starting Recover on vContinuum
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d. Select the primary VM(s) to recover and then click Next.
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Figure 4-39 Selecting Primary VMs for Recovery
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Specify snapshot to use based on time or tag:

L atest Tag: Select thisoption to recover aVM to alatest tag that is common across all volumes
of aVM. For example, if aVM that has three volumes (for example, C, E, and F), the latest
common tag that is available across all volumes at same time point across all volumesis used.

Latest Time: Select this option to recover aVM to alatest common point time among all
volumes of aVM. Only common time points where volumes are in green state (data mode) are
considered. For example, if aVM that has three volumes (for example, C, E, and F), the latest
common time where all three volumes are in green state (data mode) is used.

Tag at Specified Time (Source Time Zone): Select this option to recover a VM to a common
tag prior to the specified time. For example, if aVM that has three volumes (for example, C, E,
and F), the latest tag available prior to that timeisused. Thetime provided isconvertedto GMT
and compared against the timestamps in the retention logs. The closest consistency point prior
to the time provided will be used to recover the VM.

Specific Time (Source Time Zone): Select this option to recover aVM to acommon point in
time among all volumes of aVM. Thetime provided isconverted to GM T and compared against
the time stamps of the primary server. All recovery times are based on primary server'stime
stamps and not the secondary or management console times.

N

Note

Click Apply for all VMsto perform the recovery for all VMs at the specified snapshot type.
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f. Click Run Readiness Check to make sure the VM(s) are ready for recovery. If the check passes,
click Next to advance to the next page.

Figure 4-40 Running Readiness Check for Recovery
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g. Configure network and hardware settings for the new VM(s) if these configurations need to be
different than what was defined in the original protection plan. In Figure 4-41, no changes were
made to the settings in the protection plan. Click Next to move to the next page.
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Figure 4-41
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Modifying Network and Hardware Settings for Recovery

Select the order in which the new VMs should be powered up. For example, if some VM(s) are

dependent on another VM to up and running before they should power up, then you want to have

the dependent VM (s) power up last. The default Recover Order isall "1" and all VM(s) will be
powered up within seconds of each other.

Specify recovery job type and time to execute based on one of the following three ways:

— Recovery Option set to Recovery Now, Recovery Through set to FX Job, and plan name entered
into Recovery Plan Name.

— Recovery Option set to Recovery Now, Recovery Through set to WMI Based, and no plan name

required.

— Recovery Option set to Recovery L ater, and plan name entered into Recovery Plan Name. If you
select Recovery Later, an FX job is created, which can manually started at any time.

In Figure 4-42, the recover operation is configured for an immediate WMI-based recovery.
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Figure 4-42 Finalizing Recover Operation
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Click Recover to start the recovery operation.
Monitor recovery.

After starting the recovery, vContinuum goes through several steps to execute the recovery, which
can be monitored from the status window.
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Figure 4-43 Recover Starting (vContinuum)
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Figure 4-44
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Figure 4-45
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Note  Before executing the recovery, ensure that sufficient resources (for example, memory, CPU) are
available on the target ESX/ESXi. If there are insufficient resources, the recovered VMs cannot be
powered on and will have to be manually powered on.

Failback Protection Workflows

PrepareaMT on the primary vSphere server before starting the protection. Failback operation replicates
any new changes made on the secondary VMs back to the primary VM after failover. Failback can be
done only on those VMs that are failed over to the secondary server. Replication pairs are set from
secondary VMs running on secondary vSphere to the MT running on primary vSphere server.

Figure 4-46 Failback Protection Overview
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This section includes the following topics:
e Virtual Failback Protection, page 4-46
e Virtual-to-Physical (V2P) Failback Protection, page 4-59

Virtual Failback Protection
N

Note The following steps to configure and execute a failback recovery are based on the online Scout Help,
which can be accessed from the main vContinuum page.

Summary of Steps
1. Create failback protection plan.

a. Start vContinuum wizard application.
b. Select secondary VM(s) for failback recovery.
¢. Select MT on primary vSphere/vCenter server.

d. Finalize protection plan.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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2. Monitor failback protection.
3. Execute failback recovery.
a. Specify snapshot to use based on time or tag.
b. Perform Readiness Check to make sure the VM(s) are ready for DR Drill.
c. Configure network, hardware, and display name for new VM(s).
d. Select datastore(s) for new VM(s).
e. Enter failback recovery plan name and initiate drill.

4. Monitor failback recovery.

Detailed Steps

Step1  Create failback protection plan.

a. Onthe Management Console, start the vContinuum wizard application viathe desktop icon or Start

menu shortcut Start>Program>InM age System>V Continuum>vContinuum.
b. Select ESX from the Choose Application drop-down list to view V2V protection plans.
¢. Enter the CX server IP address and port number (default is 80), then click Get Plans.
d. Select the Manage Plans radio button and then click Failback Protection.

e. Select the secondary VM(s) for failback recovery and click Next.

Figure 4-47 Starting Failback Recovery Protection on vContinuum
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f. Verify the selected secondary VM(s) for failback recovery and click Next.
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4-48

Figure 4-48 Verify Secondary VM(s) Selected for Failback Protection
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g. Enter the primary vSphere/vCenter | P address, Username, and Password, then click Get Detailsto
view the available MT(s).

S

Note = TheMT must be of the same OS family asthe secondary VM(s) it protects. If the secondary VM s
use Windows, then the MT must also be Windows. The same requirement exists for Linux
servers. For more information on MT considerations, refer to Master Target—Enterprise and
Service Provider, page 3-1.

— Select the MT that will be used to protect the selected secondary VM(s) and click Next.

Disaster Recovery as a Service (DRaa$), Release 1.0
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Figure 4-49 Selecting Primary Master Target(s)

Failback Protection Workflows
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h. Configure replication options.

- Inthe Process server |P field, select the process server located in the secondary network (for

example, SP). Multiple process servers can be deployed and associated with a limited number

of secondary VMs for scalability.

- IntheRetentionsize (in MB) field, enter the maximum amount of disk spaceto use for retention

data.

- Inthe Retention Drivefield, select the drive letter that is associated with the retention drive on

the MT.

— Inthe Retention (in days) field, enter the maximum number of days to store retention data.

Note e The amount of retention data can be limited by disk space, time, or both. For more information on
retention data considerations, refer to “ Retention Volume Sizing” section on page 3-3.

e The vContinuum wizard release used during testing (v.4.1.0.0) did not allow the user to configure
the retention window lower than one day. If aretention window smaller than one day is desired, the

retention window can be later adjusted to less than one day through the CX Ul in the Protect >

Volume > Settings page.

- Inthe Consistency interval (in mins) field, enter the number of minutes between execution of
the replication jobs. The replication jobs will run every x minutes generating application
consistency recovery points for the secondary VMs. This value determines the RPO for

consistency point based recovery.

Disaster Recovery as a Service (DRaa$), Release 1.0
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i. Select the target datastores in primary vCenter to create recovery VM(s) and click Next.

Figure 4-50 Selecting Datastores in Secondary vCenter
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j. Finalize failback protection plan.
— Click Run Readiness Checksto perform checks.
— Enter aname for the failback protection plan.
— Click Protect to finalize the failback protection plan.

Disaster Recovery as a Service (DRaa$), Release 1.0
m. Design and Implementation Guide |



| Chapter4 Disaster Recovery Workflow

Failback Protection Workflows

Figure 4-51 Finalize Protection Plan
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Step2  Monitor protection plan. After finalizing the failback protection plan, vContinuum goes through several
steps to put the protection plan in place. Theinitialization of the protection plan can be monitored from
the status window.
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Failback Protection Plan Initializing (vContinuum)

Figure 4-52
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Figure 4-53 Recover Monitoring (vContinuum)
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Figure 4-54 Failback Replication Syncing (CX Ul)
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Step3  Once the failback protection plan is completed and replication synced, a failback recovery can be
executed.

a. Select ESX from the Choose Application drop-down list to view V2V protection plans.
b. Enter the CX server's |P address and port number (default is 80), then click Get Plans.

o

Select the Manage Plans radio button and then click Recover.
d. Select the secondary VM(s) for failback recovery and then click Next.
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Figure 4-55 Starting Failback Recovery on vContinuum
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f.

Specify snapshot to use based on time or tag.

- Latest Tag: Select thisoption torecover aVM to alatest tag that is common across all volumes
of aVM. For example, if aVM that has three volumes (for example, C, E, and F), the latest
common tag that is available across all volumes at same time point across all volumesis used.

- Latest Time: Select this option to recover aVM to alatest common point time among all
volumes of aVM. Only common time points where volumes are in green state (data mode) are
considered. For example, if aVM that has three volumes (for example, C, E, and F), the latest
common time where all three volumes are in green state (data mode) is used.

- Tag at Specified Time (Source Time Zone): Select this option to recover aVM to acommon
tag prior to the specified time. For example, if aVM that has three volumes (for example, C, E,
and F), the latest tag available prior to that timeisused. Thetime provided isconvertedto GMT
and compared against the timestamps in the retention logs. The closest consistency point prior
to the time provided will be used to recover the VM.

— Specific Time (Source Time Zone): Select this option to recover aVM to a common point in
time among all volumes of aVM. Thetime provided isconverted to GM T and compared against
the time stamps of the secondary server. All recovery times are based on secondary server'stime
stamps and not the primary or management consol e times

N

Note

Click Apply for all VMsto perform the recovery for all VMs at the specified snapshot type.

Click Run Readiness Check to make sure the VM(s) are ready for recovery. If the check passes,
click Next to advance to the next page.
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Figure 4-56 Running Readiness Check for Failback Recovery
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g. Configure network and hardware settings for the new VM(s) if these configurations need to be
different than what was defined in the original protection plan. In Figure 4-57, no changes were
made to the settings in the protection plan. Click Next to move to the next page.

Disaster Recovery as a Service (DRaa$), Release 1.0
m. Design and Implementation Guide |



| Chapter4 Disaster Recovery Workflow

Failback Protection Workflows

Figure 4-57 Modifying Network and Hardware Settings for Failback Recovery
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h. Select the order the new VMs should be powered up in. For example, if some VM(s) are dependent
on another VM to up and running before they should power up, then you want to have the dependent
VM(s) power up last. The default Recover Order isall "1" and all VM(s) will be powered up within
seconds of each other.

i. Specify recovery job type and time to execute based on one of the following three ways:

- Recovery Option set to Recovery Now, Recovery Through set to FX Job, and plan name
entered into Recovery Plan Name.

— Recovery Option set to Recovery Now, Recovery Through set to WM | Based, and no plan
name required.

- Recovery Option set to Recovery L ater, and plan name entered into Recovery Plan Name. If you
select Recovery Later, an FX job is created, which can manually started at any time.

In Figure 4-58, the recover operation is configured for an immediate WMI-based recovery. The
powering up of the serverswill be staggered with T10-W2K8-SRC-1 first, T10-WINSRC-2 second,
and both T10-WIN-SRC3 and T10-WIN-SRC-5 third.
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Figure 4-58 Finalizing Recover Operation
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Figure 4-59 Primary Master Target Credentials Required
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Note The protection plans for recovery and failback recovery no londer exist in vContinuum or the
CX UI. A new recovery protection plan needs to be created to re-establish disaster recovery
protection.

Virtual-to-Physical (V2P) Failback Protection

Failback operation replicates any new changes made on the secondary VMs back to the primary physical
server after failover. Failback can be done only on physical servers that are failed over to the secondary
server. The V2P failback protection supports both Linux and Windows operating systems. A V2P
failback of a physical server running CentOS is documented in this section.

Virtual to physical (V2P) failback protection has the following steps:

Step1  Prepare the Physical Server.

¢ Connect to the server console and boot from the InMage LiveCD. In this step, edit the physical
server network, DNS, and firewall configurations.

Step2  Prepare the USB disk.
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e The minimum size of the USB disk should 8GB. The physical server will provide the MT function
for the failback process. Because of this, the USB disk will be configured with two Linux partitions.
The InMage Unified Agent isinstalled on the first partition and the MT retention driveisinstalled
on the second partition.

Step3  Create the Failback protection plan.

e The V2P failback is asimilar to the protection plan, but in the reverse direction. The primary VM
running in the secondary siteisfailed back to the physical server in the enterprise. The V2P failback
plan uses the secondary site process server and the physical server asthe MT.

Step4  Runthe Recovery plan.
¢ Run the failback recovery after the failback plan achieves differential sync status.

This section includes the following topics:
e Prepare the Physical Server, page 4-60
e Prepare the USB Flash Drive, page 4-63
e Create the V2P Failback Plan, page 4-68
¢ Recover the Physical Server, page 4-73

Prepare the Physical Server

Connect to the physical server console and boot from the InMage LiveCD. In this step, edit the physical
server network, DNS, and firewall configurations.

Summary of Steps
1. Boot the InMage LiveCD and run Setup.

Edit the physical server network configuration.

Edit the physical server DNS configuration.

Edit the physcial server firewall configuration.
Configure the physical server /etc/hosts file.

Configure the physical server /etc/sysconfig/network file.

Enable the physical server interface.

® N o g & W N

Restart the network service.

Detailed Steps

Step1  Boot the InMage LiveCD and run setup.
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Figure 4-60 Run Setup to Configure Network and Firewall Configurations

L .168.6.76 - K¥M Console

File View Macros Tools Help
KM VM ]
«% Applications Places System % = 3 [+ T Thu May 38, 23:29

£ root@scoutlivecd:~
Eile Edit View Search Jerminal Help
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Choose a Tool

Authentication configuration
Firewall configuration
Keyboard configuration

qu
System services

<Tab>/<Alt-Tab> between elements Use <Enter> to edit a selection

root@scoutlivecd:~

o
B root@scoutlivecd:- D = | g

Step2  Edit the physical server network configuration:
¢ Configure the IP address.
e Configure the subnet mask.
e Configure the gateway.
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Figure 4-61

Eile Edit View
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Search Terminal Help

Network Configuration

Name

Device

Use DHCP

Static IP

Netmask

Default gateway IP
Primary DNS Server
Secondary DNS Server
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DNS configuration

<Space> selects
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Step3  Edit the physical server DNS configuration:
¢ Configure the hostname.
Figure 4-62 Edit the DNS Configuration
Eile Edit Yiew 3Search Ieruu'nal Help
Hostname
Primary DNS
Secondary DNS
Tertiary DNS
DNS search path
<Tab=/<Alt-Tab> between elesents
Step4  Edit the physical server firewall configuration:

¢ Disablethe firewall service.
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Figure 4-63 Disable the Firewall
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Step5  Configure the physical server /etc/hosts file. Add the hostname entry scoutlivecd to the /etc/hosts file.

6.126.99.216scoutlivecdscoutlivecd
127.0.0.11localhost.localdomain localhostscoutlivecd: :1localhost.localdomain localhost6
localhostscoutlivecd

Step6  Configure the physical server /etc/sysconfig/network file. Configure the hostname scoutlivecd to the
letc/sysconfig/network file
NETWORKING=yes

NETWORKING_IPV6=no
HOSTNAME=scoutlivecd

Step7  Enablethe physical server interface. Set the ONBOOT option to Yes.

DEVICE=ethO BOOTPROTO=none
ONBOOT=yes
NETMASK=255.255.255.192
TYPE=Ethernet
HWADDR=e8:b7:48:4e:10:2e
IPADDR=6.126.99.216
GATEWAY=6.126.99.199
IPV6INIT=no USERCTL=no
Step8  Restart the network service.

service network restart

Prepare the USB Flash Drive

The minimum size of the USB disk should 8GB. The physical server will provide the MT function for
the failback process. Because of this, the USB disk will be configured with two Linux partitions. The
InMage Unified Agent isinstalled on the first partition and the MT retention folder isinstalled on the
second partition.

Summary of Steps
1. Insert the USB disk into the physical server and copy the InMage Unified Agent onto the USB disk.

2. List the server's available disk devices.
3. Create the disk partition for the InMage Unified Agent on the USB disk.
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Create the disk partition for the InMage Retention Folder on the USB disk.
Verify the newly created USB disk partitions.

Create the directories to be mount points for the two USB disk partitions.
Format the newly created USB disk partitions.

Mount the newly created USB disk partitions.

Install the InMage Unified Agent software.

10. Run the InMage Unified Agent install script.

© o N o a &

11. Agreeto the license terms and conditions

12. Specify where to install the Unified Agent installation software.
13. Configure the primary role of Scout Agent.

14. Configure the host agent Global settings.

15. Configure the host agent Agent setings.

Detailed Steps

Step1  Insert the USB disk into the physical server. Insert the USB disk and copy the InMage Unified Agent
onto the USB disk.

Step2  List the server's available disk devices.

[root@scoutlivecd /]1# fdisk -1

Disk /dev/sda: 299.0 GB, 298999349248 bytes 255 heads, 63 sectors/track, 36351
cylinders Units = cylinders of 16065 * 512 = 8225280 bytes Sector size
(logical/physical): 512 bytes / 512 bytes I/0 size (minimum/optimal): 512 bytes / 512
bytes Disk identifier: 0x00023254

Device BootStartEndBlocksId System

/dev/sdal *164512000 83 Linux

Partition 1 does not end on cylinder boundary.

/dev/sda264363522914785288e Linux LVM

Disk /dev/sdb: 200.0 GB, 200049647616 bytes 255 heads, 63 sectors/track, 24321
cylinders Units = cylinders of 16065 * 512 = 8225280 bytes Sector size
(logical/physical): 512 bytes / 512 bytes I/0 size (minimum/optimal): 512 bytes / 512
bytes Disk identifier: 0x393e8c4l

Device BootStartEndBlocksId System

Note e Thefdisk -l option is used to list the partition table(s).
¢ /dev/sdaisthe original disk partition, and /dev/sdb is the USB disk.

Step3  Create the disk partition for the InMage Unified Agent on the USB disk.

[root@scoutlivecd /]1# fdisk /dev/sdb

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to
switch off the mode (command 'c') and change display units to sectors (command 'u').
Command (m for help): n Command action

e extended

p primary partition (1-4)

b

Partition number (1-4): 1

First cylinder (1-24321, default 1): Using default value 1

Last cylinder, +cylinders or +size{K,M,G} (1-24321, default 24321): +3126M
Command (m for help): w

The partition table has been altered!
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Note

Step 4

Note

Step 5

Note

Step 6

Note

Step 7

Failback Protection Workflows

Calling ioctl() to re-read partition table.

e Thefdisk <disk> is used to change the partition table(s).

¢ Create a3 GB primary partition on the USB disk that will contain the InMage Agent software.

Create the disk partition for the InMage Retention Folder on the USB disk.

[root@scoutlivecd /1# fdisk /dev/sdb

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to switch off

the mode (command 'c') and change display units to sectors (command 'u').
Command (m for help): n

Command action

e extended

p primary partition (1-4)

b

Partition number (1-4): 2

First cylinder (401-24321, default 401):

Using default value 401

Last cylinder, +cylinders or +size{K,M,G} (401-24321, default 24321):
Using default value 24321

Command (m for help): w

The partition table has been altered!

Calling ioctl() to re-read partition table. Syncing disks.

e Thefdisk <disk> is used to change the partition table(s).

¢ Create the second primary partition on the remaining free space of the USB disk. This partition will

contain the MT retention folder.

Verify the newly created USB disk partitions.

[root@scoutlivecd /1# fdisk -1 /dev/sdb
Disk /dev/sdb: 200.0 GB, 200049647616 bytes 255 heads, 63 sectors/track, 24321
cylinders Units = cylinders of 16065 * 512 = 8225280 bytes Sector size

(logical/physical): 512 bytes / 512 bytes I/0 size (minimum/optimal): 512 bytes / 512

bytes Disk identifier: 0x393e8c4l
Device BootStartEndBlocksId System
/dev/sdb114003212968+ 83 Linux
/dev/sdb240124321 192145432+ 83 Linux

e Thefdisk -l option is used to list the partition table(s).
e /dev/sdbl is used for the InMage Unified Agent software
e /dev/sdb2 is used for the InMage MT retention drive

Create the directories to be mount points for the two USB disk partitions.

[root@scoutlivecd /]# mkdir /mnt/InMageAgent
[root@scoutlivecd /]# mkdir /mnt/InMageCDP

e /mnt/InMageAgent is used for the InMage Unified Agent Software
e /mnt/InMageCDP is used for the MT retention folder

Format the newly created USB disk partitions.

| Design and Implementation Guide

Disaster Recovery as a Service (DRaaS), Release 1.0 g



Chapter4  Disaster Recovery Workflow |

M Failback Protection Workflows

[root@scoutlivecd /]# mkfs.ext3 /dev/sdbl
mke2fs 1.41.12 (17-May-2010)
Filesystem label=
0S type: Linux
Block size=4096 (log=2)
Fragment size=4096 (log=2)
Stride=0 blocks, Stripe width=0 blocks
201200 inodes, 803242 blocks
40162 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=826277888
25 block groups
32768 blocks per group, 32768 fragments per group
8048 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912
Writing inode tables: done
Creating journal (16384 blocks): done
Writing superblocks and filesystem accounting information: done
This filesystem will be automatically checked every 38 mounts or 180 days,
whichever comes first. Use tune2fs -c or -i to override.
[root@scoutlivecd /]# mkfs.ext3 /dev/sdb2
mke2fs 1.41.12 (17-May-2010)
Filesystem label=
0S type: Linux
Block size=4096 (log=2)
Fragment size=4096 (log=2)
Stride=0 blocks, Stripe width=0 blocks
12009472 inodes, 48036358 blocks
2401817 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=4294967296
1466 block groups
32768 blocks per group, 32768 fragments per group
8192 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872
Writing inode tables: done
Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done
This filesystem will be automatically checked every 38 mounts or 180 days,
whichever comes first. Use tune2fs -c or -i to override.

Note e The mkfs.ext3 command is used to format the partitions
e /dev/sdbl contains the InMage Unified Agent software
e /dev/sdb2 contains the InMage MT retention folder

Step8  Mount the newly created USB disk partitions.

[root@scoutlivecd /]# mount /dev/sdbl /mnt/InMageAgent
[root@scoutlivecd /]1# mount /dev/sdb2 /mnt/InMageCDP

Note e The mount command is used to mount the partitions
¢ /dev/sdbl contains the InMage Unified Agent software
¢ /dev/sdb2 contains the InMage MT retention folder
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Step 9

Step 10

Step 11

Step 12

Step 13

Step 14
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Install the InMage Unified Agent software.
e Thetar command is used to extract the Unified Agent binary.
e Extract thefiles the newly created USB disk partition mounted to the /mnt/InMage/Agent directory.

[root@scoutlivecd InMageAgent]# tar xvzf
InMage_UA_7.1.0.0_RHEL6-64_GA_14May2013_release.tar.gz
InMageFx-7.1.0.0-1.x86_64.rpm
InMageVx-7.1.0.0-1.x86_64.rpm
.fx_build_manifest

install

uninstall.sh

install_fx

install_vx

EULA. txt

conf_file

.VX_version

.fx_version

0S_details.sh

[root@scoutlivecd InMageAgent]#

Run the InMage Unified Agent install script. Select option 3 to install both File and Volume replication
agents.

[root@scoutlivecd InMageAgent]# ./install

You can install the following :

File Replication Agent

Volume Replication Agent

Both

Please make your choice (1 or 2 or 3) here . Default [3]: 3

Agree to the license terms and conditions. Enter Y to agree to the license terms and conditions.

Please press (Y/y) if you agree to the license terms and conditions: y

Specify where to install the Unified Agent installation software. The agent software will beinstalled on
the newly created USB disk partition.

Where do you want to install the InMage UA agent (default /usr/local/InMage) : /mnt/

InMageAgent
Configure the primary role of Scout Agent. Select option 2 to set the primary role of this agent to MT.

What is the Primary Role of this Agent ?
Scout Agent

Select 'Scout Agent' for installation on servers that need to be protected, or for
servers that act as targets in a failover/failback situation.

Master Target

Select 'Master Target' for installation on a VMWare VM that acts as the protection
target for other protected physical or virtual servers.

Please make your choice ? (1/2) [Default: 1] 2

Configure the host agent Global settings. Configure the | P address and port number of the CX server,
the default port number is 80.

Host Config Interface|
Pick the command you wish to run.

+
|
|
| Press ? for help.|

Disaster Recovery as a Service (DRaaS$), Release 1.0
| Design and Implementation Guide .m



Chapter4  Disaster Recovery Workflow |

M Failback Protection Workflows

+ +

| Global Agent NAT Logging Quit|
+ +

CX Server settings

+ +

|  Enter IP Address|
[IP: 8.24.71.101]

+ +

+ +

|Enter Port number |
|Port: 80 |

+ +

Step15 Configure the host agent Agent settings. Set the application cache directory to /mnt/InMageAgent.

+ +
|  Host Config Interface|
|Pick the command you wish to run. |
| Press ? for help. |
+ +
| Global Agent NAT Logging Quit|
+ +
VX Agent
+ +
| Application Cache Directory: |
| /mnt/InMageAgent |
+ +
+
|[Note: Changing cache directory requires the following steps.
| Not following these steps can result into data loss.
|
Stop svagents
Wait for svagent and child processes to stop completely
Create the new cache directory
Move contents from old cache directory to new cache directory
change cache directory using hostconfigcli/hostconfigui
start svagents
+

Create the V2P Failback Plan

Summary of Steps
1. Create failback protection plan.

2. Select secondary VM(s) disk to include in the failback protection plan.

3. Select the physical server.

4. Configure V2P failback replication options and finalize the failback protection plan.
5. Monitor failback protection plan.

Detailed Steps

Step1  Create the failback protection plan.
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Figure 4-64 Create the V2P Failback Protection Plan in vContinuum
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Step 2

¢ Onthe Management Console, start the vContinuum wizard application viathe desktop icon or Start
menu shortcut Start>Program>InM age System>V Continuum>vContinuum.

e Select P2V from the Choose Application drop-down list to view V2P protection plans.
¢ Enter the CX server IP address and port number (default is 80), then click Get Plans.

¢ Select the Manage Plans radio button and click Failback Protection.

e Select the secondary VM(s) for failback recovery.

¢ Click Next to continue.
Select secondary VM(s) disk to include in the failback protection plan.
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Figure 4-65

=+ ¥M (s) to Failback

Protect

Select the VM and VM Disk to Failback

Failback protectior

Select Physical Server

4.1.08 History

Disk details of T2-LX-BM-SRC-1

%/ Failback = E

ScoutCI&Gd vContinuum

<2 InMage

= Machine for Failback.
T2.%-BM-SRC-1

General Details
Host name T2LX-BM-5RC1
1P Address 6.126.99.216
Whdware Tools
VM state Powered On
CPU 1
Mermery 3833 [MB)
W Version 7
Guest 0S Cent0S release 6.3 (Final]

L | Select

New> |  Cancel |

204466

Step 3

Select the physical server.
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Figure 4-66 Select the Target Physical Server
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e Set the OS Type to Linux.
¢ Click Get detailsto list the primary physical servers available for failback.
¢ Select the physical server booted with the Linux LiveCD.
¢ Click Next to continue.
Configure V2P failback replication options and finalize the failback protection plan.
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Figure 4-67 Select Physical Server Disk and Retention Policy
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¢ Inthe Process server |P field, select the process server located in the secondary site (for example,
service provider).

¢ Inthe Retention Drive field, select the mount point /mnt/InMageAgent that is associated with the
retention drive on the master target.

¢ Inthe Retention (in days) field, enter the maximum number of days to store retention data.

¢ Inthe Consistency Interval field, enter the Consistency Interval in mins. Jobs will run every x
minutes generating application consistency recovery pointsin primary VMs using which you can
recover at the time of recovery. This value determines the RPO in case of consistency point-based
recovery.

¢ Inthe Select Target Disk field, select the physical server's target disk(s).
¢ Click Next to continue.
Step5  Monitor the failback protection plan, wait for differential sync status.
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Figure 4-68 Monitor the Failback Status
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Note  The failback protection is complete once all volume replications reach differential sync status.

Recover the Physical Server

Step 1

Note The following steps to configure and execute a failback recovery are based on the online Scout

Help, which can be accessed from the main vContinuum page.

Summary of Steps
1. Create an failback recovery plan using the vContinuum wizard.

2. Select the VM(s) to recover.

3. Configure the network settings for the physical server.
4, Configure the NIC properties.

5. Run the recovery plan.

Detailed Steps

Create an failback recovery plan using the vContinuum wizard.
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Figure 4-69 Create the V2P Failback Recovery Plan in vContinuum
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Select P2V from the Choose Application drop-down list to view V2P failback plans.

e Enter the CX server IP address and port number (default is 80) and then click Get Plans.
¢ Select the Manage Plans radio button and then click Recover.
¢ Select the secondary VM(s) for failback recovery.

¢ Click Next to continue.
Step2  Select the VM(s) to recover and specify whether to base the recovery on time or tag.
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Figure 4-70 Select Machines to Recover
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e Latest Tag: Selecting this option recovers to a latest tag that is common across all protected disks
of aserver. For example, consider aserver that hasthree disks: /dev/sda,/dev/sdb,/dev/sdc. By using
this option. you would recover to alatest common tag that is available across all disks at same point.

e Latest Time:

Selecting this option recovers to a latest common point in time among all disks

protected from a server. Only the latest common point in time where disks are in green state (data
mode) is considered. For example, consider a server that has three disks: /dev/sda,/dev/sdb,/dev/
sdc. By using this option, you would recover to alatest common point in time where all three disks
arein green state (data mode).

e Tag at Specified Time: Selecting this option recovers to acommon tag prior to the specified time.
For example, consider aserver that hasthree disks: /dev/sda,/dev/sdb,/dev/sdc. By using thisoption,
you would recover to alatest tag available prior to that time.

e Specified time: Selecting this option recovers to common point in time among all the disks
protected by you.

N

Note

Click Apply for all VMsto perform the recovery for all VMs at the specified snapshot type.

Step 3

Configure the network settings for the physical server.

| Design and Implementation Guide
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Figure 4-71 Configure the Network and Hardware Configurations
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< Previous | Hext > | Cancel I

e For each VM being recovered, click Change to configure the network configuration.
¢ Click Next after all selected machines are configured.

A

Note  The network configuration can be assigned statically or dynamically via DHCP. When the
physical server isrecovered and powered on it will contain these new values provided. If no new
network settings are provided, original settings will be retained.

Step4  Configure the NIC properties.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-72 Configure the NIC Properties
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e Select the NIC properties mode, static or dynamic (DHCP).

e |f NIC properties are set to static, configure the | P address, Subnet Mask, Gateway, and DNS server.
e Configure the interface VLAN.

¢ Click Add to continue.

Step5 Run therecovery plan.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-73 Recover the Physical Server
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e Specify the recovery job type and time to execute based on one of the following two ways:

¢ Recovery Option set to Recovery Now, and plan name entered into Recovery Plan Name.

¢ Recovery Option set to Recovery Later, and plan name entered into Recovery Plan Name, a

Recovery Later can be manually started at any time.

Resume Protection Workflows

When a primary server is recovered at a secondary vCenter, two ways to switch back to the primary

server exist:

e Thefirst isaresume operation and it will discard any changes that occurred while the secondary
server was been online and bring the primary server back online and into the existing protection
plan. The volume replication will continue based on the last recovery.

e The second is a failback operation and similar to the recover operation, the primary server will be
created from a snapshot of the secondary server based on a consistency point or point in time.

In “Recovery Workflows” section on page 4-37, asingle primary VM in aprotection plan wasrecovered
to the secondary vCenter. This can be seen in Figure 4-74 and will be the starting state for the resume

protection discussion in this section.

[ Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-74 Single VM Recovered to Secondary vCenter
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Note  The following steps to recover a primary server are based on the online Scout Help, which can be
accessed from the main vContinuum page.

Summary of Steps

1. Start vContinuum wizard application.
2. Select VM(s) for which to resume protection.
3. Finalize resume and execute.
4. Monitor resume.
Detailed Steps
Step1  On the Management Console, start the vContinuum wizard application via the desktop icon or Start
menu shortcut Start>Program>InM age System>V Continuum>vContinuum.
a. Select ESX from the Choose Application drop-down list to view V2V protection plans or P2V for
P2v.
b. Enter the CX server |P address and port number (default is 80), then click Get Plans. Looking at

Figure 4-75, there arefive primary serversin the Tenant9-V 2V-W2K 8-PP protection plan. Actually,
the last server in the list was recently recovered to the secondary vCenter.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-75 Existing Plans on vContinuum
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Select the Manage Plans radio button and then click Resume.
Select the primary VM t9-w2k8-src-1.

L
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Figure 4-76 Selecting VM for Resume

Resume Protection Workflows
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e. Click Resume to start the resume operation.

Resume | -

Step2  Monitor recovery. After starting the resume, vContinuum goes through a number of stepsto execute the

recovery, which can be monitored from the status window.
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Figure 4-77 Resume Operation Started
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Figure 4-78 Secondary VM Shutdown Confirmation
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Figure 4-79 Secondary VM Shutdown in Secondary vCenter
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Figure 4-80 Volume Resyncing After Resume
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DR Drill Workflows

The Disaster Recovery (DR) Drill allows the administrator the ability to verify primary VM protection
by creating a secondary VM using a physical snapshot from any of the following recovery points:

e Latest application consistent point

e Latest pointintime

¢ Consistency point near (prior to) any given time
e Specifictime

DR Drill does not impact protection pairs, so all VMs currently under protection will remain protected
while the DR Drill is being performed.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-81 DR Drill Overview
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Note  Thefollowing stepsto configure and execute a DR Drill are based on the online Scout Help, which can
be accessed from the main vContinuum page.

Summary of Steps
1. 1. Start vContinuum wizard application.

a. Select VM(s) for DR Drill.

b. Specify snapshot to use based on time or tag.

c. Perform Readiness Check to make sure the VM(s) are ready for DR Dirill.
d. Configure network, hardware, and display name for new VM(s).

e. Select datastore(s) for new VM(s).

2. Monitor DR Drill progess from CX Ul or vContinuum wizard application.

Detailed Steps

Step1  Onthe Management Console, start the vContinuum wizard application via the desktop icon or Start
menu shortcut Start>Program>InM age System>V Continuum>vContinuum.

a. Select ESX from the Choose Application drop-down list to view V2V protection plans or P2V for
P2Vv.

b. Enter the CX server |P address and port number (default is 80) and click Get Plans.
c. Select the Manage Plans radio button and click DR Drill.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure 4-82 Starting DR Drill on vContinuum
y S e
EavConti > InM
ScoutCloud VContinuum 100 < 7 Iniviage
Choose -
e [ =] oxIP [pzastim | cxXPort [E0 Get Plans |
" MewProtection  (* Manage Plans " Push Agent ' OffineSync © Upgrade ¢ Monitar
¢ Recower ¢ ResumeProtection © AddDisk ¢ Faiback Protection  Remove & DR Dl
Plans on CX
= O] Tenantd /2y wake- Mew Protection Puszh Agent
- [ t9-w2kB-are-1 : )
- w2k esre-2 Start mew protection of one or more YMs Select WMz to push and install agents.
- 19wk B-src-3
- 19wk B-src-4 Resoyet Resume Protection
O t9w2kB-sre 5 Recover ¥Ms on secondary ES: server, Restart an earlier protection,
Failback Protection Add disk
Changes made on target side can be synced "
back to the source site by Failing back. Pratect newly added disks.
Offline Sync Remove
[rata from primary server can be first exported Remove the protection and clean up stale entries,
to & removable media which iz then imported
back to secondary zerver DR Drill
Upgrade DR Diill will take physical znapshot of a machine,
w3phere protections can migrate to wCenter protections,
[
]
o
Mext Cloze | g
o

d. Select the primary VM(s) for the DR Drill and then click Next.
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Figure 4-83 Selecting Primary VMs for DR Drill
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e. Specify snapshot to use based on time or tag.

S

Note

Latest Tag: Select thisoption to recover aVM to alatest tag that is common across all volumes
of aVM. For example, if aVM that hasthree volumes (e.g., C, E, and F), the latest common tag
that is available across all volumes at same time point across all volumesis used.

Latest Time: Select this option to recover aVM to alatest common point time among all
volumes of aVM. Only common time points where volumes are in green state (data mode) are
considered. For example, if aVM that has three volumes (e.g., C, E, and F), the latest common
time where all three volumes are in green state (data mode) is used.

Tag at Specified Time (Source Time Zone): Select this option to recover aVM to acommon
tag prior to the specified time. For example, if aVM that has three volumes (e.g., C, E, and F),
the latest tag available prior to that time is used. The time provided is converted to GMT and
compared against the timestamps in the retention logs. The closest consistency point prior to
the time provided will be used to recover the VM.

Specific Time (Source Time Zone): Select this option to recover aVM to acommon point in
time among all volumes of aVM. Thetime provided isconverted to GM T and compared against
the time stamps of the primary server. All recovery times are based on primary server's time
stamps and not the secondary or management console times

Click Apply for all VMsto perform the DR Drill for all VMs at the specified snapshot type.

f. Click Run Readiness Check to make surethe VM(s) areready for DR Drill. If the check passes, then
click Next to advance to the next page.
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Figure 4-84 Running Readiness Check for DR Drill
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g. Configure network, hardware, and display name for new VM(s) if these configurations need to be
different than what was defined in the original protection plan. In Figure 4-85, we arejust appending
"DRILL" to the end of each recovery VM display name, no other changes were made.
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Figure 4-85

DR Drill Workflows W

Modifying Network, Hardware, Display Name Settings for DR Drill
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 Apply Prefis
[T Use these values for all WMs = Apply Suffix DRILL
V' Use for all vi(s)

< Previous |

Mest » |

Advanced settings

Cancel | g

- Click Advanced settings to access advanced settings for DR Drill. The default configuration
shown in Figure 4-86. The options are greyed out except for the folder name section.

- Inthe Folder Name Settings section, the directory for the VM in the datastore can be

configured.
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Figure 4-86

Optional Advanced Settings for DR Drill

| Advanced settings
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Select resource pool on target I 'l
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Cancel |

204486

Select the datastore(s) for the new VM(s) that will be created for the DR Drill, then click Next.
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Figure 4-87 Selecting Datastores for DR Drill

\J* ¥Continuum = B3
< i s
ScoutCloud VContinuum oy < ” InMage
DR Drill E Select Datastore for DR Drill
o chleiMahET E g?sglgzname B‘ias[glea;name Host Mame Select Datastore | Select Luns
|| t3weks-src1 t3w2kBsrc1_D... | 19w2k-src-1 S ~ || Mot applicable
OGRS | 5 kGoc?  |GedkBucd D |GwkBuc? | GodDaal vl Notappicable
=4 Select Datastore E 13w 2k B-grc-3 w2k Bsrc-3_0... | t3w2kB-erc-3 Gold-Data-1 ﬂ Mot applicable
DRDG | t9-wi2k B-zrc-4 13wk B-sre-d D | w2k Barc-d4 Gold-Data-1 ﬂ Mot applicable
13wk B-zrc b 13w2kB-src-h D | w2k Barcb Gold-Data-1 ﬂ Mot applicable
D atast: ilable on dary server
Mame | TotalSpace Uzed Space Free Space o
EM“E. 13178 094939369 130.8
SP-Storage-8TB 8000 25.06006 797494
Tenant3-contral 349.75 45.97 303.78
Tenant10-contral | 343,75 91.09 258,66
Tenant11-contral | 349,75 185 164.75 -
1 | _’I_I
5
< Previous | Mest > | Cancel | E
]

i. Select the order the new VM(s) should be powered up in. For example, if some VM(s) are dependent
on another VM to up and running before they should power up, then you want to have the dependent
VM(s) power up last. The default Recover Order isall "1" and all VM(s) will be powered up within
seconds of each other. In Figure 4-88, the Recovery Order was changed to 1 through 5, so each DR
Drill VM will be powered up about 90 seconds after the previous VM.
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Figure 4-88 .Recovery Order for DR Drill
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t3-w2kB-src-5 E126.104.145 LATESTTIME F5 |;

Recover I 5
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E

=

< Previous | Start | Cancel | g

j. Click Readiness check to verify the Master Target is ready to perform a DR Drill.
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DR Drill Workflows W

Readiness Check for DR Drill

DR Drill
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DR Drill
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k. Enter DR Drill plan name and initiate drill.
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Figure 4-90

Naming and Starting DR Drill
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=% DR Drill

ScoutCléSa vContinuum

(0] ]
< ” InMage

Following YM{s) will be DR Drilled

Host Mame IP Tag Tag Type E:edceo[very

13-w2kB-sre-1 B126.104.141 LATESTTIME F5 1 ﬂ
13-w2kB-sre-2 B126.104.142 LATESTTIME F5 2 ﬂ
13-w2kB-src-3 B126.104.143 LATESTTIME F5 3 ﬂ
13-w2kB-src-4 B126.104.144 LATESTTIME F5 4 I~

19wk B-src-5 E126.104.145 LATESTTIME Fs

Recover I 5

Wh(z] at a time. Readiness check |

DR Drill Planname

ITS-W’2K8-DF|-DriII ]

Running readiness checks on secondary server ;I
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=
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Step2  Monitor DR Drill progess. After starting the DR Drill, vContinuum goesthrough several stepsto execute
the drill, which can be monitored from the status window.
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Figure 4-91 DR Drill Starting (vContinuum)
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Figure 4-92 DR Drill Monitoring (vContinuum)
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DR Drill Workflows W

DR Drill VMs (Service Provider vCenter)

File Edit View Inventory Administration Plug-ins Help
B El & rome p g8 twentory b [ Hosts and Ousters

e ¥

CWFBAVC evidma. sdu

B ffly YMOC-Bronze
Bl YMOC-Goid
B ovfa-draasspeess-10.ovfdma.sdu
B evE-drasssp-esx-11.ovdme.sdu
B ovfE-drassspess-12.cvfdmaz.sdy
CVIB-draassp-esx-0.cufdmz sdu
= @ |T9-Resource-Pool
i sp-t9-me-win-1
B el
{5 19-wik-src-1_OR
{f 19-w2kB-src-1_DR_DRILL
&) t9-wakd-src2_DR
{f 19-w2kB-src-2_DR_DRILL
{5 19-wak-src-3_OR
iy 19-w2kB-src-3_DR_DRILL
1 19-w2kB-src-4_DR
s 19-wakB-src-4_DR_DRILL
{3 19-wakB-src-5_DR
s 19-wikB-src-5_DR_DRILL

Allacation ' Performance Alarms ' Permissions . Maps | Storge Views

close tab (X
What is a Resource Pool?

Resource pools can be used to hierarchically pariition
avallabie CPU and memory resources of a standalong
host or a cluster.

Crealing multiple resource pools allows you 1o think more
about aggregate computing capacity and less about
Individual hosts. In addition, you do not need to set
resources on each virlual machine Instead. you can
control the aggregate aliocation of resources to the set of
virtual machines by changing settings on their enclosing

Cluster (or Host)
resource pool

Basic Tasks

ﬁ Create a new virtual machine
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#Y Power On virtual machine & ® Completed CVFOMTjsale 2472013 5z

%9 Reconfigure virtwal machine & © Completed CVFDMTjsale 242013
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Figure 4-94 DR Drill Status
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CHAPTER 5

Monitoring, Best Practices, Caveats, and
Troubleshooting

This chapter includes the following major topics:
¢ |InMage Resource Monitoring, page 5-1
¢ Implementation Best Practices, page 5-8
e Caveats, page 5-12
¢ Troubleshooting, page 5-15

InMage Resource Monitoring

InMage components are deployed at both the SP and enterprise. Depending on where the components
reside, resource utilization can be monitored with a combination of various tools. Asthe VMDC CLSA
team has done extensive work in the area of service assurance in a SP VMDC cloud, interested readers
should refer to the VMDC CLSA for additional details. On the Enterprise side, if an Enterprise already
deploys a comprehensive and well-managed infrastructure and systems monitoring program to enable
proactive and make better infrastructure planning decisions based on historical trending and detailed
usage analysis, we recommend those Enterprises to simply incorporate |nMage components into their
existing monitoring framework. This section does not intend to repeat previous CL SA recommendations
or provide guidance on Enterprise end-to-end monitoring; instead we are focusing on specific metrics
that an Enterprise or SP can gather based on our lab implementation.

Metrics such as storage |0PS, 10 size, WAN bandwidth utilization, CPU usage on the primary server,
CPU usage on the processing server, and RPO are all important metrics to monitor for performance and
capacity planning. Most of those statistics are available directly from InMage or can be accessed through
the environment that InMage connects to:

¢ WAN Bandwidth: InMage CX-CS server, vCenter statistics (V2V), Netflow (P2V)

¢ LAN Bandwidth Per Virtual/Physical Machine: InMage CX-CS server, vCenter statistics (V2V),
NetFlow (P2V)

e CPU (PS): InMage CX-CS server, vCenter statistics (V2V), SNMP/SSH
e CPU (Agent): vCenter (V2V), Windows PerfMon, SNMP/SSH

¢ RPO: InMage

e |0O: perfmon, iostat and drvutil utility from InMage

Disaster Recovery as a Service (DRaaS$), Release 1.0
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InMage Resource Monitoring

This section will focus on statistics monitoring using InMage. vCenter monitoring is well documented;
refer to vSphere Performance Monitoring for monitoring details and operations. NetFlow monitoring
can be deployed at key observation points such asthe server access layer, fabric path domains, and WAN
to gain visibility into LAN / WAN bandwidth and application performance. The Cisco NetFlow
Generation Appliance (NGA) 3240 introduces a highly scalable, cost-effective architecture for
cross-device flow generation in today's high-performance data centers. Refer to the 3240 Datasheet for
details.

e Bandwidth Monitoring, page 5-2

e Scout Server Health Monitoring, page 5-3
¢ RPO and Health Monitoring, page 5-5

¢ |/O Monitoring, page 5-7

Bandwidth Monitoring

Althoughin different formats, LAN/WAN bandwidth reporting can be generated directly from the CXCS
server or from the RX server for aparticular customer/tenant. From the CX-CS Ul statistics are grouped
based on roles:

Network traffic statistics for all ScoutOS-based devices, the PS and CX server, are available from the
CX by accessing Monitor > Network Traffic Report. Statistics are stored in RRD databases maintained
by the RRDtool, available in 24 hours, week, month and year intervals. Asin most RRD
implementations, statistics are more granular for the 24 hour interval and less granular for older
statistics. Figure 5-1 is an example of network traffic rate for an PS server.

Figure 5-1 Sample Network Traffic Rate for a PS Server

'Last Day' Graph

Traffic The Last Day
1.2 M
1.1HM
1.0 M
0.9 M
0.8 M
0.7 M
0.6 M

Bytes/s

Wed 00:00 Wed 12:00
B Traffic In B Traffic Out

hdax Iln:  1.18 MB Awerage In: 1.1 MB Current In:  1.07 MB Total In: 92.32 GB
hdax Out: 95018 KB Awerage Out: 8532 KB Curent Out: 856.43 KB Total Out: 70.06 GB
Network traffic statistics for Unified Agent-based devices, the source and MT server, are available from
the CX by accessing Monitor > Bandwidth Report. Similar to ScoutOS statistics, data are stored in RRD
databases maintained by the RRDtool. Daily aggregate statistics are also available. Figure 5-2 isan
sample daily bandwidth report.
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Figure 5-2

Sample Daily Bandwidth Report

InMage Resource Monitoring

Bandwidth Report for T11-W2K8-SRC-8 { 6.126.103.84 )
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80.59 GB
80,59 GB

29
0B
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The RX Ul reports only aggregate network traffic from Unified Agents based on atimeinterval. Traffic
report for the PS and CX are not available from the RX.

Although the majority of the performance stats are not directly exportable from the GUI, fetching data

directly from the RRD database is fairly simple and straightforward. The following is an example of

fetching bandwidth data from Jul 24 2013 07:46:18 to 08:03:48:

[root@sp-t1l0-ps-1 052E4A5E-8195-1341-90A49C18364A0532]# pwd
/home/svsystems/052E4A5E-8195-1341-90A49C18364A0532

[root@sp-t1l0-ps-1 052E4A5E-8195-1341-90A49C18364A0532]# rrdtool fetch bandwidth.rrd

AVERAGE --start 1374651978 --end 1374653028

in o

1374652200:
2.2297785464e+08 1374652800

ut

0.0000000000e+00 4.4805078912e+08

0.0000000000e+00 8.1258306408e+08 1374652500:
0.0000000000e+00 7.3103023488e+08 1374653100:

Customized graphs can be generated easily as well using the RRDtool:

0.0000000000e+00

[root@sp-t1l0-ps-1 052E4A5E-8195-1341-90A49C18364A0532]1# rrdtool graph xgao.png --start

1374651978 --end 1374653028 DEF:myxgao=bandwidth.rrd:out:AVERAGE LINE2:myxgao#FF0000

Scout Server Health Monitoring

Scout Server statistics for CPU, memory, disk and free space are directly available from the CX-CS

portal. Statistics are displayed at near real time at the CX-CS Ul dashboard. Historical performance data
are kept in round-robin databases (RRD) and maintained by the RRDtool similar to the bandwidth

reports.

Table 5-1 Scout Server Health Statistics
Resource Process Server [CX-CS Server
System Load Yes Yes

CPU Load Yes Yes

Memory Usage |Yes Yes

Free Space Yes Yes
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Table 5-1 Scout Server Health Statistics (continued)
Resource Process Server |CX-CS Server

Disk Activity Yes Yes

PS Services Yes NA

Web Server NA Yes

Database Server |NA Yes

CS Services NA Yes

In asingle core system, your System L oad/L oad Average should always be below 1.0, meaning that
when a process asks for CPU time it gets it without having to wait. It isimportant to keep in mind that
PS/CS server are typically deployed with multiple cores. When monitoring such system, the rule of
thumb is max load should not exceed number of cores. Use the following command to figure out the
number of cores on your system:

[root@sp-t1l0-ps-1 052E4A5E-8195-1341-90A49C18364A0532]1# cat /proc/cpuinfo|grep processor
processor : 0
processor : 1
processor : 2
processor : 3

CPU load or CPU percent isthe amount of timein an interval that the system's processes were found to
be active on the CPU. While it can be a good indicator of overall utilization when used in conjunction
with system load, it is important to remember that CPU percent is only a snapshot of usage at the time
of the measurement, this statistics alone is not a good indication of overall utilization.

Monitoring memory usage on a linux system can be tricky because RAM is used to not only store user
application data, but also kernel data as well as cache/mirror data stored on the disk for fast access (Page
Cache). Page Cache can consume large amount of memory in general, anytime afile is read, file data

goes into memory in forms of page cache. Inode and Buffer cache are kernel data cached in memory. In
atypical systemit is perfectly normal to see memory usage increases linearly over timeasin Figure 5-3:

Figure 5-3 Memory Usage

Memory Usage For Last Month
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When memory usage reaches some watermark, the kernel starts to reclaim memory from the different
cache described above. Swap statistics can be a good indication of overall memory health . vmstat can
be used to monitor swap usage:

[root@sp-t10-ps-1 052E4A5E-8195-1341-90A49C18364A0532]# vmstat 5

procs memoryswapio---- -- systemcpu
r b swpd free buff cache si sobibo in cs us sy id wa st
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w 0 3726088 769220 717836 O 0 0 20 0 0 109 0 0
oo} 0 3725972 769220 717836 0O 0 0 33 697 746 0 0 100 0 O
oo} 0 3726004 769220 717840 O 0 1 35 891 98 0 0 99 0 O
"si" and "so" are abbreviationsfor "swap in" and "swap out", the size of the swap can indicate the health

of the system:

1. small "si" and "s0" is normal, available memory is sufficient to deal with new allocation requests.
2. large"si" and small "so" is normal as well.

3. small "si" and large "so" indicates that when additional memory is needed, systemisabletoreclaim
/ alocate sufficient memory.

4. large"si" and "so" indicates system is "thrashing" and we are running out on memory Large "so"
and "si" should be avoided. Small swap in and large swap out considered to be normal.

Dirty write is another metric to indicate if system is running low on memory. This information can be
obtained from meminfo file:
[root@sp-tl0-ps-1 052E4A5E-8195-1341-90A49C18364A0532]1# more /proc/meminfo | grep
Dirty

Dirty:704 kB
[root@sp-t10-ps-1 052E4A5SE-8195-1341-90A49C18364A0532] 4

Disk activity should align with the underline storage configuration. Refer to “Implementation Best
Practices’ section on page 5-8.

RPO and Health Monitoring

Recovery Point Objective (RPO) isthe maximum amount of datalosstolerated during disaster recovery.
Depending on data change rate, WAN, and storage, RPO values can fluctuate. InMage, by default, will
attempt to maintain close to zero RPO through CDP. In reality, achievable RPO isafunction of available
resources both at the Primary and secondary data center. Monitoring real time RPO isfairly simple using
InMage CX-CS or RX. Achievable RPO is reported per volume for each virtual/physical server under
protection. In addition to real time reporting, InMage also provides historical trending as part of the
Health Report.

Real time RPO can be monitored directly from the CX-CS Dashboard under protection details on the
Plan Summary > Protection Details page as shown in Figure 5-4.

Figure 5-4 RPO Protection Details

Protections
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If the reported RPO is worse than the target RPO, it is important to find out where the bottleneck may
reside. The "Differential Datain Transit" column in Figure 5-4 is designed to quickly identify potential
bottlenecks:

If the majority of the differential data resides on the Primary Server, the bottleneck is most likely
within the primary site. Health of the Primary server, campus LAN connectivity, and Processing
server health should be investigated.

If the majority of the differential data resides on the CX-PS server, this could be an indication of
WAN congestion or CX-PS server processing delay.

If the majority of the differential data resides on the secondary server, then the health of the MT
needs to be investigated. It is possible the MT couldn't process the incoming data fast enough or
recovery site storage isn't sufficient to keep up with the change rate.

If the majority of the differential dataresides on both the CX-PS and secondary server, then theissue
may be due to small 1/O size, low compression ratio, or slow data draining at the target. Refer to
“1/0 Monitoring” section on page 5-7 for details.

Health Report provides a historical view of all volumes under protection. Data are sorted by date and by
server. It displays health details such as data changes with and without compression, available retention
window in days, RPO threshold and violation, available consistency points, and so on. Refer to

Figure 5-5 for a complete list of options.

Figure 5-5 RPO Health Report
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Health Report [ Jul 21, 2013 00:00 - July-27-2013 05:40 ]
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Key parameters to monitor are:

Retention Window Available: If available value is |less than the configured value, this may be an
indication actual change rate exceeds the allocated retention journal space. Refer to Retention
Volume Sizing, page 3-3 for additional details. For time-based retention policy, increase the size of
the MT retention volume may provide atemporary relief.

Maximum RPO: If Maximum RPO reached exceeds the RPO threshold, this could be an indication
of WAN and storage delay / bottleneck. Refer to the previous discussion on real time RPO
monitoring for details.

Data Flow Controlled: This occurs when incoming change rate from the primary server exceeds
the 8 GB buffer allocated by the PS server. When in data flow-controlled state, instead of sending
all change blocksto the process server, the primary server will cache all changeslocally in memory
(up to 250 MB). Once the PS buffer utilization drops below 8 GB, the normal exchange of data
between the primary and PS sever will resume. Flow controlled state is also known as thrashing
state; it isintended to give the PS server sufficient time to process datait already has by backing off
the primary server. This condition occurs if there's lack of sufficient WAN bandwidth or storage
resources at CX-CS/ MT. Refer to “ Scout Server Storage and Compute |mplementation” section on
page 3-6 for details.
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¢ Available Consistency Points: The available consistency point should align with retention window
available. If the retention window has issues, there will be similar issues for available consistency
points. Under rare circumstances where the retention window is normal, but available consistency
points are low or does not exist, confirm if the proper version of VSS isinstalled with all required
OS patches, remove third party backup software, if any, and finally confirm if sufficient disk space
isavailable on the primary server. VSSrequires at least 650MB of free disk. CX-CSlog also keeps
track of failure reasons, refer to “ Configuration and Processing Server Logging” section on
page 5-21 for additional details.

The Health Report is available from both the CX-CS Ul and the RX.

1/0 Monitoring

Applicationswill generally vary greatly in their 1/0, and can change over time as the workload changes.
Understanding the I/O iscritical guarantee application performance. Thefirst thing to understand is how

much 1/0 the application under protection is doing, total I/Os per Second (IOPs), and the consistency of
the I/O load.

e Isit constant, or bursty?

e If theload is bursty, what are the sizes of the largest spike, and duration / frequency of the spike?
¢ Doesthe spike occur predictably? or random?

e What isthe growth trend of existing workloads under protection?

¢ Does |OPs growth correlate with capacity growth, or is performance growth out-pacing capacity
growth?

Understanding the I/O size is also critical: some applications do small block /O (less than 64K), and
while others do large streaming 1/0s, sequential write of MBs of data to disk. There can be differences
even within the same application. Take MS-SQL for example: online transaction processing (OLTP)
workloads tend to select a small number of rows at atime. These transfers are fairly small in size. Data
warehouse applications tend to access large portions of the data at a time. These operations result in
larger 1/0 sizesthan OLTP workloads do. I/O size isimportant because it impacts storage bandwidth and
latency. 1K IOPS with 4K 10 size results in 4 MB/s storage throughput, while 64K 1/O size will drive
16x the bandwidth. As |/O size increases, amount of time to write data to disk (latency) also increases.

The information in Table 5-2 needs to be obtained before onboarding a new customer and should be
constantly monitored for existing customers.

Table 5-2 I/O Monitoring Information

Counter Description

Disk Reads/sec Disk M easures the number of |OPs.

Writes/sec

Average Disk sec/ Average |Measuresdisk latency. Numbersvary, but here are the optimal valuesfor
Disk sec/Write averages over time:

e 1-5milliseconds (ms) for Log (ideally 1 ms or less on average)

e 5-20msfor Database Files (OLTP) (Ideally 10 ms or less on
average)

e Lessthan or equal to 25-30 msfor Data (decision support or data
warehouse)
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Table 5-2 I/O Monitoring Information (continued)

Counter Description

Average Disk Bytes/Read M easures the size of 1/0s being issued.
Average Disk Bytes/Write

Current Disk Queue Length |Displays the number of outstanding I/Os waiting to be read or written
from the disk.

Disk Read Bytes/sec M easures total disk throughput.
Disk Write Bytes/sec

In a Windows-based system, the counters above are available in Perfmon. For more information about
Performance Monitoring on your specific version of Windows, refer to Microsoft support sites. Linux
hosts can use iostat to gather similar performance statistics. Refer to Monitoring Storage with lostat for
additional details.

Implementation Best Practices

Master Target Total VMDK

A maximum of 60 VMDKSs/RDMs can be attached to a M T, of which at least three are already in use
(MT OS, cache, and retention VMDK). That leaves 57 slots free. The following factors should be
considered when determining the maximum number of VMDKs asingle MT should protect:

¢ DR Drill: When performing adrill, InMage attaches all the disk snapshots of aVM to the MT. That
is, if one of the VMs being protected to the MT has three disks, then you will need at |east three
SCSI I1Ds open to be able to perform adrill for that VM.

¢ Future Growth: Application growth; move from a medium share point deployment to a large
deployment. Total allocated SCSI slots should not exceed 25 - 30 (MT OS and retention included).
Therefore, thirty more are open for DR drill, if the desireis to perform a DR drill for all VMs
mapped to aMT all at once, as opposed to few at atime. As abest practice, InMage recommends to
not exceed forty SCSI slotsonaMT. Theremaining slots are reserved for disks/ VM addition or DR
drill.

Master Target Cache
Asadesign guideline, 500M B of disk space per VMDK under protection should be reserved on the cache
volume. The total size of the cache volume is a function of total number of volumes under protection:

Size of Cache Volume = (Total number of volumes under protection) * (500M B per volume)

Recovery Plan

There is one recovery plan per protection plan. To achieve RTO SLAs for large environments, you can
have pre-defined recovery plans created ahead of time with the "Recover later" option and trigger them
all at the same time from within vContinuum or the Scout server Ul.

Scout Server

To properly tune the system, monitor the data in transit per volume and hourly data change history. If a
particular server is generating a large change rate or if there's a WAN/Storage bottleneck, it is
recommended to proactively increase the cache disk on the processing server. The main intent behind
increasing these thresholds is to cache data on the process server instead of the sources.
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Retention Policy

At the time of protection you can provide space or time based policy or both for retention. You could
changethispolicy whenever you need from CX-GUI. Best practice for consistency interval and retention
length depends on the following factors:

¢ Disk space available for retention.
¢ Number of servers and change rate from those servers assigned to retention drive.

¢ Nearest point you can go back and recover data using book mark or tags for application servers.

Table 5-3 InMage Storage Configuration

Change Rate Disk Size Type of Disk |Number of Disk |RAID
300GB 390GB [10K /15K |8 RAID 1+0
700GB 790GB  [10K /15K 12 RAID 1+0
1TB 790GB [10K /15K |24 RAID 1+0

Storage Array Sizing

Profiling on the I/O characteristics of all customer work loads to determine the type of storage
configuration is required at the SP's cloud. Classify the workload into the following:

e Steady State
e Customer Onboard
¢ DR Recovery / Drill

For each use case, characterize the worst case number of VM, read / writeratio, and average 10 size. As
an example:

e Workload 1: Normal Operation
— Maximum of 250 VMs
- Each VM requires 96 10PS on SP-provided storage average
— Storageis characterized as 33% read / 33% random write / 34% sequential write
— Average read/write size is 20KB
— 75GB of space required per VM
¢ Workload 2: Onboarding
Maximum of 3 VMs at any given time

Each VM requires 80 |OPS average

100% sequential write

Average read/write size is greater than 16KB

75GB of space required per VM
e Workload 3: DR Operation / Recovery
— Maximum of 250 VMs
- Each VM requires 96 |OPS on SP-provided storage average
- Storageis characterized as 67% read / 33% random write
— Average block sizeis 20KB
— 75GB space required per VM
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e Workload 4: Mixed Normal Operation and Recovery

Maximum of 250 VMs

Each VM requires 96 |OPS on SP-provided storage average

Storage is characterized as 50% read / 25% random write / 25% random read
Average block size is 20KB

75GB space required per VM

Based on each workload characteristic and storage vendor, determine if combinations of SSD / SAS/
SATA could fit into your environment. Both FlexPod and vBlock offer auto tiering, but there are some
major differences in terms of implementation.

¢ VMAX:

Performance Time Window: 24/7/365 for continuous analysis
Data Movement Window: 24/7/365 for continuous data movement
Workload Analysis Period: 24/7/365 for continuous analysis

Initial Analysis Period: Can be configured to be between 2 hours and 4 weeks, The default is 8
hours.

FAST-VP Relocation Rate: 1 to 10, 786K B chunks

Promotion to Cache: Immediate

e VNX:

Performance Time Window: 24/7/365 for continuous analysis
Data Movement Window: Once every 24 hours

Workload Analysis Period: Once an hour

Initial Analysis Period: Once an hour

FAST-VP Relocation Rate: Low/Medium/High, 1GB chunk

Promotion to Cache: Immediate

e NetApp:

Performance Time Window: 24/7/365 for continuous analysis
Data Movement Window: 24/7/365 for continuous data movement
Workload Analysis Period: 24/7/365 for continuous analysis
Promotion to Cache: Immediate

Random Write < 16K 10 size - SSD

Random Write > 16K 10 Size - SAS/SATA

Sequential Writes - SAS/ SATA

Depending on storage platform and vendor, 1/0 size can influence if write cache can be optimized. Data
movement window can influence whether a special on-boarding strategy needs to be implemented.
Check with the storage vendor to determine the optimal storage configuration.
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InMage Interaction with MS SQL

Replication and backup products truncate application logs through VSS. However, the VSS writer
implementation for MS SQL does not expose the ability to truncate logs. Thisis different from the
behavior of MS Exchange V SS Writer, for example, which exposesthe API to truncate logs. Due to this,
InMage does not have a way to truncate MS SQL logs. For DB type of apps, the recommendation isto
continue native application backup on aregular basis to maintain log sizing.

Application Consistency

In situations where Windows 2003 (Base, SP1) source machines have applications that require
application quiesce, it is strongly suggested to upgrade to Windows 2003 SP2 to overcome the
V SSrelated errors.

vSphere Version

To provide failover from enterprise to SP, the secondary vSphere (SP) version should be either the same
or higher than the source (enterprise) vSphere server. To perform afailback from SP to

Enterprise, enterprise vSphere version should be either the same or higher than the SP vSphere. vSphere
server may need to be upgraded if failback is required.

0S Recommendations
For new installations, InMage recommends:

e Secondary ESXi Platform: ESXi 5.1
e MT Platform for Windows: Windows 2008 R2 Enterprise Edition
e MT Platform for Linux: CentOS 6.2 64-bit
e CX Scout OS: CentOS 6.2 64-hit
¢ vContinuum: Windows 2008 R2
Protect Windows 2012 VM with ReFS Filesystem. This requires matching the 2012 MT.

SSH Client

Linux bulk agent install requires SSH access to originate from the primary server. Ensure SSH client is
installed on all Linux primary servers.

Tenant Self Service

One way to achieve complete self service capability is to allow tenants to have access to the
tenant-specific vContinuum Server. For security reasons you may prefer to create a non-administrator
role on the vCenter for each tenant vContinuum user. The following privileges should be selected:

- Datacenter

- Datastore

- Folder

- Host

- Network

- Resource

- Storage views

— Virtual machine

— vSphere Distributed Switch
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MW cCaveats
Using vSphere RBAC, assign tenant-specific vSphere resources to the newly created tenant user/role.
Upgrade Sequence
General upgrade sequence follows:
¢ Upgrade the CX-CS.
e Upgrade the processing server.
e Upgradethe MT.
¢ Upgrade the agent on source physical or virtual server. Use the CX-CS Ul instead of vContinuum
to upgrade the agents.
Always refer to the release notes for the exact sequence.
Caveats

Refer to the following InMage documents:
¢ InMage RX Release Notes and Compatibility Matrix Documents
http://support.inmage.net/partner/poc_blds/14 May 2013/Docs/RX/

¢ InMage CX Release Notes and Compatibility Matrix Documents
http://support.inmage.net/partner/poc_blds/14 May 2013/Docs/Scout/

¢ InMage vContinuum Release Notes and Compatibility Matrix Documents
http://support.inmage.net/partner/poc_blds/14 May 2013/Docs/vContinuum/

Disk Removal

vContinuum does not support disk removal. To remove a disk, first remove the VM from the protection
plan and then add VM without the removed disk back into the protection plan. This operation requires a
compl ete resync between enterprise and service provider.

Storage Over Allocation

vContinuum does not check for available capacity on the MT retention drive at the first protection. Itis
possible to reserve capacity beyond what is available. No alarms are generated for this condition; use
the following procedure to confirm if you are running into this condition:

1. Create a new protection plan from the vContinuum.

2. Select any random Primary VM.

3. Select secondary ESX host.

4. When selecting data stores, confirm if the retention drive is available as an option.

If the retention drive is available, then the available capacity has not been over-subscribed. If the OS
volumeisthe only available option, it is strongly recommended to manually reduce the retention size on
protected VMs from the CX Ul.

Protection Plan

A protection plan can only map to asingle MT. No mechanisms exist to migrate a protection plan
between MTs.

Continuous Disk Error
Linux MT continuously generates the following error:
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Feb 26 11:08:32 mtarget-1x-22 multipathd: 36000c29f5decda48llca2c34f29a9fdc: sdf -
directio checker reports path is down

Feb 26 11:08:32 mtarget-1x-22 kernel: sd 4:0:0:0: [sdf] Unhandled error code

Feb 26 11:08:32 mtarget-1x-22 kernel: sd 4:0:0:0: [sdf] Result:
hostbyte=DID_NO_CONNECT driverbyte=DRIVER_OK

Feb 26 11:08:32 mtarget-1x-22 kernel: sd 4:0:0:0: [sdf] CDB: Read(10): 28 00 00 00 00
00 00 00 08 00

¢ Root Cause: Each MT can have up to four SCSI controllers; each controller can have up to 15 disks.
When adding a new SCSI controller, VMware requires a disk to be associated with the controller.
Since disks are only added during protection time, the InMage workaround for thisisto associate a
dummy disk to the SCSI controller and delete the dummy disk once the controller is added. When
OS attempts to acquire locks to disks that no longer exist, this causes the continuous error log. The
error above is cosmetic in nature and can safely be ignored.

CX Integration with RX

If aCX-CS server is configured with dual NICS (one to communicate with the primary server and the
second to communicate with the RX), use the push method instead of pull when adding the CX-CSto
the RX. Thisis aknown limitation.

VMware Tools

For virtual-to-virtual protection, updated VMware tools are required for InMage. vContinuum will not
add a server to a protection plan if VM tools are not started or out of date.

Statistics Export

The network traffic rates cannot be exported from the CX-CS Ul; it is only available from the dashboard
as adaily, monthly and yearly graph. However, it is possible to access the raw data (RRD format) from
the CS/PS Server.

Agent Status not reflected in CX Alerts and Notifications Window

CX-CS server does not raise any alarms in the CX Alerts and Notifications window when a source
machines fails into bitmap mode. The machine's bit map mode cannot be recovered in the SP VPC.

Recovery Plan
1. Tenant-created recovery plans are not visible from vContinuum until execution. Once executed,
recovery status can be monitored from vContinuum.

2. SP-created recovery plans (recover later) from vContinuum are intended to be SP managed and not
visible to the tenant via multi-tenant portal.

3. Protect > Manage protected Files/Folders is a single source of truth. Both tenant-created and
SP-created recovery plan can be viewed.

For recover later plans, outside of the Multi-Tenant Portal, there is no mechanism to view VMsincluded
in arecovery plan. The assumption is the recovery plan should map exactly to a protection plan. If
protection plan changes, a new recovery plan should be created.

Protection Plan Span Across Multiple Master Targets
All protected VMs disk have to reside in asingle MT and cannot be spanned over multiple M Ts.

Vmotion

Vmotion of MT from one ESX host to another is supported. Vmotion of MT storage will not work due
to UUID changes.
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Multi-tenant Portal
Multi-tenant portal does not support protection plan modifications. The following are InMage roadmap
items:

¢ Add disk to a protected VM (Windows / Linux).

e Add VM (Windows/ Linux) to an existing plan.

e Add physical servers (Windows/ Linux) to an existing protection plan.

Portal Update

The default sync interval between the CX-CS and RX is 10 minutes. The tenant portal can lag behind
the CX-CS Ul by up to 10 minutes.

vContinuum Agent Install
vContinuum agent install wizard has the following limitations:

¢ Indicatesif a server aready has agents installed.
¢ Ability to select which network interface to use to push agent.
¢ NAT configuration for servers with multiple I Ps.

vContinuum agent install may fail on servers with multiple NICs. Workaround is to manually install
agent.

VM Name

During Windows failback, VM name configured in the primary vCenter may be modified to match the
VM name in the secondary site. Thisissue is not observed on Linux machines.

Recovery Plan

If adisaster recovery islaunched from the CX portal, depending on sequence of execution, successful
recovery job maybe reported as failed. Thisis an Ul reporting issue. To ensure accurate recovery job
reporting, use the vContinuum to initiate the recover job.

Failback Readiness Check

When performing bulk failback recovery from secondary site to primary site using tag consistency, it is
possible that readiness check may pass even when portion of the VM (s) have not reached tag consistent
status. Workaround is to visually inspect the vContinuum log, ensure there are no errors before
proceeding with live failback.

Recovery Readiness Check from the RX Portal
RX does not validate vCenter access as part of recovery readiness check.

Documented Procedure for Extending a Linux Volume/Disk

The procedure for extending aLinux volume/disk is missing in the online documentation. The procedure
is documented in Appendix B Extending a Linux Volume.

vContinuum V2P Recover Does Not Complete

The vContinuum wizard V2P recovery plan fails to reboot the physical server after the recovery is
complete. At this point in the recovery plan, the recovery is complete, yet the recovery script never
completes. Reboot the physical server from the console to complete the V2P recover plan.
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Linux P2V and V2P Recover Fails to Bring Up Ethernet Interface

The P2V and V2P recover plan for a Linux physical server fails to restore the network configuration.
The interface network configuration can be recovered by entering the service network restart command.
However, thisis work-around is not persistent and requires reentering the service network restart
command after each reboot.

V2P Failback Plan Requires Resync

The V2P failback for aLinux physical server requires a Resync immediately after volume replicationis
complete. Once the volume replication achieves differential sync status, use the CX Ul to manually
Resync the volume replications.

Recovery Plan Readiness Check

The vContinuum wizard does not fail the recovery plan when any primary VM in the recovery plan fails
the readiness check. Instead, the vContiuum wizard removes any primary VMs from the recovery plan
that fail the readiness check and allows the user to proceed.

In situations where a large number of primary VMs are being recovered, it is possible that the user may
not be aware that some of primary VMsin the recovery plan failed the readiness check. This can happen
when the primary VM that failsthe readiness check is not visible within the current vContinuum window
and the user must scroll down to see the error.

Troubleshooting

Troubleshooting of DR events, both successful and failed, is critical to maintain business continuity. In
an environment where business service level agreements (SLAS) aretied to speed to recovery, effective
troubleshooting is aintegral part of accomplishing those goals. Successful troubleshooting starts with

the ability to trace an event from beginning to end, by starting from the highest level and drilling down
towards each component. The ability to correlate multiple events and presentation of those eventsis a
fundamental requirement.

Configuring and setting up protection plan is a multi-step process, it starts from tenant-side discovery
and reaches steady state with Differential Sync. Table 5-4 provides a brief workflow description,
software components involved, and relevant log files to review when failure occurs.
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Table 5-4 Troubleshooting DR Events
Workflow Software
Sequence |Description Components Relevant Logs
1 Primary Site vContinuum, 1. vContinuum
Discovery \éﬁente;/ Esii('/ a. C:\Program Files (x86)\InMage Systems\vContinuum\logs
ySIC rver \vContinuum.log
- Primary Site
b. C:\Program Files (x86)\InMage Systems\vContinuum\L atest
\MasterConfigFile.xml
2. vCenter Status (tenant)
a. VMware Tools Status
b. vCenter Security
2 Secondary Site [vContinuum, 1. vContinuum
Discovery vCenter/ESXi a. C:\Program Files (x86)\InMage Systems\vContinuum\logs
- Service \vContinuum.log
g{r;wd(;ar S b. C:\Program vFiles (x86)\InMage Systems\vContinuum\L atest
ondary Site \MasterConfigFile.xml
2. vCenter Status (tenant)
a. VMware Tools Status
b. vCenter Security
3 Datastore vContinuum, 1. vContinuum
Selection vCenter/ESXI a. C:\Program Files (x86)\InMage Systems\vContinuum\logs
- Service \vContinuum.log
Provider . ; ;
Secondary Sit b. C:\Program Files (x86)\InMage Systems\vContinuum\L atest
ondary Site \MasterConfigFile.xml
2. Retention drive size. Refer to "Storage Over Allocation" in Caveats.
3. vCenter Security
4 Target VM and  [vContinuum, 1. vContinuum
’C\l:ew]y_ork . vCenter/ESXi a. C:\Program Files (x86)\InMage Systems\vContinuum\logs
onfiguration - Service \vContinuum.log
g{r;wd(;ar S b. C:\Program Files (x86)\InMage Systems\vContinuum\L atest
ondary Site \MasterConfigFile.xml
2. vCenter Security
5 Readiness vContinuum 1. vContinuum
Check ) . .
vContinuum, a. C:\Program Files (x86)\InMage Systems\vContinuum\logs

vCenter/ESXi/
Physical Server
(Primary and
Secondary Site)

\vContinuum.log
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Table 5-4 Troubleshooting DR Events (continued)
Workflow Software
Sequence |Description Components Relevant Logs
6 Activate Plan vContinuum, 1. vContinuum
e Export and vCen_ter, ESXIf a. C:\Program Files (x86)\InMage Systems\vContinuum\logs
Import Physical Server _
VMX (Primary and 2. ESXi/NCenter (SP)
Secondary Site), a. vCenter Log
e Create CS, MT
VMDKSs 3. CX-CS
e Attach a. Monitor - CX logs - job_log_xxxx
VMDKsto
MT
e Create
protection
pairs
7 Unified Agent |CX-CS, Unified | 1. Unified Agent
Pulling config  |Agent a. configuratorapitestBed.exe. Refer to InMage Tools
2. CX-Cs
a. Monitor - CX logs - configurator_register_host_static_info
8 Resync Step1  |UA (source & 1. UA host logs (source & MT)
MT), CS, PS a. Monitor - Host Logs
2. CS/PSlogs

a. /home/svsystems/target host id/target volume/resync. Look for the
oldest files that are not being processed

If completed_hcd files are not processed, |ook for transfer errors at
the source (Monitor - Host Logs)

If completed_sync files are not processed, look for transfer errors
at the destination

b. Check for WAN / bpm policies (Setting - Manage Bandwidth
Usage)

c. /home/svsystems/transport/log/cxps.err.log

d. mysql

e. tmanager( Monitor -> CX logs -> volsync)
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Table 5-4

Troubleshooting DR Events (continued)

Sequence

Workflow
Description

Software
Components

Relevant Logs

9

Resync Step 2

UA (source &
MT), CS, PS

1. UA host logs (source & MT)
a. Monitor - Host Logs
2. CS/PSlogs
a. /home/svsystems/<target host id>/<target volume>/diffs

[root@entl-scout-1 diffs]# 1s
completed_diff_P130197922886501968_13708331
1_E130197922887125969_13708350_WEl.dat.gz
completed_diff P130197922887125969_13708350
1_E130197922887593970_13708428_WEl.dat.gz
completed_diff_P130197922887593970_13708428
1_E130197922888061971_13708513_WEl.dat.gz monitor.txt
pre_completed_diff_P130197922888061971_1370
1_E130197922888997972_13708670_WE1l.dat

b. Check for WAN / bpm policies (Setting - Manage Bandwidth

Usage
c. /home/svsystems/transport/log/cxps.err.log
d. mysql
e. tmanager ( Monitor - CX logs - volsync)

10

Differential
Sync

UA (source &
MT), CS, PS

1. UA host logs (source & MT)
a. Monitor -> Host Logs
2. CS/PSlogs
a. /home/svsystems/<target host id>/<target volume>/diffs

b. Check for WAN / bpm policies (Setting -> Manage Bandwidth
Usage)
¢. /home/svsystems/transport/log/cxps.err.log

d. mysql

e. tmanager ( Monitor - CX logs - volsync)
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Table 5-5 Troubleshooting Recovery Plan
Software
Components
Sequence |Workflow Step |Invelved Logs
1 VM, Recovery [vContinuum, 1. vContinuum
point (Tag) vCenter / ESXi C:\Program Files (x86)\InMage Systems\vContinuum\logs
selection and (Secondary Site a. Loy les (x86) age Sy v 'nuumiog
readiness check |), MT b. C:\Program Files (x86)\InMage Systems\vContinuum\L atest
(Secondary Site \Recovery.xml
) 2. MT
a. cdpcli for retention information. Refer to InMage Tools
2 Target VM vContinuum, 1. vContinuum
(r:lg;\/]:li(;ruliation \(/SCPe;nter/ ESXi a. C:\Program Files (x86)\InMage Systems\vContinuum\logs
and recovery
sequencing
3 Activation vContinuum, 1. vContinuum
(Rollback disks, |vCenter/ESXi C:\Program Files (x86)\InMage Systems\vContinuum\logs
Apply network  |(SP), MT, CS a. C:\Program Files (x86)\InMage SystemstvContinuumilog
configuration, 2. ESXilvCenter (SP)
Detach disks a. vCenter Log
fromMT, Power
on VMs) 3. MT
a. Monitor -> Hosts
4. CX-CS
a. Monitor -> CX logs -> job_log_xxxx

This section will introduce important log files and dependencies for InMage components:
e VMware Tools, page 5-19
e vContinuum Logging, page 5-20
e Configuration and Processing Server Logging, page 5-21
¢ InMage Tools, page 5-22

VMware Tools

For V2V protection, VMware Tools are required for source-side discovery. To confirmif VMware Tools
isrunning on Windows, log onto the source server and under Services confirm that the VMtool is started,
as shown in Figure 5-6.
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Figure 5-6 VMware Tools
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\ Extended  Standard /

On Linux, issue:

ps -ef | grep vmtoolsd

vContinuum Logging

vContinuum is a statel ess application that communicates with the CX-CS server to create and manage
various protection and recovery plans. Based on user inputs, it pulls/pushes configuration changes to/
from the CX-CS server. Detailed exchange between vContinuum and CX-CS server log are all logged

on the vContinuum server under:

C:\Program Files (x86)\InMage Systems\vContinuum\logs

C:\Program Files (x86)\InMage Systems\vContinuum\Latest:

Important vContinuum log files are:

1. vContinuum.log - Usethislog fileto follow detailed eventsfor jobstriggered from the vContinuum.

The following is an example of Recovery Plan:

7/30/2013 10:58:53 AM Parameter grp id Taskl Initializing Recovery Plan: 7/30/2013

10:58:53 AM Name

This will initializes the Recovery Plan.It starts the EsxUtil.exe
binary for Recovery: 7/30/2013 10:58:53 AM Description

Completed: 7/30/2013 10:58:53 AM TaskStatus

7/30/2013 10:58:53 AM Logpath /home/svsystems/vcon/Demo_recovery_ 35790/

EsxUtil.log
7/30/2013 10:58:53 AM Parameter grp id Task2

Downloading Configuration Files: 7/30/2013 10:58:53 AM Name

The files which are going to download from CX arel.
Recovery.xml: 7/30/2013 10:58:53 AM Description
Completed: 7/30/2013 10:58:53 AM TaskStatus

7/30/2013 10:58:53 AM Logpath /home/svsystems/vcon/Demo_recovery_ 35790/

EsxUtil.log
7/30/2013 10:58:53 AM Parameter grp id Task3

Starting Recovery For Selected VM(s): 7/30/2013 10:58:53 AM Name

The following operations going to perform in this task:1.

Remove pairs for all the selected VMs2. Completes network

related changes for all VMs3. Deploys the source disk layout

on respective target disk(in case of windows): 7/30/2013 10:58:53 AM Description

Completed: 7/30/2013 10:58:53 AM TaskStatus

7/30/2013 10:58:53 AM Logpath /home/svsystems/vcon/Demo_recovery_ 35790/ EsxUtil.log

7/30/2013 10:58:53 AM Parameter grp id Task4

Powering on the recovered VM(s): 7/30/2013 10:58:53 AM Name
This will power-on all the recovered VMsl. It will detach
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all the recoverd disks from MT2. Power-on the recovered VMs:

7/30/2013 10:58:53 AM Description

InProgress: 7/30/2013 10:58:53 AM TaskStatus

7/30/2013 10:58:53 AM Logpath /home/svsystems/vcon/Demo_recovery_ 35790/ EsxUtil.log
7/30/2013 10:59:18 AM paragroup <FunctionRequest Name="MonitorESXProtectionStatus"
Id="" include="No"><Parameter Name="HostIdentification"
Value="0451173A-C182-8D46-9C18A7E2E844E42D"/ ><Parameter Name="StepName"
Value="Recovery"/><Parameter Name="PlanId" Value="9"/></FunctionRequest>

7/30/2013 10:59:18 AM Count of parametergroup 2

Filesin the "C:\Program Files (x86)\InMage Systems\vContinuum\L atest” are XML files that includes
inventory information regarding:

¢ Primary Server under protection.

e Secondary Service Provider ESXi Environment.

¢ Detailed Storage information in Primary and Secondary site.

¢ Detailed network profile information in Primary and Secondary site. Figure 5-7 is an example of
MasterConfigFile (detailed protection plan).

Figure 5-7 MasterConfigFile Example

=] 8 Docunnent
=W start
E -

y H

E| TARGET_ES%

Hm"hoﬂ
- durnrny_disk.
=% root
El- W SRC_ESK
i - W host
ST/ RGET Fo
AW hast
-y dumimy _disk.

Configuration and Processing Server Logging

Logsrequired to troubleshoot the processing server and CS-CX can be accessed directly from the CS-CX
Ul. Summary of available logs can be found by navigating to Monitor > CX Logs. Table 5-6 shows the
logs that are most relevant for troubleshooting:

Table 5-6 Configuration and Processing Server Logs

Log Description

volsync tmanager logs

Jobs_log File replication logs. Logs associated with protection and recovery plan.
gentrends Logs responsible for RRD trending graph.

perf_fr_job_cfg |Performance data gathering and management for gentrend.
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Table 5-6 Configuration and Processing Server Logs
Log Description

bmptrace Bandwidth shaping module.

TrapLog SNM P messages.

Troubleshooting directly from Monitor > CX logs can be overwhelming since it is a aggregation point
for al logs. The best way to retrieve and view logs is to have some context around the failure. Having
the right log file corresponding to the failure event simplifies the root cause isolation and avoids going
down the wrong path due to conflicting error messages across different log files. To simplify the
debugging process:

1. Always start from Monitor > File Replications.

2. Filter replication logs based on Status. Status > Failed > Search.

3. Find the corresponding failed job based on application name and then click on view details.

4. From the details windows, clock on log to open the corresponding log file relating to the failure
event. Figure 5-8 is a screen capture:

Figure 5-8 View Log
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Job Description Application . Status ) Group ID ) Job 1D Exit Code -
I E=3 =1 | Fatie = | Seex =1 E= =1 | See =1 seren |
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File Protection Status
View Job ¥ , Target i Scheduled Job X
Flarye M e o ol Applicatio Source Directory ot Target Direckory Type | S0 | 30| e C r
ts TS-WIKE-DR-Dr 4 4 [
End Time: Last Update Time Data Compressaon Sync Compression Bytes Changed
3 c: S T Rur
waks | Si\Progan ‘ Ru % s r
SAC Systems\Fa SR

InMage Tools

The following InMage tools can be used to for troubleshooting:

1. DrvULtil - Primary Server. DrvUtil utility can be used to inspect and modify InMage DataTap driver
settings on the primary server. For monitoring and troubleshooting purposes, Drvutil --ps and --pas
options can be useful to monitor 1O Size, number of dirty blocks in queue, size of the change block
and so on. Other features of drvutil should not be used unless instructed by InMage support team.

2. Configurator APl TestBed - Primary Server. Thistool is most useful when troubleshooting initial
data protection issues (Resync). First confirm if "dataprotection” processis running; if it's not, use
configuratorapitestbed.exe to check if svagent is receiving configuration settings from the CX-CS
correctly.

C:\Program Files (x86)\InMage Systems>ConfiguratorAPITestBed.exe --default
C:\Program Files (x86)\InMage Systems>ConfiguratorAPITestBed.exe --custom --ip
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8.24.81.101 --port 80 --hostid 3F8E5834-AA0C-F246-B915D07CFB5D49CC

ThisisaWindows-based utility; thereisn't aequivalent Linux version. To find out configuration settings
for aLinux primary servers, use any available Windows DataTap agent and run the
ConfiguratorAPI TestBed command using the --hostid option where the hostid istheid of the Linux host.

3. cdpcli - Master Target. Use this utility on the MT to gather information regarding replication
statistics, 10 pattern, and protected volume.
c:\Program Files (x86)\InMage Systems>cdpcli.exe --listtargetvolumes
C:\ESX\3F8E5834-AA0C-F246-B915D07CFB5D49CC_C
C:\ESX\4FC26A25-683F-DC48-86F0C31180D4A5C0_C
C:\ESX\85F7759A-2EC9-9348-B8COADIE9A3F0331_C
C:\ESX\B6688D89-7471-EA43-AC76FBATEDB948C6_C
C:\ESX\E08CD805-888E-944D-B60496095D3914DD_C
C:\ESX\3F8E5834-AA0C-F246-B915D07CFB5D49CC_C__ SRV
C:\ESX\4FC26A25-683F-DC48-86F0C31180D4A5C0_C__SRV
C:\ESX\85F7759A-2EC9-9348-B8COADIE9A3F0331_C__SRV
C:\ESX\B6688D89-7471-EA43-AC76FBA7EDB948C6_C__ SRV
C:\ESX\E08CD805-888E-944D-B60496095D3914DD_C__ SRV
C:\ESX\3F8E5834-AA0C-F246-B915D07CFB5D49CC_K
C:\ESX\B6688D89-7471-EA43-AC76FBA7EDB948C6_K
C:\ESX\E08CD805-888E-944D-B60496095D3914DD_K
c:\Program Files (x86)\InMage Systems>cdpcli.exe --displaystatistics -- vol="C:\E
SX\3F8E5834-AA0C-F246-B915D07CFB5D49CC_C"
C:\ESX\3F8E5834-AA0C-F246-B915D07CFB5D49CC_C\ is a symbolic link to C:\ESX \3F8E
5834-AA0C-F246-B915D07CFB5D49CC_C
H#t#H#H#H#HAHE REPLI CATI ON
Target Vol ume Name: STATI STI CS ###H##HH#H##HH
C:. \ ESX\ 3F8E5834- AAOC- F246- B915D07CFB5D49CC C
Diffs pending in CX 30391423
Diffs pending in Target: 0
Current RPO (secs): 96
Apply rate (Bytes/sec): 12191886
Apply time (secs): 0
c:\Program Files (x86)\InMage Systems>cdpcli.exe --showsummary --vol="C:\ESX \3F8
E5834-AA0C-F246-B915D07CFB5D49CC_C*"
Database:E:\Retention_Logs\catalogue
\2460F4D5-7C71-5745-9804B2F
FB039366A\C\ESX\3F8E5834-AA0C-F246-B915D07CFB5D49CC_C\efll8abbc9\cdpv3.db
Version:3
Revision:2
Log Type:Roll-Backward
Disk Space (app) :235020800 bytes
Total Data Files:10
Recovery Time Range (GMT): 2013/7/31 13:37:8:730:417:7 to
2013/7/31 13:49:13:5:533:1
c:\Program Files (x86)\InMage Systems>
c:\Program Files (x86)\InMage Systems>cdpcli.exe --iopattern --vol="C:\ESX \3F8E5
834-AA0C-F246-B915D07CFB5D49CC_C"
Io Profile:
si ze %Access %=ead %Random Del ay Burst Alignnent Reply
512B Q100 1000 1sector none
512B @ @® 1sect or none
512B Q100 @® 1sect or none
512B 20 1000 1sect or none
4KB 12100 1000 1sect or none
4KB 120 @® 1sect or none
4KB 12100 @® 1sect or none
4KB 140 1000 1sect or none
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0100
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000
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000
000
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®
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1000
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®
1000
000
®

®
000
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®

®
000

1

1
1

1

c:\Program Fi |l es (x86)\InMage Systens>

1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or
1sect or

none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none

[ Disaster Recovery as a Service (DRaa$), Release 1.0

Design and Implementation Guide |


file:///c:/Program

APPENDIX A

Characterization of Replication Process

As part of the testing effort for this DRaaS solution, the impact of the primary VM's data change rate on
CPU utilization, network bandwidth, and disk I/O wereinvestigated. The tests were executed on asingle
tenant with one Windows 2008 virtual server being protected by aMT running Windows 2008 in the SP's
network. The process server, which was located in the tenant network, sent datato the MT across a
simulated WAN link. Figure A-1 shows this setup along with some details about the protection plan
being used.

Figure A-1 Protection Summary for Characterization Test Setup

Protection Summary
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Available Consistency Points: 3 W Protection Details
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K F
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Note Theresults presented in this section should be used to understand the general effects of data change rates
and compression on the system and should be not used for planning purposes by themselves. InMage
provides recommendations and analysis tools to assist with network and resource planning that should
be used.

InMage has a script to generate data changes on the primary server to put aload on the disaster recovery
system. The script calls an executable that writes data to atemporary folder, waits for a short duration,
removes the written data, and then loops back to the start. The data writes are captured by the InMage
agent on the primary server and sent to the local processing server. The processing server then
compresses those changes, if compression is enabled, and the M T pulls those changes to the protection
VMDK in the SP network.

In the following script, the GenerateTest Tree.exe executable is called with three parameters; only the
second parameter (e.g., size of the data to write each time) was changed for each iteration. This value
was stepped from 1 up to 250.

gentesttree.bat Test Script

:loopl

@echo on

"c:\scripts\GenerateTestTree.exe" 0 10 8 C:\templ

ping -n 5 localhost

"c:\Program Files (x86)\InMage Systems\rm.exe" -rf C:\templ
goto loopl

The GenerateTestTree.exe executable has the following syntax:

GenerateTestTree.exe <mode=0(write) |l (verify)> <size MB> <random seed int> <dest dir>

At eachinterval of thetest script, the system was allowed to settle for an hour or more and then anumber
of metrics was collected. Between some iterations, we observed data being cached at the process server
so we forced arestart of the replication process to flush that data.

e Metrics captured from the Tenant vCenter:

— Primary VM Disk Write Rate (WR)—Measured in MBps. Thisis the actual amount of data
changes resulting from the gentesttree.bat test script.

- Process Server BW Input and Output—Measured in MBps (bytes), but converted to Mbps
(bits). The difference between these two values will be the amount of compression the process
server can accomplish.

- Primary VM (Agent) CPU Utilization—Measured in MHz. Thisis the amount of CPU
required by the agent.

— ProcessVM (PS)CPU Utilization—Measured in MHz. Thisisthe amount of CPU required by
the process server.

e Metrics captured from the SP vCenter:

— Master Target Disk Read Rate (RR)—Measured in MBps. Thisis the read rate required by
the MT to compare blocks.

— Master Target Disk Write Rate (WR)—Measured in MBps. Thisis the write rate by the MT
to write old block to log and new block to VMDK.

— Master Target CPU Utilization—Measured in MHz, Thisis the amount of CPU required by
the MT.
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This section presents the following topics:
¢ Replication with Compression Disabled, page A-3
¢ Replication with Compression Enabled, page A-4
e Comparison of Compression Enabled and Disabled, page A-5

Replication with Compression Disabled

Figure A-2 shows the summary results for each of the seven (7) iterations when compression was
disabled on the process server in the tenant network.

Figure A-2 Summary of Results with Compression Disabled

GenerateTestTree Params Enterprise (Primary VM, PS) Service Provider (MT)

Mode size Seed Pri VM Disk WR | PSBW (In) | PSBW (Out) | PriVMCPU | PSCPU | DiskRR | DiskWR | CPU
0 1 8 0375 | 339968 | 3.883008 | 9% | 167 0.395 1095 | 365
0 10 g 191 | 1646502 | 161792 | 200 230 1.956 5622 | 505
0 50 8 3.909 | 3383296 | 32768 | 293 | 315 | 4027 11784 | 739
0 100 8 433 | 37.3ss52 | 3555328 | 238 | 30 | 665 12728 | 788
0 150 g 5.336 | 41598976 | 41.20576 | 345 338 5.05 14.96 | 865
0 200 g 6.922 | 46465024 | 434176 | 369 | 382 5.34 15745 | 890
0 250 g 6.968 46.61248 44.212224 an 367 5399 15991 | 910

In Figure A-3, the CPU utilization for the primary VM, process server, and MT is plotted against the
primary VM disk write rate. The utilization on the primary VM and process server are very close
consuming 100-200 MHz for the lowest disk write load and approaches 400 MHz for the upper limit of
theload script (7 MBps). On the SP side, the MT consumes more cycles for the sasmeworkload. The M T
starts at alittle under 400 MHZ and climbs up to around 900 MHz at the highest loads.

Figure A-3 Chart of CPU Utilization vs Primary VM Disk Write Rate (Compression Disabled)
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In Figure A-4, the input and output data rates for the network interface of the process server are plotted
against the primary VM disk write rate. The datarate coming from the primary VM and going out to the
MT are very close, which is expected since the process server is not performing any compression on the
data.
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Figure A-4 Chart of Bandwidth vs Primary VM Disk Write Rate (Compression Disabled)
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Replication with Compression Enabled

Figure A-5 shows the summary results for each of the seven (7) iterations when compression was
enabled on the process server in the tenant network.

Figure A-5 Summary of Results with Compression Enabled
GenerateTestTree Params | Enterprise (Primary VM, PS) Service Provider (MT)
Mode |  Size Seed | PriVMDiskWR | PSBW (in) | PSBW(Out) | PivMcPU | PscPu | DiskRR | DiskWR | cpu
o 1 8 0.375 3.35872 2.58048 92 212 0.354 | 0.981 369
0 10 8 1.934 16.760832 | 12.509184 202 459 2039 | 5284 580
— 0 | so | =® 3.951 33.923072 | 27.189248 2% 787 204 | 11065 893
0 100 s 4315 | 37126144 | 28344032 383 | =43 | 4425 | 1206 | 944 |
0 150 ) 6712 4562944 | 38.985728 386 1006 5683 | 16891 1202
0 200 8 6.943 45703168 | 38.928384 391 983 5623 | 17011 1148
o 250 8 7.796 59.523072 36.53632 az3 1296 5.158 I 14.589 1116

In Figure A-6, the CPU utilization for the primary VM, process server, and MT is plotted against the
primary VM disk write rate. The utilization on the primary VM consumes around 100-200 M Hz for the
lowest disk write load and approaches 400 MHz for the upper limit of the load script (7 MBps). As
expected, thisis similar to the no compression test results, since nothing has changed on the primary
VM.

Looking at the CPU utilization for the process server, we see that the starting consumption is close to
the no compression results (e.g., around 200 MHz), but almost triples in consumption near the upper
limit of the load script. The highest consumption isaround 1000 MHz, while the no compression results
yielded around 350 MHz. The CPU utilization of the MT is about the same as the compression disabled
case for the smallest loads, but consumes significantly more CPU resources at the higher loads.
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Figure A-6

Comparison of Compression Enabled and Disabled

Chart of CPU Utilization vs Primary VM Disk Write Rate (Compression Enabled)
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In Figure A-7, the input and output data rates for the network interface of the process server is plotted
against the primary VM disk write rate. The data difference between the two lines is the bandwidth
savings on the WAN link due to the compression being applied by the process server.

Figure A-7 Chart of Bandwidth vs Primary VM Disk Write Rate (Compression Enabled)
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Comparison of Compression Enabled and Disabled

In this section, resultsfrom the compression disabled and compression enabled test cases will be directly
compared. In Table A-1, we see that at the lower data change rates, there is a26.95% CPU resource cost
on the process server when compression is enabled. The cost approaches 200% at the higher data change

rates.
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Comparison of Compression Enabled and Disabled

Table A-1

Comparison of Process Server CPU Costs with Compression Enabled

PS CPU MHz (Compression
Disabled)

PS CPU MHz (Compression
Enabled)

% CPU Cost to Enable
Compression on PS

167 212 26.95
230 459 99.57
315 787 149.84
330 843 155.45
338 1006 197.63
362 983 171.55

In Table A-2, the CPU utilization of the MT on the SP side for both the compression disabled and
compression enabled test cases is compared. The right-most column shows the % CPU resource cost
when compression is used by the process server for datait sendsto the MT. The MT consumes about the
same amount of cycles at the lower data change rates (e.g., only about 1% CPU resource cost) when
compression is enabled, but consumes 30-40% more CPU resources at the higher data rates. The
maximum consumption was around 1200 MHz when compression was enabled and only around 890
MHz when compression was disabled.

Table A-2

Comparison of Master Target CPU Costs with Compression Enabled

MT CPU MHz (Compression
Disabled)

MT CPU MHz (Compression
Enabled)

% CPU Cost to Enable
Compression on PS

365 369 1.10

505 580 14.85
739 893 20.84
788 944 19.80
865 1202 38.96
890 1148 28.99
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APPENDIX B

Extending a Linux Volume

When you resize a protected volume (extend the volume beyond its original size) in the production site,
the replication pair status changes to a Paused/VolumeResized State. The following procedure
demonstrates how to bring the replication pair to diff sync state.

After extending disk on source VM, you should see that the replication pair status is Paused/Volume
Resized with Resync required marked as YES and Alertsin CX Ul.

Stop the VX Agent service on the MT server.

Note the SCSI 1Ds of the disks on the MT and detach the corresponding disk from the MT and extend
the disk on DR-VM (make sure that extended size should not be less than extended size at production).

Attach the disk back to the MT after extension to the same SCSI ID that was before detaching from the
MT.

Start the VX Agent service on the MT server.

Log in to vContinuum server and launch vContinuum. Click New Protection and do discovery for this
VM to get new sizesin info.xml (Path: C:\Program Files (x86)\InMage Systems\vContinuum\L atest)

Check the disk sizes for extended disks: in Info.xml search source VM name and check size.

Figure B-1 Check Disk Size in Info.xml File

B MasterConfigFile - Notepad ™i=] E3
File Edit Format View Help

-

_address="10,0.47.63" hostname-"%" display_name="serverl" new_displayname="sServerl" vmx_vers

rce_uu‘ldn"dzld?bdd—4agld—cb55—90?5— ef49255f" target_uu‘ld-"42012853—5564-?58 -8 =0fece7b1277d"
disk_name="[2_47_Local] w2k8-r2-spl-ent-64bit/w2kB8-R2-spl-ent-64bit.vmdk" sized"23068672"|disk_typ:
disk_name=" 2_4?_Loca'li w2k8-R2-spl-ent-64bit/2k8R2-64bit.vmdk" sizex"4194304" MISRTYPE="persistel

etwork_label="Network adapter 1" network_name="wM Network" nic_mac="00:50: Od:34:33" ip="10.0.47
ss_server IP="10.0.47.108" />

tion retain_change MB="1024" retain_change_days="" log_data_dir="Rr:\Retention_Logs" />
stency_schedule days="0" hours="0" mins="20" />

ol 1 rlll

Open the MasterConfigFile from C:\Program Files (x86)\InM age Systems\vContinuum\L atest inthe M T
and search for the source VM name.

Disaster Recovery as a Service (DRaaS$), Release 1.0
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Figure B-2 Find Primary VM Entry in MasterConfigFile

MasterConfigFile - Notepad ™=l k4
File Edit Format View Help

-
| address="10.0.47.63" hostname="serverl" display_name="serverl" new_displayname="Serverl" vmx_vers
rce_uuid="421d7b4d-4a4d-cbh55-9075-1787ef49255f" target_uuid="42012803-5564-7581-8 =0fecc7b1277d"
disk_name="[2_47_Local] w2k8-r2-spl-ent-64bit /w2k8-R2-spl-ent-6dbit.vpdk"” sized"24117248" |disk_typ:
disk_name="[2_47_Local] w2k8-R2=-spl-ent-64bit/2k8r2-64bit.vmdk" size=[5242880[" |dTSK_type= persistel
etwork_label="Network adapter 1" network_name="wM Network" nic_mac="00TSUT56790:34:33" ip="10.0.47
ss_server IP="10.0.47.108" />
rtion retain_change_mMB="1024" retain_change_days:"" log_data_dir="R:\Retention_Logs" />
stency_schedule days="0" hours="0" mins="20" />

4 | o
Step9  Modify the source VM disk size to the new size.

Figure B-3 Modify Primary VM Volume Size

#l1nfo - Notepad =] E3

File Edt Format View Help

-
"Serverl"” hostname="Serverl" ip_address="10.0.47.63" vSpherehostnamep_l0.0.2 47" datacenter="uUv-Src
[2_47_Local] w2k8-R2-spl-ent-64bit w2k8-R2-spl-ent-64bit.vpudk" size=|'24117248" |disk_type="persister—
[2_47_Local] w2k8-Rr2-spl-ent-64bit/2k8R2-64bit.vmdk" size=|'5242B80"|dTsk_ ype= ersistent” disk_mor
T="Network adapter 1" network_name="wvM Network" nic_mac="00:50:56:9d:34:33" ip="10.0.47.63" addres:

| | 'IL-‘

Step10 Upload thisfile to CX by running the following command in MT: C:\Program Files (x86)\InMage
Systems\vContinuum>vContinuum.exe -upl oadtocx.

Figure B-4 Upload File to CX Server

T+, Administrator: C:\ Windows' system32'\cmd.exe

“Program Files (x86>\InMage Systems“wContinuum>vContinuum.exe uploadtocx

C:“\Program Files {(x86>\InMage Systems“vContinuum?_
Step11  Onthe primary Linux VM:
a. Stop the service ( command: service vxagent stop).

b. Issue the stop filtering on the protected device for which volume resize is required.

./inm_dmit --op=stop_flt --src_vol=<device name>

¢. Do theresize of the device and the filesystem, if any.
d. Issue the start filtering on this device.
./inm_dmit --op=start_flt --src_vol=<device name>
e. Start the service (service vxagent start). Step 12 Run the above command for all the protected disks

that are extended. Step 13 Resumethereplication through the CX Ul and make sureto restart Resync
for the resized volumes.
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APPENDIX D

Glossary

A

AMI Amazon Machine Images

ASASM Adaptive Security Appliance Services Module
ASR (Cisco) Aggregation Services Router
AWS Amazon Web Services

B

BCO BMC Capacity Optimization

BSA BMC Server Automation

BNA BMC Network Automation

BPPM BMC ProactiveNet Performance Management
c

CDP Continuous Data Protection

CLM BMC Cloud Lifecyle Management
CSA ZenOSS Cloud Service Assurance
CX-Cs Configuration Server

CX-PS Process Server

D

DC data center

DML Definitive Media Library

DRaaS Disaster Recovery as a Service

DRE Data Redundancy Elimination

E

EH end host

F

FC Fibre Channel

FCoE Fibre Channel over Ethernet
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GSLB
GSS

HBA

laaS
ICS
10PS

LC

MDS
MSP
MT

NAS
NIC

OLTP
Oo0B
oTVv

P2v
PIN

R
RAID

RBAC
RD
RDD
RESTful
RHI

RM
RPO

RR

Global Site Load Balancing
Global Site Selector

host bus adapter

Infrastructure as a Service
Integrated Compute Stack
I nput/Output Operations Per Second

linecard

Multilayer Director Switch
Managed Services Provider
master target

Network-Attached Storage
network interface card

online transaction processing
out of band

Overlay Transport Virtualization

Physical to Virtual Server
Place in the Network

random array of integrated disks
role-based access control

route distinguisher

round-robin database
Representational state transfer
Route Health Injection
Resource Manager

Recovery Point Objective

route reflector

[ Disaster Recovery as a Service (DRaa$), Release 1.0
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VMDC
VMDK
VMNIC
VRF
VSG
vSLB

WAAS
WAE
WAFL
WLM
WOC
WWPN

Software as a Service

Storage Area Network

swapin

Server Load Balancing

swap out

Service Offering Instance
VMware Site Recovery Manager

Transport Flow Optimization

User Datagram Protocol

(Zerto) Virtual to Virtual Server
virtual machine

Virtualized Multi-Tenant Data Center

Virtual Machine Disk

VM Network Interface Card
virtual routing and forwarding
Virtual Security Gateway
Virtual Server Load Balancer

Wide Area Application Services
Wide Area Application Engines
Write Anywhere File Layout
Workload Manager

WAN Optimization Controller
World Wide Port Name

| Design and Implementation Guide
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