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Preface

This preface describes the audience, organization, and conventions of the Cisco Nexus 5000 Series
Fabric Manager Configuration Guide. It also provides information on how to obtain related
documentation.

Audience

This guide is for experienced network administrators who are responsible for configuring and
maintaining Cisco Nexus 5000 Series switches.

Organization

This guide is organized as follows:

Chapter Title Description

Chapter 1 Product Overview Provides an overview of Cisco Nexus 5000
Series switches.

Chapter 2 Installing Cisco Fabric Manager Provides a brief overview of Fabric Manager
components and capabilities, and information
on installation and launching the applications.

Chapter 3 Fabric Manager Server Provides in-depth descriptions of GUI and
capabilities for the Fabric Manager Server.

Chapter 4 Authentication in Fabric Manager Describes the authentication schemes between
Fabric Manager components and fabric
switches.

Chapter 5 Fabric Manager Client Provides in-depth descriptions of GUI and

capabilities for the Fabric Manager Client.

Chapter 6 Device Manager Provides in-depth descriptions of GUI and
capabilities for the Device Manager.

Chapter 7 Using Cisco Fabric Services Provides descriptions of GUI and capabilities
for Cisco Fabric Services.

Chapter 8 Configuring Ethernet Interfaces Provides descriptions of how to configure
Ethernet interfaces using Fabric Manager.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Chapter

Title

Description

Chapter 9

Configuring Virtual Interfaces

Provides descriptions of how to configure
virtual interfaces using Fabric Manager.

Chapter 10

Configuring Fibre Channel Interfaces

Provides descriptions of how to configure Fibre
Channel interfaces using Fabric Manager.

Chapter 11

Configuring Domain Parameters

Provides descriptions of how to configure Fibre
Channel domains using Fabric Manager.

Chapter 12

Configuring N-Port Virtualization

Explains how to configure NPV devices to
reduce excessive Fibre Channel domain IDsin
SANSs.

Chapter 13

Configuring VSAN Trunking

Provides descriptions of how to configure
V SAN trunks using Fabric Manager.

Chapter 14

Configuring SAN Port Channels

Explains SAN port channels and load
balancing concepts and provides details on
configuring SAN port channels, adding portsto
SAN port channels, and deleting ports from
SAN port channels.

Chapter 15

Configuring and Managing VSANs

Describes how virtual SANs (V SANSs) work,
explains the concept of default VSANS,
isolated VSANS, VSAN IDs, and attributes,
and provides details on how to create, delete,
and view VSANS.

Chapter 16

Configuring and Managing Zones

Defines various zoning concepts and provides
details on configuring a zone set and zone
management features.

Chapter 17

Distributing Device Alias Services

Describes the use of the Distributed Device
Alias Services (device alias) to distribute
device alias names on a fabric-wide basis.

Chapter 18

Configuring Fibre Channel Routing
Services and Protocols

Provides details and configuration information
on Fibre Channel routing services and
protocols.

Chapter 19

Managing FLOGI, Name Server,
FDMI, and RSCN Databases

Provides name server and fabric login details
required to manage storage devices and display
registered state change notification (RSCN)
databases.

Chapter 20

Configuring SPAN

Describesthe Switched Port Analyzer (SPAN),
SPAN sources, filters, SPAN sessions, SD port
characteristics, and configuration details.

Chapter 21

Discovering SCSI Targets

Describes how the SCSI LUN discovery
feature is started and displayed.

Chapter 14

Configuring SAN Port Channels

Explains SAN port channels and load
balancing concepts and provides details on
configuring SAN port channels, adding portsto
SAN port channels, and deleting ports from
SAN port channels.
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Chapter Title Description

Chapter 22 Advanced Features and Concepts Describes the advanced configuration features,
including timeout values, the fctrace tool, and
interoperating with non-Cisco switches.

Chapter 23  |Configuring FC-SP and DHCHAP Describes the DHCHAP protocol, which isan
FC-SP protocol to provide authentication
between Cisco Nexus 5000 Series switches and
other devices.

Chapter 24 | Configuring Port Security Provides details on port security features that
can prevent unauthorized access to a switch
port in a Cisco Nexus 5000 Series switch.

Chapter 25 | Configuring Fabric Binding Describes how to configure fabric binding
capabilities using Fabric Manager.

Chapter 26 Configuring Fabric Configuration Describes how to configure fabric

Servers configuration servers using Fabric Manager.

Chapter 27 | Configuring Port Tracking Provides information about a port tracking
featurethat providesafaster recovery fromlink
failures.

Chapter 28  |Network Monitoring Describes how to use Fabric Manager
monitoring features.

Chapter 29 Performance Manager Provides details on using Performance
Manager.

Chapter 30 Nexus 5000 Management Software Provides answers to frequently asked

FAQ questions.

Chapter 31 | Troubleshooting Your Fabric Provides details on troubleshooting Fabric

Manager.
Document Conventions

Command descriptions use these conventions:

boldface font

Commands and keywords are in boldface.

italic font Arguments for which you supply values are in italics.
[ Elements in square brackets are optional.
[X|Yy]| 21 Optional alternative keywords are grouped in brackets and separated by

vertical bars.

Screen examples use these conventions:

screen font

Terminal sessions and information the switch displays are in screen font.

boldface screen font

Information you must enter is in boldface screen font.

italic screen font

Arguments for which you supply values are in italic screen font.

< >

Nonprinting characters, such as passwords, are in angle brackets.
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[ Default responses to system prompts are in square brackets.

. An exclamation point (!) or apound sign (#) at the beginning of aline of code
indicates a comment line.

This document uses the following conventions:

Note  Means reader take note. Notes contain helpful suggestions or references to material not covered in the
manual.

Caution  Means reader be careful. In this situation, you might do something that could result in equipment
damage or loss of data.

Related Documentation

Documentation for Cisco Cisco Nexus 5000 Series switches is available at the following URL :
http://www.cisco.com/en/US/products/ps9670/tsd_products_support_series_home.html

The following are related Cisco Nexus 5000 Series documents:

Cisco Nexus 5000 Series Release Notes

Cisco Nexus 5000 Series CLI Software Configuration Guide, Release 4.0

Cisco Nexus 5000 Series Fabric Manager Software Configuration Guide, Release 4.0
Cisco Nexus 5000 Series System Messages Reference

Cisco Nexus 5000 Series Command Reference, Release 4.0

Cisco Nexus 5000 Series Hardware Installation Guide, Release 4.0

Cisco Nexus 5000 Series MIBs Reference, Release 4.0

Obtaining Documentation and Submitting a Service Request

For information on obtaining documentation, submitting a service request, and gathering additional
information, see the monthly What’s New in Cisco Product Documentation, which also lists all new and
revised Cisco technical documentation, at:

http://www.cisco.com/en/US/docs/general /whatsnew/whatsnew.html

Subscribe to the What's New in Cisco Product Documentation as a Really Simple Syndication (RSS) feed
and set content to be delivered directly to your desktop using areader application. The RSS feeds are afree
service and Cisco currently supports RSS version 2.0.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 1

Product Overview

The Cisco Nexus 5000 Seriesis a family of top-of-rack switches for the data center. The Nexus 5020
switch is a 10-Gigabit Ethernet and Fibre Channel over Ethernet (FCoE) switch with 1.04 Thps
switching throughput. The Nexus 5020 provides low-latency wire-speed switching for up to 52
10-Gigabit Ethernet ports.

The Nexus 5020 switch supports FCoE to provide data center 1/O consolidation (10C). Optional Fibre
Channel-capable expansion modules provide four or eight native Fibre Channel SAN interfaces.

This chapter describes the Cisco Nexus 5000 Series switches and includes the following sections:
» New Technologies in the Cisco Nexus 5000 Series, page 1-1
» Cisco Nexus 5000 Series Switch Hardware, page 1-3
» Cisco Nexus 5000 Series Switch Software, page 1-4
« Typica Deployment Topologies, page 1-8
» Supported Standards, page 1-11

New Technologies in the Cisco Nexus 5000 Series

Cisco Nexus 5000 Series switches introduce several new technologies, which are described in the
following sections:

» Fibre Channel over Ethernet, page 1-1
« |/O Consolidation, page 1-2
« Virtual Interfaces, page 1-3

Fibre Channel over Ethernet

Fibre Channel over Ethernet (FCoE) provides a method of encapsulating Fibre Channel traffic over a
physical Ethernet link. FCoE frames use a unique Ethertype so that FCoE traffic and standard Ethernet
traffic can be carried on the same link.

Fibre Channel traffic requires alossless transport layer. Native Fibre Channel implements lossless
service using a buffer-to-buffer credit system. For FCoE traffic, the Ethernet link must provide lossless
service.

Ethernet links on Cisco Nexus 5000 Series switches provide two mechanismsto ensure | ossless transport
for FCoE traffic: link-level flow control and priority flow control.

[ oL-16598-01
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|EEE 802.3x link-level flow control allows a congested receiver to signal the far end to pause the data
transmission for a short period of time. The pause functionality is applied to al the traffic on the link.

The priority flow control (PFC) feature applies pause functionality to specific classes of traffic on the
Ethernet link. For example, PFC can provide | ossless service for the FCoE traffic, and best-effort service
for the standard Ethernet traffic. PFC can provide different levels of service to specific classes of
Ethernet traffic (using |EEE 802.1p traffic classes).

I/0 Consolidation

I/0 consolidation (I0C) allows a single network technology to carry IP, SAN and | PC traffic.

FCoE enables an evolutionary approach to IOC. The upper Fibre Channel layers are unchanged, so the
Fibre Channel operational model is maintained. FCoE network management and configurationissimilar
to a native Fibre Channel network.

Cisco Nexus 5000 Series switches use FCoE to carry Fibre Channel and Ethernet traffic on the same
physical Ethernet connection between the switch and the server. At the server, the connection terminates
to a converged network adapter (CNA) . The adapter presents two interfaces to the server’s operating
system (OS): one Ethernet NIC interface and one Fibre Channel HBA interface. The server OS is not
aware of the FCoE encapsulation (See Figure 1-1)

At the switch, the incoming Ethernet port separates the Ethernet and Fibre Channel traffic (using
Ethertype to differentiate the frames). Ethernet frames and Fibre Channel frames are switched to their
respective network-side interfaces.

Cisco Nexus 5000 Series switches provide quality of service (QoS) capabilitiesto ensure lossless service
across the switch for Fibre Channel traffic. Best-effort service can be applied to all of the Ethernet traffic
or specific classes of Ethernet traffic can be configured with different QoS levels.

Figure 1-1 1/0 Consolidation
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Virtual Interfaces

When FCoE is enabled, a physical Ethernet cable carries traffic for alogical Ethernet connection and a
logical Fibre Channel connection.

The Cisco Nexus 5000 Series switch uses virtual interfaces to represent the logical connections that are
carried on the same physical Ethernet. The Cisco Nexus 5000 Series switch supportsvirtual Ethernet and
virtual Fibre Channel interfaces.

For configuration purposes, virtual Ethernet and virtual Fibre Channel interfaces are implemented as
Layer 2 subinterfaces of the physical Ethernet interface.

Link-level features (such as link debounce timer and CDP) are configured on the physical Ethernet
interface. Logical Layer 2 Ethernet features (such as VLAN membership and ACLs) are configured on
the virtual Ethernet interfaces. Logical Fibre Channel features (such as VSAN membership) are
configured on the virtual Fibre Channel interfaces.

Cisco Nexus 5000 Series Switch Hardware

Chassis

The Cisco Nexus 5000 Series includes the Nexus 5020 switch. The Nexus 5020 switch hardware is
described in the following topics:

e Chassis, page 1-3

« Expansion Modules, page 1-3

« Ethernet Interfaces, page 1-4

» Fibre Channel Interfaces, page 1-4

- Management Interfaces, page 1-4

The Nexus 5020 switch is a2 RU chassis designed for rack mounting. The chassis supports redundant
fans and power supplies.

The Nexus 5020 switching fabric islow latency, nonblocking and supports Ethernet frame sizes from 64
to 9216 bytes.

Expansion Modules

The Nexus 5020 switch hastwo slotsfor optional expansion modules. The foll owing expansion modules
are available:

» N5K-M1404 provides four 10-Gigabit Ethernet ports, and four 1/2/4 Gb Fibre Channel ports.
» N5K-M1600 provides six 10-Gigabit Ethernet ports.

The expansion modules are field-replaceable units (FRUs) that support online insertion and removal
(OIR).

[ oL-16598-01
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Ethernet Interfaces

The Nexus 5020 switch has 40 fixed 10-Gigabit Ethernet ports equipped with SFP+ interface adapters.
Up to 12 additional 10-Gigabit Ethernet ports are available on the expansion modules.

All of the 10-Gigabit Ethernet ports support FCoE. Each port can be used as a downlink (connected to a
server) or as an uplink (to the data center LAN).

Fibre Channel Interfaces

Fibre Channel ports are optional on the Nexus 5020 switch. Up to eight Fibre Channel portsare available
when using expansion modules.

Each Fibre Channel port can be used as a downlink (connected to a server) or as an uplink (to the data
center SAN fabric).

Management Interfaces

The Nexus 5020 switch has two dedicated management interfaces (one serial console port and one
10/100/1000 Ethernet interface).

Cisco Nexus 5000 Series Switch Software

The Cisco Nexus 5000 Series switch isa Layer 2 device, which runs the Cisco Nexus operating system
(NX-0S). The Cisco Nexus 5000 Series switch software is described in the following topics:

» Ethernet Switching, page 1-4

» FCoE and Fibre Channel Switching, page 1-5
« Licensing, page 1-5

* QoS, page 1-5

- Serviceability, page 1-5

» Switch Management, page 1-6

» Network Security Features, page 1-7

« Virtual Device Contexts, page 1-8

Ethernet Switching

Cisco Nexus 5000 Series switches are designed to support high-density, high-performance Ethernet
systems and provide the following Ethernet switching features:

- |EEE 802.1D-2004 Rapid and Multiple Spanning Tree Protocols (802.1w and 802.1s)
« |EEE 802.1Q VLANSs and trunks

- |EEE 802.3ad link aggregation

- Private VLANs

» Traffic suppression (unicast, multicast, and broadcast)

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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FCoE and Fibre Channel Switching

Cisco Nexus 5000 Series switches support data center 1/0O consolidation (10C) by providing FCoE
interfaces (to the servers) and native Fibre Channel interfaces (to the SAN).

FCoE and Fibre Channel switching includes the following features:
« Cisco fabric services
« N-port virtualization
 VSANsand VSAN trunking
- Zoning
- Distributed device alias service
» SAN port channels

Licensing

Cisco Cisco Nexus 5000 Series switches are shipped with the licenses installed. The switch provides com-
mands to manage the licenses and install additional licenses.

QoS

The Cisco Nexus 5000 Series switch provides quality of service (QoS) capabilities such as traffic
prioritization and bandwidth allocation on egress interfaces.

The default QoS configuration on the switch provides lossless service for Fibre Channel and FCoE
traffic. QoS can be configured to provide additional classes of service for Ethernet traffic.

Serviceability

The Cisco Nexus 5000 Series switch serviceability functions provide datafor network planning and help
to improve problem resolution time.

This section includes the following topics:
« Switched Port Analyzer, page 1-5
» Ethanalyzer, page 1-6
» Call Home, page 1-6
« Online Diagnostics, page 1-6
- Embedded Event Manager, page 1-6

Switched Port Analyzer

The switched port analyzer (SPAN) feature allows an administrator to analyze all traffic between ports
by nonintrusively directing the SPAN session traffic to a SPAN destination port that has an external
analyzer attached to it.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Ethanalyzer
Ethanalyzer is a Cisco NX-OS protocol analyzer tool based on the Wireshark (formerly Ethereal) open
source code. Ethanalyzer is a command-line version of Wireshark for capturing and decoding packets. You
can use Ethanalyzer to troubleshoot your network and analyze the control-plane traffic. For more informa-
tion about Ethanalyzer, see Cisco NX-OS Troubleshooting Guide, Release 4.0.

Call Home

The Call Home feature continuously monitors hardware and software components to provide
e-mail-based notification of critical system events. A versatile range of message formats is available for
optimal compatibility with pager services, standard e-mail, and XML-based automated parsing
applications. The feature offers alert grouping capabilities and customizable destination profiles. This
feature can be used, for example, to directly page a network support engineer, send an e-mail message
to a network operations center (NOC), and employ Cisco AutoNotify services to directly generate a case
with the Cisco Technical Assistance Center (TAC). This feature is a step toward autonomous system
operation, which enables networking devices to inform IT when a problem occurs and helps to ensure
that the problem is resolved quickly.

Online Diagnostics

Cisco generic online diagnostics (GOLD) is a suite of diagnostic facilities to verify that hardware and
internal data paths are operating as designed. Boot-time diagnostics, continuous monitoring, and
on-demand and scheduled tests are part of the Cisco GOLD feature set. GOLD allows rapid fault
isolation and continuous system monitoring.

Switch Management

This section includes the following topics:
¢ Simple Network Management Protocol, page 1-6
e Configuration Verification and Rollback, page 1-7
e Role-Based Access Control, page 1-7
e Configuration Methods, page 1-7

Simple Network Management Protocol

Cisco NX-OS is compliant with Simple Network Management Protocol (SNMP) version 1, version 2,
and version 3. A full set of Management Information Bases (MIBs) is supported.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuration Verification and Rollback

With the Cisco Nexus 5000 Series switch, you can verify the consistency of a configuration and the
availability of necessary hardware resources before committing the configuration. A device can be
preconfigured, and the verified configuration can be applied at alater time. Configurations also include
checkpoints to allow the switch operator to revert to a known good configuration as needed.

Role-Based Access Control

With role-based access control (RBAC), you can limit access to switch operations by assigning roles to
users. Administrators can customize access and restrict it to the users who require it.

Configuration Methods
You can configure Cisco Nexus 5000 Series switches using direct network configuration methods or web
services hosted on a Fabric Manager server.
This section includes the following topics:
- Configuring with CLI, XML Management Interface, or SNMP, page 1-7
» Configuring with Cisco MDS Fabric Manager, page 1-7

Configuring with CLI, XML Management Interface, or SNMP

You can configure Cisco Nexus 5000 Series switches using the command line interface (CL1), the XML
management interface over SSH, or SNMP as follows:

e CLI —You can configure switches using the CLI from an SSH session, a Telnet session. or the
console port. SSH provides a secure connection to the device.

« XML Management Interface over SSH—You can configure switches using the XML management
interface, which is aprogramming interface based on the NETCONF protocol that complements the
CLI functionality. For more information, see the Cisco NX-OS XML Management Interface User
Guide, Release 4.0.

« SNMP—SNMP allows you to configure switches using Management Information Bases (MIBS).

Configuring with Cisco MDS Fabric Manager

You can configure Cisco Nexus 5000 Series switches using the Fabric Manager client, which runson a
local PC and uses the Fabric Manager server.

Network Security Features

Cisco NX-OS Release 4.0 includes the following security features:
- Authentication, authorization, and accounting (AAA) and TACACS+
- |EEE 802.1x authentication and RADIUS
» Secure Shell (SSH) Protocol Version 2
- Simple Network Management Protocol Version 3 (SNMPv3)
» Port security

- DHCP snooping

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- MAC ACLsand IP ACLs, including port-based ACLs (PACLs) and VLAN-based ACLs (VACLS).

Virtual Device Contexts

Cisco NX-OS can segment operating system and hardware resourcesinto virtual device contexts (VDC)
that emulate virtual devices. The Cisco Nexus 5000 Series switch does not support multiple VDCs. All
switch resources are managed in the default VDC.

Typical Deployment Topologies

In this release, the Nexus 5020 switch is typically deployed in the following topologies:
» Ethernet TOR Switch Topology, page 1-8
« 10C Topology, page 1-10

Ethernet TOR Switch Topology

The Nexus 5020 switch can be deployed as a 10-Gigabit Ethernet top-of-rack (TOR) switch, with uplinks
to the data center LAN distribution layer switches. An example configuration in shown in Figure 1-2.

In this example, the blade server rack incorporates blade switches that support 10-Gigabit Ethernet
uplinks to the Nexus 5020 switch. The blade switches do not support FCoE, so there is no FCoE traffic
and no Fibre Channel ports on the Nexus 5020 switch.

In the example configuration, the Nexus 5020 switch has Ethernet uplinks to two Catalyst switches. If
STPisenabled in the data center LAN, the links to one of the switches will be STP active and the links
to the other switch will be STP blocked.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 1-2 Ethernet TOR Switch Topology
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All of the server-side ports on the Nexus 5020 switch are running standard Ethernet. FCoE is hot
required, so the server ports are connected using 10-Gigabit Ethernet NICs.

The servers are connected to the data center SAN through MDS 9134 SAN switches. The server Fibre
Channel ports require standard Fibre Channel HBAS.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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IOC Topology

Figure 1-3 shows atypical 1/0 consolidation (I0C) scenario for the Nexus 5020 switch.

Figure 1-3 1/0 Consolidation Topology

.!- tribution

-

layer

=

y

NX-5000| Access Layer

187214

The Nexus 5020 switch connects to the server ports using FCoE. Ports on the server require converged
network adapters. For redundancy, each server connects to both Nexus 5020 switches. Dual-port CNA
adapters can be used for this purpose. The CNA is configured in active-passive mode, and the server
needs to support server-based failover.

On the Nexus 5020 switch, the Ethernet network-facing ports are connected to two Catalyst 6500
switches. Depending on required uplink traffic volume, there may be multiple ports connected to each
Catalyst 6500 switch, configured as port channels. If STP is enabled in the data center LAN, the links
to one of the switches will be STP active and the links to the other switch will be STP blocked.

The Nexus 5020 SAN network-facing ports are connected to Cisco MDS 9000 Family switches.
Depending on required traffic volume, there may be multiple Fibre Channel ports connected to each
MDS 9000 Family switch, configured as SAN port channels.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Supported Standards

Table 1-1 lists the standards supported by the Cisco Nexus 5000 Series switches.

Table 1-1 IEEE Compliance

Standard Description

802.1D MAC Bridges
802.1s Multiple Spanning Tree Protocol
802.1w Rapid Spanning Tree Protocol

802.1AE MAC Security (link layer cryptography)
802.3ad Link aggregation with LACP

802.3ae 10 Gigabit Ethernet

802.1Q VLAN Tagging

802.1p Class of Service Tagging for Ethernet frames
802.1x Port-based network access control

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 2

Installing Cisco Fabric Manager

Cisco Fabric Manager provides an alternative to the command-line interface (CLI) for most switch
configuration tasks. Fabric Manager provides a graphical user interface (GUI) that displays areal-time
views of your Fibre Channel fabrics, and lets you manage the configuration of Cisco and third-party
SAN switches.

This chapter contains the following sections:
» Information About Cisco Fabric Manager, page 2-1
» Understanding Switch Management, page 2-3
« Installing the Management Software, page 2-5
« Upgrading the Management Software, page 2-18
« Integrating Cisco Fabric Manager with Other Management Tools, page 2-18
= Running Fabric Manager Behind a Firewall, page 2-19
« Uninstalling the Management Software, page 2-20

Information About Cisco Fabric Manager

Cisco Fabric Manager provides an alternative to the command-line interface (CLI1) for many switch
configuration commands. For information about using the CL1 to configure Cisco Nexus 5000 Series
switches, see the Cisco Nexus 5000 Series CLI Configuration Guide.

In addition to complete configuration and status monitoring capabilities, Fabric Manager provides
powerful Fibre Channel troubleshooting tools such as Fibre Channel ping and traceroute.

The Cisco Fabric Manager includes these management applications:
- Fabric Manager Server, page 2-2
» Fabric Manager Client, page 2-2
» Fabric Manager Server Proxy Services, page 2-2
» Device Manager, page 2-3
» Performance Manager, page 2-3
- Fabric Manager Web Server, page 2-3

[ oL-16598-01
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Fabric Manager Server

The Fabric Manager Server software must be installed before running Fabric Manager. On a Windows
PC, the Fabric Manager Server isinstalled as a service and is administered using the Windows Services
control panel. Fabric Manager Server is responsible for discovery of the physical and logical fabric, and
for listening for SNMP traps, syslog messages, and Performance Manager threshold events. For more
information, see Chapter 3, “Fabric Manager Server.”

Fabric Manager Client

The Fabric Manager Client component displays a map of your Fibre Channel network fabrics, including
Cisco switches, third-party switches, hosts, and storage devices. Fabric Manager Client provides
multiple menus for accessing the features of Fabric Manager Server. For more information, see
Chapter 5, “Fabric Manager Client.”

Fabric Manager Server Proxy Services

Note

Step 1

Step 2

Fabric Manager Client and Device Manager use SNMP to communicate with Fabric Manager Server. In
typical configurations, the Fabric Manager Server may beinstalled behind afirewall. The SNMP proxy
service available in Cisco Fabric Manager provides a TCP-based transport proxy for these SNMP
requests. The SNMP proxy service allows you to block all UDP traffic at the firewall and configure
Fabric Manager Client to communicate over a configured TCP port.

Fabric Manager uses the CLI for managing some features on the switches. These management tasks are
used by Fabric Manager and do not use the proxy services. Your firewall must remain open for Fabric
Manage to have access to the following CLI capabilities:

« External and internal loopback test

« Accessto Flash files

e Creating CLI users

- Show image ver sion command

- Show tech command

» Switch resident reports (syslog, accounting)
e Zone migration

» Show cores command

If you are using the SNMP proxy service and another application on your server is using port 9198, you
need to modify your workstation settings.

The switch always checks the local SNMP users before remote AAA users, unlike the CLI.

To modify a Windows workstation to use the proxy service, perform this task:

Open Internet Explorer and choose Tools > I nternet Options.
You see the Internet Options dialog box.
Click the Connections tab and then choose L AN Settings.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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You see the LAN Settings dialog box.
Step3  Check the Use a Proxy Server for your L AN check box and click Advanced.
Step4  Add your server |P Address or local host under the Exceptions section.

Step5  Click OK to save your changes.

For additional information, see the “Running Fabric Manager Behind a Firewall” section on page 2-19.

Device Manager

Device Manager provides two views of the switch:

- Device View displays a graphic representation of the switch configuration and provides access to
statistics and configuration information.

« Summary View displays a summary of XE ports (Inter-Switch Links), Fx ports (fabric ports), Nx
ports (attached hosts and storage) and SAN port channels on the switch, as well as Fibre Channel
and |1P neighbor devices. Summary View also displays all operational virtual interfaces (Fibre
Channel and Ethernet). Summary or detailed statistics can be charted, printed, or saved to afilein
tab-delimited format. For additional information, see Chapter 6, “Device Manager.”

Performance Manager
Performance Manager provides detailed traffic analysis by capturing data with SNMP. This datais

compiled into various graphs and charts that can be viewed with any web browser. For additional
information, see Chapter 29, “Performance Manager.”

Fabric Manager Web Server

Fabric Manager Web Server allows operators to monitor and obtain reports for events, performance, and
inventory from a remote location using a web browser.

Understanding Switch Management

Cisco Cisco Nexus 5000 Series switches are accessed and configured using standard management
protocols. Table 2-1 lists the management protocols that Fabric Manager supports to access, monitor,
and configure Cisco Cisco Nexus 5000 Series switches.

Table 2-1 Supported Management Protocols

Management Protocol Purpose

Telnet/SSH Provides remote access to the CLI for a Cisco
Cisco Nexus 5000 Series switch.

FTP/ISFTPITFTPR, SCP Copies configuration and software images
between devices.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 2-1 Supported Management Protocols
Management Protocol Purpose
SNMPv1, v2c, and v3 Includes over 80 distinct Management

Information Bases (MIBs). Cisco Cisco Nexus
5000 Series switches support SNMP version 1, 2,
and 3 and RMON V1 and V2. RMON provides
advanced alarm and event management, including
setting thresholds and sending notifications based
on changes in device or network operation.

By default, the Cisco Fabric Manager
communicates with Cisco Cisco Nexus 5000
Series switches using SNMPv3, which provides
secure authentication using encrypted user names
and passwords. SNMPv3 also provides the option
to encrypt all management traffic.

HTTP/HTTPS Includes HTTP and HTTPS for web browsers to
communicate with Fabric Manager Web Services
and for the distribution and installation of the
Cisco Fabric Manager software. HTTPis not used
for communication between the Cisco Fabric
Manager Server and Cisco Cisco Nexus 5000
Series switches.

XML/CIM over HTTP/HTTPS Includes CIM server support for designing storage
area network management applications to run on
Cisco NX-0OS.

ANSI T11 FC-GS-3 Provides Fibre Channel-Generic Services

(FC-GS-3) in the defining management serversin
the Fabric Configuration Server (FCS). Fabric
Manager usesthe information provided by FCSon
top of the information contained in the Name
Server database and in the Fibre Channel Shortest
Path First (FSPF) topology database to build a
detailed topol ogy view and collect information for
all the devicesin the fabric.

Fabric Manager connects to switches using in-band or out-of-band management connections. These
connection methods are described in the following sections:

« mgmtO, page 2-4
- |IPFC, page 2-5

mgmt0

The out-of-band management connection isa 10/100 Mbps Ethernet interface on the supervisor module,
which islabeled mgmtO. The mgmtO interface can be connected to a management network to access the
switch through I P over Ethernet. You must connect to at least one Cisco MDS 9000 Family or Cisco

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Nexus 5000 Series switch in the fabric through its Ethernet management port. You can then use this
connection to manage the other switches using in-band (Fibre Channel) connectivity. Otherwise, you
need to connect the mgmtO port on each switch to your Ethernet network.

IPFC

You can also manage switches on a Fibre Channel network using an in-band I P connection. The Cisco
MDS 9000 Family supports RFC 2625 |IP over Fibre Channel, which defines an encapsulation method
to transport | P over a Fibre Channel network.

IPFC encapsul ates | P packets into Fibre Channel frames so that management information can cross the
Fibre Channel network without requiring a dedicated Ethernet connection to each switch. This feature
allows you to build a completely in-band management solution.

Note  Fabric Manager requires an out-of-band (Ethernet) connection to at least one Cisco MDS 9000 Family
or Cisco Nexus 5000 Series switch.

Installing the Management Software

This section describes how to install Fabric Manager and Device Manager. This section contains the
following topics:

- Before You Install, page 2-5

» Supported Software, page 2-6

- Installing the Database, page 2-7

- Installing Fabric Manager, page 2-8

- Installing Device Manager, page 2-16

Before You Install

Before you can access the Cisco Fabric Manager, you must complete the following tasks:

Step1  Configure the supervisor module with the following values using the setup routine or the CLI:
» [P address assigned to the mgmtO interface

- SNMP credentials (v3 user name and password or v1/v2 communities), maintaining the same user
name and password for all the switches in the fabric

N

Note  Cisco Nexus 5000 Series switches support AAA authentication using RADIUS, TACACS, or
local SNMP users.

Step2  Obtain the Fabric Manager software, which is available as a download from Cisco.com at the following
location:

http://cisco.com/cgi-bin/tablebuild.pl/mds-fm

Step3  Shut down any instances of Fabric Manager and Device Manager.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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N

Note  Werecommend that you install the latest version of the Fabric Manager applications. Fabric Manager is
backward compatible with the NX-OS software running on the Cisco Nexus 5000 Series switches. When
upgrading the switch, upgrade the Fabric Manager software first, and then upgrade the Cisco NX-OS
software on the switch.

Supported Software
N

Note  For the latest information on supported software, refer to the Cisco Cisco Nexus 5000 Series Release
Notes for Cisco NX-OS Release 4.0.

Cisco Fabric Manager supports the following software:
« Operating systems

Windows 2000 SP4, 2003 SP2, XP SP2

Redhat Linux (2.6 Kernel)

Solaris (SPARC) 8 and 10

- VMWare Server 1.0

- Java
— Sun JRE and JDK 1.5(x) is supported
- JavaWeb Start 1.2, 1.0.1 and 1.5

- Browsers

— Internet Explorer 6.x and 7.0

A

Note Internet Explorer 7.0 is not supported on Windows 2000 SP4.

— Firefox 1.5 and 2.0
- Databases

— Oracle Database 10g Express

— PostgreSQL 8.2 (Windows)

— PostgreSQL 8.1 (Solaris and Linux)
» Security

— Cisco ACS3.1and 4.0

- PIX firewall

- IPtables

— SSHv2

— Global Enforce SNMP Privacy Encryption

- HTTPS

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Minimum Hardware Requirements

For a PC running Fabric Manager Server on large fabrics (1000 or more end devices), we recommend
you use a Dual Core/Dual CPU high-speed system with 2 GB of RAM and 10 GB of free disk space.

Installing the Database

Installing Oracle

Note

N

Note

Step 1

Step 2

Step 3

Step 4

Fabric Manager requires an Oracle Database 10g Express or PostgreSQL database.

The Fabric Manager installation wizard provides an option to automatically install a PostgreSQL
database. If you will not be selecting this option, you must install the database before you install Fabric
Manager.

We recommend the Oracle Database 10g Express option for all users who are running Performance
Manager on large fabrics (1000 or more end devices).

If you want to use Oracle Database 10g Express, you must install the database and create a user name
and password before continuing with the Fabric Manager installation.

To install the Oracle database, perform this task:

Go to the following location to install Oracle Database 10g Express:
http://www.oracle.com/technol ogy/software/products/database/xe/index.html

N

Note If you have another instance of Oracle already installed on a PC, we recommend that you do not
install the Oracle database on the same PC. In such cases, Fabric Manager can only use the
PostgreSQL database.

Run OracleXE.exe to install the Oracle database, and then set the password for the system user.

The database administrator uses the password to manage and administer Oracle Database 10g Express
server, which isinstalled by the Oracle installer.

Finish the installation and verify that both services (OracleServiceX E and OracleXETNSL istener) are
running from the Services window.

Run the following script to change the default Oracle admin port and to create a database account:

C:\> cd c:\oraclexe\app\oracle\product\10.2.0\server\bin
C:\oraclexe\app\oracle\product\10.2.0\server\bin>sglplus / as sysdba
SQL> exec dbms_xdb.sethttpport (8082) ;

SQL> GRANT CONNECT, RESOURCE,UNLIMITED TABLESPACE TO SCOTT IDENTIFIED BY
TIGER;

SQL> EXIT;

[ oL-16598-01
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N

Note  The Oracle Database 10g Express option is only supported on Microsoft Windows. It is not
supported on UNIX systems.

For information about backing up the Oracle database, go to the following location:
http://download.oracle.com/docs/cd/B25329 01/doc/admin.102/b25107/backrest.htm#i 1004902
or use the exp/imp utility at:

http://download.oracle.com/docs/cd/B25329 01/doc/admin.102/b25107/impexp.htm#BCEEDCIB.

Note  For information about backing up the PostgreSQL database, run the pg_dump utility. To run the utility,
go to the following location: http://www.postgresgl.org/docs/8.1/static/app-pgdump.html.

Installing Fabric Manager

You must install Fabric Manager from the CD-ROM or from Cisco.com.

N

Note  Usersinstalling Fabric Manager must have full administrator privilegesto create user accounts and start
services. Users should also have access to all ports. These are the ports used by Fabric Manager Server
and the PostgreSQL database: 1098, 1099, 4444, 4445, 8009, 8083, 8090, 8092, 8093, 514, 5432.

To download the software from Cisco.com, go to the following web site:
http://cisco.com/cgi-bin/tablebuild.pl/mds-fm
To install Fabric Manager on Solaris, perform this task:

Stepl  Set Java 1.5 to the path that is to be used for installing Fabric Manager.

Step2  Install the database that isto be used with Fabric Manager by following theinstructionsin the“Installing
the Database” section on page 2-7.

Step3  Copy the Fabric Manager jar file m9000-fm-3.3.0.xx.jar from the CD-ROM to afolder on the Solaris
workstation.

N

Note  Thefilename onthe CD-ROM will contain anumber where“xx” isshownin step 3. Usethe same
number for “xx” in the java command in step 4.

Step4  Launch theinstaller using the following command:

java -Xmx256m -jar m9000-fm-3.3.0.xx.jar

Step5  Follow the on-screen instructions provided in the Fabric Manager management software setup wizard.

When you connect to the server for the first time, Fabric Manager checks to see if you have the correct
Sun JavaVirtual Machine version installed on your workstation. Fabric Manager looksfor version 1.5(x)
during installation. If required, install the Sun Java Virtual Machine software.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Note

S

Note

Step 1
Step 2
Step 3
Step 4

Step 5
Step 6

You can run CiscoWorks on the same PC as Fabric Manager, even though the Java requirements are
different. When installing the later Java version for Fabric Manager, make sure it does not overwrite the
earlier Java version required for CiscoWorks. Both versions of Java can coexist on your PC.

On Windows, Fabric Manager installations or upgrades should be done through the console using VNC
and not a remote desktop.

To install Fabric Manager on Windows, perform this task:

Click the Install Management Software link.

Choose M anagement Software > Cisco Fabric Manager.
Click the Installing Fabric Manager link.

Click the FM Installer link.

You see the welcome to the management software setup wizard message in the Cisco Fabric Manager
Installer window as shown in Figure 2-1.

Figure 2-1 Welcome to the Management Software Setup Wizard

@ Cisco Fabric Manager Installer 3.2(1) g@g'
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Click Next to begin the installation.
Check the | accept the terms of the License Agreement check box and click Next.
You see the Install Options dialog box as shown in Figure 2-2.
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Step 7

Step 8

Step 9

Figure 2-2 Install Options Dialog Box

@ Cisco Fabric Manager Installer 3.2(1)
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Click one of the radio buttons:
- Fabric Manager Server (Licensed) to install the server components for Fabric Manager Server.
- Fabric Manager Standalone to install the standalone version of Fabric Manager.

~

Note  Fabric Manager Standaloneis asingle application containing Fabric Manager Client and alocal
version of Fabric Manager Server bundled together. Fabric Manager Standalone allows you to
discover and monitor the immediate fabric.

Select an installation folder on your workstation for Fabric Manager:
« On Windows, the default location is C:\Program Files\Cisco Systems\M DS 9000.

e« OnaUNIX (Solaris or Linux) machine, the installation path name is /usr/local/cisco_mds9000 or
$HOME/cisco_mds9000, depending on the permissions of the user doing the installation.

Click Next.
You see the Database Options dialog box as shown in Figure 2-3.
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Figure 2-3 Database Options Dialog Box
@ Cisco Fabric Manager Installer 3.2(1)
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Step 10  Click the Install PostgreSQL radio button to install Postgre SQL database. Click Use existing DB to
specify which database you want to use.
If you choose Install PostgreSQL, accept the defaults and enter a password. The PostgreSQL database
will be installed.
Y
Note  If you choose to install PostgreSQL, you must disable any security software you are running, because
PostgreSQL may not install certain folders or users.
Y
Note  Beforeyou install PostgreSQL, remove the cygwin/bin from your environment variable path if Cygwin
iS running on your system.
Step 11 If you choose Use existing DB, click the PostgreSQL 8.1/8.2 radio button or the OraclelOg radio
button.
Step12 Click Next in the Database Options dialog box (figure Figure 2-3).
You see the User Options dialog box as shown in Figure 2-4.
Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 2-4 User Options Dialog Box
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Step 13 Enter a user name and password and click Next.

You see the Authentication Options dialog box as shown in Figure 2-5.

Figure 2-5 Authentication Options Dialog Box

@ Cisco Fabric Manager Installer 3.2{1) ;Eg‘
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Step 14  Choose an authentication mode (Local, RADIUS, or TACACS) and click Next. Click Verify to test your
login.

You see the Configuration Options dialog box for Fabric Manager Standalone as shown in Figure 2-6.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 2-6 Configuration Options Dialog Box for Fabric Manager Standalone
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Step15 Check the FC Alias and SNM Pv3 check boxes as desired and click Install if you are installing Fabric

Manager Standalone.

You see the Configuration Options dialog box for Fabric Manager Server as shown in Figure 2-7.

Figure 2-7 Configuration Options Dialog Box for Fabric Manager Server
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Step16 Choose the local interface and web server port or check the FC Alias and SNM Pv3 check boxes as
desired and click Install if you are installing Fabric Manager Server.

~

Note If you check the Use HTTPS Web Server check box, the Web Server Port field is grayed out

and the default port is 443.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 2

Installing Cisco Fabric Manager |

M Installing the Management Software

Send comments to nx5000-docfeedback@cisco.com

N

Note  If you select aspecific | P address during installation and change the server host | P address, you
must modify the following two files, which are all located in the $INSTALL/conf directory:
Change server.bindaddrs to the new | P address in the server.properties file and change
wrapper.app.parameter.4 to the new |P address in the FM Server.conf file.

Step 17  Click Cancel to stop the installation.

You see the installation progress in the Cisco Fabric Manager Installer window as shown in Figure 2-8.

Figure 2-8 Installation Progress
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Oncetheinstallation isfinished, you see an installation completed message in the Cisco Fabric Manager

Installer window as shown in Figure 2-9.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

0L-16598-01 |



| Chapter2

Installing Cisco Fabric Manager

Installing the Management Software Il

Send comments to nx5000-docfeedback@cisco.com

Step 18

Figure 2-9 Installation Complete
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Note If you installed Fabric Manager Standalone, you can choose to launch Fabric Manager or Device
Manager by checking the Launch Fabric Manager or Launch Device Manager check boxes.
Icons for Fabric Manager and Device Manager are automatically created on the desktop.

Click Finish to close the Cisco Fabric Manager Installer window.

If you installed Fabric Manager Server, icons for Fabric Manager and Device Manager are not created
on the desktop until you launch Fabric Manager Client. Follow theinstructionsin the“Launching Fabric
Manager Client” section on page 5-2 to launch Fabric Manager Client.

If you checked the Create shortcuts check box, a Cisco MDS 9000 program group is created under Start
> Programs on Windows. This program group contains shortcuts to batch files in the install directory.
Three services are started: Fabric Manager Server, Database, and Web Server. The Performance Manager
server isinstalled but the service is not started upon installation because certain setup steps must be
completed first.

OnaUNIX (Solarisor Linux) machine, shell scripts are created in the install directory. The shell scripts
that run the programs equivalent to the Windows services are FM Server.sh, FM Persist.sh,

PM Collector.sh, and FMWebClient.sh. All server-side data and Performance Manager data are stored in
the install directory.

Fabric Manager Client cannot run without Fabric Manager Server. The server component is downl oaded
and installed when you download and install Fabric Manager. On a Windows machine, you install the
Fabric Manager Server as a service. This service can then be administered using Servicesin the
Microsoft Windows Control Panel. The default setting for the Fabric Manager Server service is that the
server is automatically started when the machine is rebooted. You can change this setting by modifying
the propertiesin Services.
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Installing Device Manager

The Device Manager software executable file resides on the switch supervisor module. To install or
upgrade the Device Manager software, access the supervisor module with a web browser and click the
Install link on the web page that is displayed. The software running on your workstation is verified to
make sure you are running the most current version of Device Manager. If it is not current, the most
recent version is downloaded and installed on your workstation.

To install Device Manager on your workstation, perform this task:

Stepl  Enter the IP address of the switch in the Address field of your browser.
You see the Installation window for Device Manager as shown in Figure 2-10.

Figure 2-10 Device Manager Installation Window
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Step2  Click the Cisco Device Manager link.

You see the welcome to the management software setup wizard message in the Cisco Device Manager
Installer window as shown in Figure 2-11.
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Figure 2-11 Welcome to the Management Software Setup Wizard Window
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Step 3 Click Next to begin the installation.
Step4  Check the | accept the terms of the License Agreement check box and click Next.
Step5  Select an installation folder on your workstation for Device Manager.

» On Windows, the default location is C:\Program Files\Cisco Systems\M DS 9000.

« OnaUNIX (Solaris or Linux) machine, the installation path name is /usr/local/cisco_mds9000 or
$HOME/cisco_mds9000, depending on the permissions of the user doing the installation.

Step6  Click Install.
You seethe installation progressin the Cisco Device Manager Installer window as shownin Figure 2-12.

Figure 2-12 Installation Progress
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Step 7

Oncetheinstallation isfinished, you see an installation completed message in the Cisco Device Manager
Installer window as shown in Figure 2-13.

Figure 2-13 Installation Complete

Cisco Device Manager Installer 3.2(1)  [= [BX|

Install Cormplete |l||-r||.
CI5CO

Installation completed successFulby,

|w] Capeen il lng

0775

a

Click Finish to close the Cisco Device Manager Installer window.

Upgrading the Management Software

Note

If you log into a switch with Device Manager and that switch has a later version of the Device Manager
software, you are prompted to install the later version. You can also upgrade Device Manager at any time
by entering the IP address or host name of the supervisor module with the later version of software in
the Address field of your browser.

Downgrades are not supported through theinstaller. To downgrade Device Manager to an earlier release,
you need to manually uninstall first, and then reinstall the previous version of Device Manager.

To upgrade the Cisco Fabric Manager software, follow the instructions described in the “Installing the
Management Software” section on page 2-5. The installer supports software upgrade of the Fabric
Manager application.

Integrating Cisco Fabric Manager with Other Management

Tools

You can use Fabric Manager, Device Manager, and Performance M anager with these management tools:

« Cisco Traffic Analyzer—Allows you to break down traffic by VSANs and protocols and to examine
SCSl traffic at alogical unit number (LUN) level.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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» Cisco Protocol Analyzer—Enables you to examine actual sequences of Fibre Channel frames easily
using the Fibre Channel and SCSI decoders Cisco developed for Ethereal.

» Cisco Port Analyzer Adapter 2—Encapsulates SPAN traffic (both Fibre Channel control and data
plane traffic) in an Ethernet header for transport to a Windows PC or workstation for analysis. Both
the Cisco Traffic Analyzer and Cisco Protocol Analyzer require the PAA to transport SPAN traffic
to a Windows PC or workstation.

For more information on these tools and how they work together with the Cisco Fabric Manager
management applications, see Chapter 31, “ Troubleshooting Your Fabric.”.

Running Fabric Manager Behind a Firewall

For Windows PCs running Fabric Manager, Device Manager, and Performance Manager behind a
firewall, certain ports need to be available.

By default, Fabric Manager Client and Device Manager use the first available UDP port for sending and
receiving SNMP responses. The UDP SNMP trap local ports are 1162 for Fabric Manager, and 1163 or
1164 for Device Manager. Fabric Manager Server also opens TCP RMI port 9099.

You can select the UDP port that Fabric Manager Client or Device Manager uses for SNM P responses
by uncommenting the following statement:

« On aWindows desktop, uncomment the following in the FabricM anager.bat or DeviceM anager.bat
filein the C:\Program Files\Cisco Systems\M DS9000\bin directory:

rem JVMARGS=%JVMARGS% -Dsnmp.localport=9001

« OnaUNIX desktop, uncomment the following in the FabricManager.sh or DeviceManager.sh file
in the SHOME/.cisco_mds9000/bin directory:
# JVMARGS=$JVMARGS -Dsnmp.localport=9001
Fabric Manager Server proxy services uses a configurable TCP port (9198 by default) for SNMP
communications between the Fabric Manager Client or Device Manager and Fabric Manager Server.

The Fabric Manager Server component requires two predictable TCP ports to be opened on the firewall
for an incoming connection:

e server.port = 9099
» server.data.port = 9100

As long as these two ports are open, Fabric Manager Client can connect to the server. Other TCP ports
connected to Fabric Manager Client are initiated by the server, which is behind the firewall.

Table 2-2 lists all ports used by Fabric Manager applications.

Table 2-2 Fabric Manager Port Usage

Communication

Type Port(s) Used
Used by All Applications

SSH Port 22 (TCP)
Telnet Port 23 (TCP)
HTTP Port 80 (TCP)
TFTP Port 69 (UDP)

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 2-2 Fabric Manager Port Usage

Communication
Type Port(s) Used

Syslog Port 514 (UDP)

Used by Fabric Manager Server and Performance Manager

SNMP_TRAP |Port 2162 (UDP)

SNMP Chooses arandom free local port (UDP) or 9198 (TCP) if SNMP proxy is
enabled. The port can be changed in server.properties.

Java RM| Ports 9099, 9100 (TCP)

Used by Fabric Manager Client

SNMP Choosesarandom freelocal port (UDP) if SNMP proxy isenabled. The port can
be changed with the client -Dsnmp.local port option.
Java RMI Chooses a free local port between 19199 and 19399 (TCP). The port can be

changed with the client -Dclient.portStart and -Dclient.portEnd options. For
example, -Dclient.portStart = 19199 -Dclient.portEnd = 19399.

Used by Device Manager
SNMP_TRAP |Chooses afreelocal port between 1163 and 1170 (UDP).

SNMP Chooses arandom free local port (UDP) or 9198 (TCP) if SNMP proxy is
enabled. The port can be changed in server.properties.

Uninstalling the Management Software

Step 1
Step 2

Step 1

Note

To uninstall the Fabric Manager applications on a Windows PC, perform this task:

Close al running instances of Fabric Manager and Device Manager.
Choose Start > Programs > Cisco M DS 9000 > Uninstall to run the uninstall.bat script.

You can also run the batch file (located in the C:\Program Files\Cisco Systems\M DS 9000 folder by
default) directly from the command line.

To uninstall the Fabric Manager applications on a UNIX machine, perform this task:

Run the shell script
$HOM E/cisco_mds9000/Uninstall.sh or /usr/local/cisco_mds9000/uninstall.sh, depending on where
Fabric Manager was installed.

Do not delete the MDS 9000 folder because this might prevent your installation from being upgraded in
the future.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Fabric Manager Server

Fabric Manager Server is aplatform for advanced SAN monitoring, troubleshooting, and configuration
capabilities. The server capabilities are an integral part of the Cisco Fabric Manager application.

This chapter contains the following sections:
» Information About Fabric Manager Server, page 3-1
- Installing and Configuring Fabric Manager Server, page 3-2
» Managing a Fabric Manager Server Fabric, page 3-3
» [Fabric Manager Server Properties File, page 3-4
» Modifying Fabric Manager Server, page 3-5

Information About Fabric Manager Server

Install Cisco Fabric Manager Server on a computer that you want to provide centralized management
services and performance monitoring. SNM P operations are used to efficiently collect fabric
information. The Cisco Fabric Manager software, including the server components, requires about 60
MB of hard disk space on your workstation. Cisco Fabric Manager Server runs on Windows 2000,
Windows 2003, Windows XP, Solaris 8.x or later, and Red Hat Linux.

Each computer configured as a Cisco Fabric Manager Server can monitor multiple Fibre Channel SAN
fabrics. Up to 16 clients (by default) can connect to a single Cisco Fabric Manager Server concurrently.
The Cisco Fabric Manager Clients can also connect directly to a Cisco switch in fabrics that are not
monitored by a Cisco Fabric Manager Server, which ensures that you can manage any of your Cisco
switch devices from a single console.

Cisco Fabric Manager Server has the following features:

- Multiple fabric management— Fabric Manager Server monitors multiple physical fabrics under the
same user interface. Thisfacilitates managing redundant fabrics. A licensed Fabric Manager Server
mai ntai ns up-to-date discovery information on all configured fabrics so device status and
interconnections are immediately available when you open the Fabric Manager Client.

~

Note  The unlicensed Cisco Fabric Manager can only monitor and configure one fabric at atime. You
must use the Open menu to switch to a new fabric, which causes the application to stop
monitoring the previous one and to rediscover the new fabric.

» Continuous health monitoring—Switch health is monitored continuously, so any events that
occurred since the last time you opened the Fabric Manager Client are captured.

[ oL-16598-01
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» Roaming user profiles—The licensed Fabric Manager Server uses the roaming user profile feature
to store your preferences and topology map layouts on the server, so that your user interface will be
consistent regardless of what computer you use to manage your storage networks.

N

Note  You must have the same release of Fabric Manager Client and Fabric Manager Server.

Installing and Configuring Fabric Manager Server

This section covers the installation and configuration of Fabric Manager server, and includes the
following topics:

- Installing Fabric Manager Server, page 3-2
» Unlicensed Versus Licensed Fabric Manager Server, page 3-3
- Installing Fabric Manager Web Server, page 3-3

- Verifying Performance Manager Collections, page 3-3

Installing Fabric Manager Server

When you install Fabric Manager, the basic version of the Fabric Manager Server (unlicensed) is
installed with it. After you click the Fabric Manager icon, a dialog box opens and you can enter the IP
address of a computer running the Fabric Manager Server component. If you do not see the Fabric
Manager Server |P address text box, click Options to expand the list of configuration options. If the
server component is running on your local machine, leave localhost in that field. If you try to run Fabric
Manager without specifying avalid server, you are prompted to start the Fabric Manager Server locally.

On aWindows PC, install the Fabric Manager Server as aservice. This service can then be administered
using Servicesin the Administrative Tools. The default setting for the Fabric Manager Server serviceis
that the server is automatically started when the Windows PC is rebooted. You can change this setting
by modifying the propertiesin Services.

Note  Before running Fabric Manager Server, you should create a special Fabric Manager administrative user
on each switch in the fabric or on aremote AAA server. Use this user to discover your fabric topology.
See the “Discovering a Fabric” section on page 4-3.

To install Fabric Manager Server and set the initial configuration, perform this task:

Stepl Install Fabric Manager and Fabric Manager server on your workstation. See the “Installing Fabric
Manager Server” section on page 3-2.

Step2  Log into Fabric Manager. See the “Launching Fabric Manager Client” section on page 5-2.

Step3  Optionally, create flows Performance Manager to monitor your fabric. See the “Counting Flow
Statistics” section on page 29-4.

Step4  Set Fabric Manager Server to continuously monitor the fabric. See the “Managing a Fabric Manager
Server Fabric” section on page 3-3.

Step5  Repeat Step 2 through Step 4 for each fabric that you want to manage through Fabric Manager Server.
Step6  Install Fabric Manager Web Server. See the “Installing Fabric Manager Web Server” section on page 3-3.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step7  Verify that Performance Manager is collecting data. See the “Verifying Performance Manager
Collections” section on page 3-3.

Unlicensed Versus Licensed Fabric Manager Server

When you install Fabric Manager, the basic unlicensed version of Fabric Manager Server is installed
with it. To get the licensed features, such as Performance Manager, remote client support, and
continuously monitored fabrics, you need to buy and install the Fabric Manager Server package.

However, trial versions of these licensed features are available. To enable the trial version of afeature,
you run the feature as you would if you had purchased the license. You see a dialog box explaining that
thisis a demo version of the feature and that it is enabled for alimited time.

If you are evaluating one of these Fabric Manager Server features, use Device Manager to stop the
evaluation period for that feature.

Installing Fabric Manager Web Server
You must install Fabric Manager Web Server to view Performance Manager reports through a web
browser. To install Fabric Manager Web Server from the CD-ROM, see the Cisco MDS 9000 Family
Fabric Manager Configuration Guide.

Verifying Performance Manager Collections
After Performance Manager collections have been running for five or more minutes, you can verify that

the collections are gathering data by choosing Perfor mance Manager > Reportsin Fabric Manager.
You see the first few data points gathered in the graphs and tables.

Note  Viewing reportsrequiresinstalling Fabric Manager Web Server. See the Cisco MDS 9000 Family Fabric
Manager Configuration Guide.

Managing a Fabric Manager Server Fabric

You can continuously manage a Fabric Manager Server fabric, whether or not a client has that fabric
open. A continuously managed fabric is automatically reloaded and managed by Fabric Manager Server
whenever the server starts.

Selecting a Fabric to Manage Continuously

When you quit the Fabric Manager Client, you are prompted as to whether or not you would like to have
Fabric Manager Server continuously manage that fabric. Alternatively, you can use Fabric Manager
Client to select afabric to manage.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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To continuously manage a fabric using Fabric Manager, perform this task:

Stepl  Choose Server > Admin.
You see the Control Panel dialog box with the Fabrics tab open, as shown in Figure 3-1.

S

Note  The Fabricstabis only accessible to network administrators.

Figure 3-1 Fabrics Tab in Control Panel Dialog Box
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Note  You can preconfigure a user name and password to manage fabrics. In thisinstance, you should
use alocal switch account, not a TACACS+ server.

Step2  Select one of the following Admin options:

- Manage Continuously—The fabric is automatically managed when Fabric Manager Server starts
and continues to be managed until this option is changed to Unmanage.

- Manage—The fabric is managed by Fabric Manager Server until there are no instances of Fabric
Manager viewing the fabric.

« Unmanage—Fabric Manager Server stops managing this fabric.
Step3  Click Apply.

Note  If you are collecting data on these fabrics using Performance Manager, you should now configure flows
and define the data collections. These procedures are described in Chapter 29, “Performance Manager.”

Fabric Manager Server Properties File

The Fabric Manager Server propertiesfile (MDS 9000\server.properties) containsalist of propertiesthat
determine how the Fabric Manager Server will function. You can edit this file with atext editor, or you
can set the properties through the Fabric Manager Web Services GUI, under the Admin tab.

Note  You can optionally encrypt the password in the server.properties and the AAA .properties files.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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The server properties file contains these nine general sections:
» GENERAL—Contains the general settings for the server.
» SNMP SPECIFIC—Contains the settings for SNMP requests, responses, and traps.

e SNMP PROXY SERVER SPECIFIC—Contains the settings for SNMP proxy server configuration
and TCP port designation.

 GLOBAL FABRIC—Contains the settings for fabrics, such as discovery and loading.
e CLIENT SESSION—Contains the settings for Fabric Manager Clients that can log into the server.
» EVENTS—Contains the settings for syslog messages.

» Performance Chart—Contains the settings for defining the end time to generate a Performance
Manager chart.

- EMC CALL HOME—Contains the settings for the forwarding of traps as XML data using e-mail,
according to EMC specifications.

- EVENT FORWARD SETUP—Contains the settings for forwarding events logged by Cisco Fabric
Manager Server through e-mail.

The following are new or changed server properties for Fabric Manager Release 3.4:

» Display FCoE—AIllows the user to display tree nodes, menu items, toolbar buttons, and topol ogy
nodes/links related to Fibre Channel over Ethernet (FCoE). If the fabric contains Cisco Nexus 5000
Series switches, set the displayFCoE property to true.

N

Note  After you set the Display FCoE property, a Fabric Server restart is required.

Modifying Fabric Manager Server

Fabric Manager allows you to modify certain Fabric Manager Server settings without stopping and
starting the server. These settings include:

» Adding or Removing Fabric Manager Server Users, page 3-5
« Changing the Fabric Manager Server User Name and Password, page 3-6
» Changing the Polling Period and Fabric Rediscovery Time, page 3-6

Adding or Removing Fabric Manager Server Users

To add a Fabric Manager Server user or to change the password for an existing user using Fabric
Manager, perform this task:

Stepl  Click the Local FM Userstab in the Control Panel dialog box, as shown in Figure 3-1. You see alist of
Fabric Manager users.

~

Note  Only network administrators can manage users.

Step2  Click New to add a user or click the user name and click Edit to change the password for an existing user.
You see the FM User dialog box as shown in Figure 3-2.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 3-2 FM User Dialog Box
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Step3  Set the user name and password for the new user, and then click Apply.

To remove a Fabric Manager Server user using Fabric Manager, perform this task:

Stepl  Click the Local FM Userstab in the Control Panel dialog box (see Figure 3-1).
You see alist of Fabric Manager users.

Step2  Click the user name you want to delete.

Step3  Click Remove to delete the user.

Step4  Click Yesto confirm the deletion or No to cancel it.

Changing the Fabric Manager Server User Name and Password

You can modify the user name or password used to access a fabric from Fabric Manager Client without
restarting Fabric Manager Server.

To change the user name or password used by Fabric Manager Server, perform this task:

Stepl  Choose Server > Admin.

You see the Control Panel dialog box with the Fabrics tab open, as shown in Figure 3-1.
Step2  Set the Name or Password for each fabric that you are monitoring with Fabric Manager Server.
Step3  Click Apply to save these changes.

Changing the Polling Period and Fabric Rediscovery Time

Fabric Manager Server periodically polls the monitored fabrics and periodically rediscovers the full
fabric at a default interval of five cycles.You can modify these settings from Fabric Manager Client
without restarting Fabric Manager Server.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 1

Step 2

Step 3

Step 4

To change the polling period or full fabric rediscovery setting used by Fabric Manager Server using
Fabric Manager, perform this task:

Choose Server > Admin.
You see the Control Panel dialog box with the Fabrics tab open, as shown in Figure 3-1.

For each fabric that you are monitoring with Fabric Manager Server, set the Polling Interval to determine
how frequently Fabric Manager Server polls the fabric elements for status and statistics.

For each fabric that you are monitoring with Fabric Manager Server, set the Rediscover Cycles to
determine how often Fabric Manager Server rediscovers the full fabric.

Click Apply to save these changes.

Using Device Aliases or FC Aliases

Step 1

Step 2

Step 3

You can change whether Fabric Manager uses FC aliases or global device aliases from Fabric Manager
Client without restarting Fabric Manager Server.

To change whether Fabric Manager uses FC aliases or global device aliases using Fabric Manager,
perform this task:

Choose Server > Admin.
You see the Control Panel dialog box with the Fabrics tab open, as shown in Figure 3-1.

For each fabric that you are monitoring with Fabric Manager Server, check the Device Alias check box
to use global device aliases, or uncheck to use FC aliases.

Click Apply to save these changes.

Saving Device Aliases to the Switch

If you choose to use global device aliases on Fabric Manager Server, these changes are not reflected on
the local switch. The switch continues to use FC aliases until you save the device aliases to the switch.

To save global device aliases on a switch using Fabric Manager, perform this task:

Step1  Inthe Physical Attributes pane, expand Switches, > End Devices and then choose Hosts or Stor age.
You see the end devices in the Information pane.
Step2  For each device aliasthat you want the switch to recognize, highlight it, right-click the Device Aliasicon
for that device, and choose Save Selected Device Aliases.
Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER I

Authentication in Fabric Manager

Fabric Manager contains interdependent software components that communicate with the switchesin
your fabric. These components use varying methods to authenticate to other components and switches.
This chapter describes these authentication steps and the recommended authentication configuration for
your fabric and components.

This chapter contains the following sections:
» Information About Fabric Manager Authentication, page 4-1
- Discovering a Fabric, page 4-3
« Authenticating Performance Manager, page 4-4
« Authenticating Fabric Manager Web Server, page 4-5

Information About Fabric Manager Authentication

Fabric Manager contains multiple components that interact to manage a fabric.
This chapter includes the following sections:

» [Fabric Manager Client

» [Fabric Manager Server

- Performance Manager

» Interconnected fabric of Cisco SAN switches and storage devices

» AAA server (optional)

Figure 4-1 shows an example configuration for these components.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 4-1 Fabric Manager Authentication Example
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Administrators launch Fabric Manager Client and select the seed switch that is used to discover the
fabric. The user name and password used are passed to Fabric Manager Server and are used to
authenticate access to the seed switch. If this user name and password are not a recognized SNMP user
name and password, either Fabric Manager Client or Fabric Manager Server opens a CLI session to the
switch (SSH or Telnet) and retries the user name and password pair. If the user name and password are
recognized by the switch in either the local switch authentication database or through a remote AAA
server, then the switch creates a temporary SNMP user name that is used by Fabric Manager Client and
server.

Note  You may encounter a delay in authentication if you use aremote AAA server to authenticate Fabric
Manager or Device Manager.

Note  Youmustalow CLI sessionsto pass through any firewall that exists between Fabric Manager Client and
Fabric Manager Server. See the “Running Fabric Manager Behind a Firewall” section on page 2-19.

Note  We recommend that you use the same password for the SNMPv3 user name authentication and privacy
passwords as well as the matching CLI user name and password.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Discovering a Fabric

A

Fabric Manager Server monitors multiple physical fabrics under the same user interface. Thisfacilitates
managing redundant fabrics. A licensed Fabric Manager Server maintains up-to-date discovery
information on all configured fabrics so that device status and interconnections are immediately
available when you launch Fabric Manager Client.

Caution

Note

If the Fabric Manager Server’'s CPU usage exceeds 50 percent, it is recommended that you switch to a
higher CPU-class system. For more information on recommended hardware, seethe“Before You Install”
section on page 2-5.

We recommend that you use the steps described in the following sections for discovering your network
and setting up Performance Manager. This procedure ensures that Fabric Manager Server has acomplete
view of the fabric. Subsequent Fabric Manager Client sessions can filter this complete view based on the
privileges of the client logging in. For example, if you have multiple VSANSs in your fabric and you
create users that are limited to a subset of these VSANS, you want to initiate a fabric discovery through
Fabric Manager Server using a network administrator or network operator role so that Fabric Manager
Server has aview of all the VSANsin the fabric. When aVSAN-limited user launches Fabric Manager
Client, that user sees only the VSANSs they are allowed to manage.

Fabric Manager Server should always monitor fabrics using a local switch account. Do not use a AAA
(RADIUS or TACACSH) server. You can use a AAA user account to log into the clients to provision
fabric services. For more information on Fabric Manager Server fabric monitoring, see the “Managing
a Fabric Manager Server Fabric” section on page 3-3.

Setting Up Discovery for a Fabric

Step 1

Step 2

Step 3

Step 4

Step 5

To ensure that Fabric Manager Server discovers your complete fabric, perform this task:

Create a special Fabric Manager administrative user name in each switch on your fabric with network
administrator or network operator roles.

You can alternatively create a special Fabric Manager administrative user namein your AAA server and
set every switch in your fabric to use this AAA server for authentication.

Verify that the roles used by this Fabric Manager administrative user name are the same on all switches
in the fabric and that this role has access to all VSANS.

Launch Fabric Manager Client using the Fabric Manager administrative user.

This step ensures that your fabric discovery includes all VSANSs.

Set Fabric Manager Server to continuously monitor the fabric.

See the “Managing a Fabric Manager Server Fabric” section on page 3-3.

Repeat Step 4 for each fabric that you want to manage through Fabric Manager Server.

[ oL-16598-01
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Authenticating Performance Manager

Performance Manager uses the user name and password information stored in the Fabric Manager Server
database. If this information changes on the switches in your fabric while Performance Manager is
running, you need to update the Fabric Manager Server database and restart Performance Manager.
Updating the Fabric Manager Server database requires removing the fabric from Fabric Manager Server
and rediscovering the fabric.

To update the user name and password information used by Performance Manager, perform this task:

Stepl  Click Server > Admin in Fabric Manager.
You see the Control Panel dialog box with the Fabrics tab open, as shown in Figure 4-2.

Figure 4-2 Fabrics Tab in Control Panel Dialog Box
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Step2  Click the fabrics that have updated user name and password information.
Step3  Click Remove to remove these fabrics from Fabric Manager Server.
Step4  Choose File > Open Fabric.

You see the Control Panel dialog box as shown in Figure 4-3.

Figure 4-3 Control Panel Dialog Box
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Step5  Enter the appropriate user name and password to rediscover the fabric and check the check boxesin the
Select column next to the fabrics that you want to open.

Step6  Click Open to rediscover the fabric.
Fabric Manager Server updates its user name and password information.
Step7  Repeat Step 4 through Step 6 for any fabric that you need to rediscover.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 8

Choose Performance > Collector > Restart to restart Performance Manager and use the new user name
and password.

Authenticating Fabric Manager Web Server

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6

Fabric Manager Web Server does not communicate directly with any switches in the fabric. Fabric
Manager Web Server uses its own user name and password combination that is either stored locally or
stored remotely on an AAA server.

We recommend that you use a RADIUS or TACACS+ server to authenticate users in Fabric Manager
Web Server.

To configure Fabric Manager Web Server to use RADIUS authentication, perform this task:

Launch Fabric Manager Web Server.

Choose Admin tab > Web User s to update the authentication used by Fabric Manager Web Server.
Click AAA.

Set the authentication mode attribute to radius.

Set the RADIUS server name, shared secret, authentication method, and ports used for up to three
RADIUS servers.

Click Modify to save thisinformation.

To configure Fabric Manager Web Server to use TACACS+ authentication, perform this task:

Launch Fabric Manager Web Server.

Choose Admin > Web User s to update the authentication used by Fabric Manager Web Server.
Click AAA.

Set the authenticationmode attribute to tacacs.

Set the TACACS+ server name, shared secret, authentication method, and port used for up to three
TACACSH+ servers.

Click M odify to save this information.

[ oL-16598-01
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CHAPTER 5

Fabric Manager Client

Cisco Fabric Manager Client isajava-based GUI application that provides access to the Fabric Manager
applications from a remote workstation.

This chapter contains the following sections:
» Information About Fabric Manager Client, page 5-1
» Launching Fabric Manager Client, page 5-2
» Fabric Manager Client Quick Tour, page 5-6
» Setting Fabric Manager Preferences, page 5-18
» Network Fabric Discovery, page 5-19
» Modifying the Device Grouping, page 5-20
« Controlling Administrator Access with Users and Roles, page 5-21
» Using Fabric Manager Wizards, page 5-21
» Fabric Manager Troubleshooting Tools, page 5-22

Information About Fabric Manager Client

~

Note

Cisco Fabric Manager isaJavaand SNM P-based network fabric and device management tool with aGUI
that displaysreal-time views of your network fabric, including Cisco and third-party switches, hosts, and
storage devices.

In addition to complete configuration and status monitoring capabilities for Cisco switches, Fabric
Manager Client provides Fibre Channel troubleshooting tools. These health and configuration analysis
tools use Cisco switch capabilities including Fibre Channel ping and traceroute.

You must use the same release of Fabric Manager Client and Fabric Manager Server.

Fabric Manager Advanced Mode

Advanced mode is enabled by default and provides the full suite of Fabric Manager features. Uncheck
the Advanced check box in the upper right corner of the Fabric Manager Client to simplify the user
interface. In this mode, you can access basic switch features such as VSANS, zoning, and configuring
interfaces.

[ oL-16598-01
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Launching Fabric Manager Client

S

Note

Step 1

Step 2

Step 3

Network administrators must initially launch Fabric Manager Client using Fabric Manager Web Server,
as described below. Once an administrator hasinstalled the Fabric Manager Client icon on your desktop,
you can double click on the icon to launch the Fabric Manager Client.

To launch Fabric Manager Client, perform this task:

Open your browser and enter the IP address where you installed Fabric Manager Server, or enter
localhost if you installed Fabric Manager Server on your local workstation.

You see the Fabric Manager Web Server Login dialog box shown in Figure 5-1.

Figure 5-1 Fabric Manager Web Server Login Dialog Box

atfean]a
Cisco

Fabric Manager Web Client

@ Cisco Systerns, Inc 2002-2007

154663

Enter your user name and password and click L ogin.

You see the Fabric Manager Web Server Summary page.

Click the Download link in the upper right corner of the page.

You see the Download page for Fabric Manager and Device Manager as shown in Figure 5-2.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 4

Step 5

Step 6

Figure 5-2 Download Page for Fabric Manager and Device Manager
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Click thelink for either Fabric Manager or Device M anager.

If you are launching Fabric Manager Client for the first time, you see amessage asking whether you want
to create shortcuts for Fabric Manager, as shown in Figure 5-3.

Figure 5-3 Fabric Manager Create Shortcut(s) Message

Fabric Manager - Create shortcut(s) @

1\ Would you like to create deskiop and start menu shortcuts for
Fabric Manager?

[ Yes H Mo ][ Configure ... ]

240800

Click Yesto create shortcuts for Fabric Manager.

N

Note  This message only appears the first time you launch Fabric Manager Client.

When the software isinstalled and icons are created on your desktop, double-click the Fabric Manager
icon to launch Fabric Manager.

You see the Fabric Manager Login dialog box shown in Figure 5-4.

[ oL-16598-01
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Step 7
Step 8

Step 9

Step 10

Step 11
Step 12

Figure 5-4 Fabric Manager Login Dialog Box

@ Login - Fabri... EHE|E‘

alvedn
cisco

FM Server Address: lacalhost w
FM Server User Name! | admin
FM Server Password:

Use SHMP Prosey: [

240010

Enter the Fabric Manager Server user name and password.

Check the Use SNM P Proxy check box if you want Fabric Manager Client to communicate with Fabric
Manager Server through a TCP-based proxy server.

Click L ogin. After you successfully log in to Fabric Manager Server, you can set the seed switch and
open the fabrics that you are entitled to access.
A

Note ~ When you launch Fabric Manager Client for the first time or when there are no available fabrics,
you see the Discover New Fabric dialog box.

You see the Discover New Fabric dialog box shown in Figure 5-5.
Figure 5-5 Discover New Fabric Dialog Box

@ Discover New Fa... E\

Seed Switch! 172.28.232,127 w
User Mame: | admin
Password:
Use SMMPyw3:
Auth-Privacy: | MDS v

Discover Close

240006

N

Note  Only network administrators can discover new fabrics.

Set the fabric seed switch to the Cisco switch that you want Fabric Manager to use.

N

Note A Cisco switch running in NPV mode cannot be the fabric seed switch.

Enter the user name and password for the switch.
Choose the Auth-Privacy option according to the privacy protocol you have configured on your switch:

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- If you have not configured the switch with a privacy protocol, then choose Auth-Privacy option MD5
(no privacy).
- If you have configured the switch with your privacy protocol, choose your Auth-Privacy option.

S

Note If you want a clean discovery, remove the fabric and rediscover it.

Step13  Click Discover.
You see the Control Panel dialog box shown in Figure 5-6.

Figure 5-6 Control Panel Dialog Box
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Note  You see a message in the dialog box when the server and client are running on the same
workstation and there are unlicensed fabricsin the database. You also see a message when there

are unmanaged fabrics (the state of the licenses is unknown).

Step 14  Check the check boxes in the Select column next to the fabrics that you want to open, or click Discover
to add a new fabric.
A

Note  Only network administrators can continuously manage or unmanage fabrics. For more
information, see the “ Selecting a Fabric to Manage Continuously” section on page 3-3.

Step 15 Click Open to open the selected fabrics.

S

Note If you have an incomplete view of your fabric, rediscover the fabric with a user that has no
VSAN restriction.

To launch Fabric Manager Client from within a running instance of Fabric Manager, perform this task:

Stepl  Choose File > Open Fabric or click the Open Switch Fabric icon on the Fabric Manager toolbar.

You see the Control Panel dialog box as shown in Figure 5-6.
Step2  Check the check boxes in the Select column next to the fabrics you want to open and click Open.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g
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N

Note Changes made using Fabric Manager are applied to the running configuration of the switches
that you are managing. If you have made changes to the configuration or performed an operation
(such as activating zones), Fabric Manager prompts you to save your changes before you exit.

Fabric Manager Client Quick Tour

This section describes the Fabric Manager Client interface shown in Figure 5-7.

Figure 5-7 Fabric Manager Main Window
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1 |Menu bar—Provides access to options that are organized by menus.

2 | Toolbar—Providesicons for direct access to the most commonly used options on the File, Tools,
and Help menus.

3 |Information pane—Displays information about whatever option is selected in the menu tree.
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Status Bar (right side)—Shows the last entry displayed by the discovery process and the possible
error message.

Fabric pane—Displays amap of the network fabric, including switches, hosts, and storage. It also
provides tabs for displaying log and event data.

Status Bar (left side)—Shows short-term transient messages, such as the number of rows
displayed in atable.

Logical Domains pane—Displays atree of configured SAN, fabrics, VSANS, and zones, and
provides access to user-defined groups.

Physical Attributes pane—Displays a tree of available configuration tasks depending on the
fabric, VSAN, or zone selected previously. Lists the switches and end devices in the logical
selection.

Note  You can resize each pane by dragging the boundaries between each region or by clicking the Minimize
or Maximize controls.

Menu Bar

The menu bar at the top of the Fabric Manager main window provides options for managing and
troubleshooting the current fabric and for controlling the display of information on the Fabric pane. The
menu bar provides the following menus:

File—Opens a new fabric, rediscovers the current fabric, locates switches, sets preferences, prints
the map, and clears (right-click on log) or exports the Fabric pane log.

View—Changes the appearance of the map (these options are duplicated on the Fabric pane toolbar).
Zone—Manages zones, zone sets, and inter-VSAN routing (IVR).

Tools—Verifies and troubleshoots connectivity and configuration, as described in the “Fabric
Manager Troubleshooting Tools” section on page 5-22.

Performance—Runs and configures Performance Manager and Cisco Traffic Analyzer and
generates reports.

Server—Runs administrative tasks on clients and fabrics. Provides Fabric Manager Server
management and a purge command. Lists switches being managed.

Help—Displays online help topics for specific dialog boxes in the Information pane.

[ oL-16598-01
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The Fabric Manager main toolbar provides icons for accessing the most commonly used menu bar

options as shown in Table 5-1.

Table 5-1

Fabric Manager Client Main Toolbar

Icon

Description

=

Opens switch fabric.

Rediscovers current fabric.

Searches the map.

Creates VSAN.

Launches DPVM wizard.

Edits full zone database.

Launches IVR zone wizard.

i

Launches SAN port channel wizard.

Launches Virtual Interface Group wizard.

Launches Virtual Interface wizard.

@ B B

Launches FCIP wizard.

<

Launches iSCSI wizard.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 5-1

Fabric Manager Client Main Toolbar (continued)

Icon

Description

i

=

Launches QoS wizard.

Configures users and roles.

Launches |P-ACL wizard.

Launches License Install wizard.

Launches Software Install wizard.

Performs switch health analysis.

Performs fabric configuration analysis.

Performs end-to-end connectivity analysis.

Monitors I SL performance. Brings up real-time
ISL performance information for all interfacesin
the fabric, in the Information pane.

Shows online help.

Use the Logical Domains pane to manage attributes for fabrics, VSANS, and zones, and to access
user-defined groups. Right-click one of the foldersin the tree and click a menu item from the pop-up
menu. You see the appropriate configuration dialog box.

The default name for the fabric is the name, IP address, or world-wide name (WWN) for the principal
switchin VSAN 1. If VSAN 1 is segmented, the default nameis chosen from a principal switch with the
smallest WWN. In order, the fabric names you may see are as follows:

- Fabric <sysName>
- Fabric <ipAddress>
« Fabric <sWWN>

[ oL-16598-01
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Step 1

Step 2
Step 3

To change the fabric name using Fabric Manager, perform this task:

Choose Server > Admin.
You see the Control Panel dialog box.
Double click the fabric name and enter the new name of the fabric.

Click Apply to change the name.

Fabric Manager has afiltering mechanism that displays only the datathat you are interested in. To filter
data, first select the fabric and VSAN from the Logical Domains pane. This action narrows the scope of
what is displayed in the Fabric pane. Any information that does not belong to the selected itemsis
dimmed. Also, any information that does not belong to the selected items is not displayed in the tables
in the Information pane. The filter that you select is displayed at the top right of the Fabric Manager
window (see Figure 5-8).

To further narrow the scope, select attributes from the Physical Attributes pane. The Fabric Manager
table, display, and filter criteria change accordingly.

Physical Attributes Pane

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

Use the Physical Attributes pane to display atree of the options available for managing the switchesin
the currently selected fabric, VSAN, or zone.

To select an option, click afolder to display the options available and then click the option. You see the
table with information for the selected option in the Information pane. The Physical Attributes pane
provides the following main folders:

- Switches—Views and configures hardware, system, licensing, and configuration files.

» Interfaces—Views and configures physical Fibre Channel, virtual Fibre Channel, Ethernet, SVC,
and SAN port channel interfaces.

» Fibre Channel Services—Views and configures Fibre Channel network configurations.
« Events—Views and configures events, alarms, thresholds, notifications, and informs.
» Security—Views and configures switch management and FC-SP security.

« End Devices—Views and configures end devices.
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Information Pane

Use the Information pane to display tables of information associated with the option selected from the
menu tree in the Logical Domains or Physical Attributes panes. The Information pane toolbar provides
buttons for performing one or more of the operations shown in Table 5-2.

Table 5-2 Information Pane Toolbar
Icon Description
Apply Changes Applies configuration changes.
Refresh Values Refreshes table values.
@
Create Row Opens the appropriate dialog box to make a new
.E| row in the table.
Delete Row Deletes the currently highlighted rows from the
E,, table.
Copy/Ctrl+C Copies data from one row to another.
[
Paste/Ctrl +V Pastes the data from one row to another.
i
Undo Changes/Ctrl-Z Undoes the most recent change.
Export Exports and saves information to afile.
Print Table Prints the contents of the Information pane.
Detach Table Displays a noneditable copy of the table in the
Z Information pane in its own window, which you
can move around the screen.

N

Note  After making changes, you must save the configuration or the changes will be lost when the deviceis
restarted.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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N

Note  The buttons that appear on the toolbar vary according to the option that you choose. They are activated
or deactivated (dimmed) according to the field or other object that you choose in the Information pane.

Detachable Tables

Detachable tables in Fabric Manager let you detach tables and move them to different areas on your
desktop so that you can compare similar tables from different V SANs. You can keep informational tables
open from one view while you examine a different areain Fabric Manager. To detach tables, click the
Detach Table icon in the Information pane in Fabric Manager.

Fabric Pane

Use the Fabric pane to display the graphical representation of your fabric. Table 5-3 describes the
graphics you may see displayed, depending on which devices you have in your fabric.

Table 5-3 Fabric Manager Graphics

Icon or Graphic Description

J Director class Cisco MDS 9000.

W Non-director class switch.

— Generic Fibre Channel switch.

2 Cisco SN5428.

Sl
Cisco Nexus 5000 series switch.

E';-E#
An orange line through a device indicates that the
device is manageable but there are operational
problems.
An orange X through a device or link indicates
that the device or ISL is not working properly.

\ A red line through a device indicates that the
device is not manageable.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 5-3 Fabric Manager Graphics (continued)

Icon or Graphic Description

>< A red X through adevice or link indicates that the
device is down or that the ISL is down.

Fibre Channel HBA (or enclosure).

=

Fibre Channel target (or enclosure).

iSCSI host.
Fibre Channel I SL and edge connection.

Fibre Channel SAN port channel.

Fibre Channel over Ethernet (FCoE) connection.

IPISL and edge connection.

IP port channel.

NPV connection.

g Fibre Channel loop (storage).

NAP IPcloud (hosts). Thisiconisalso used to represent

c;:_\p afabric when viewing a SAN (multiple fabrics) in
the Fabric Manager Fabric pane.

I:I Any device, cloud, or loop with a box around it

means that there are hidden links attached.

If aswitch or director is grayed out, Fabric Manager can no longer communicate with it.
The bottom of the Fabric pane has the following tabs:

» Fabric—When displaying multiple fabrics, each fabric has its own tab. You can switch between
fabrics by clicking on their respective tabs.

[ oL-16598-01
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Note

Context Menus

Note

Saving the Map

» Log—Displays messages that describe Fabric Manager operations, such as fabric discovery.

- Events—Displays information about the SNMP traps received by the management station. This
includes combination events as detected by discovery and important traps, such as license and
SNMP.

You can view large fabrics in the Fabric pane easier if you do the following tasks:
« Turn off end device labels
» Collapse loops
» Collapse expanded multiple links (collapsed multiple links are shown as very thick single lines)
» Dim or hide portions of your fabric by VSAN

When aVSAN, zone, or zone member is selected in the VSAN tree, the map highlighting feature
changes to identify the selected objects. To remove this highlighting, click the Clear Highlight button
on the Fabric pane toolbar or choose Clear Highlight from the pop-up menu.

When you right-click aniconin the Fabric pane, you see apop-up menu with options that vary depending
on the type of icon selected. The various options available for different objects include the following:

» Open an instance of Device Manager for the selected switch.
» Open aCLI session for the selected switch.

» Copy the display name of the selected object.

- Execute aping or traceroute command for the device.

« Show or hide end devices.

- View attributes.

» Quiesce and disable members for SAN port channels.

» Set the trunking mode for an ISL.

« Create or add to a SAN port channel for selected ISLs.

The Fabric pane has its own toolbar with options for saving, printing, and changing the appearance of
the map. When you right-click the map, a pop-up menu appears that provides options (duplicated on the
toolbar) for changing the appearance of the map.

You can launch web-based or non-web-based applications from the Fabric pane. To do this, assign an |P
addressto the storage port or enclosure, then right-click to bring up the pop-up menu and choose Device
M anager.

You can save the map in the Fabric pane as an image, or as an editable Visio diagram. You can save the
map with or without labels on the links. The created Visio diagram is editable and saved in two layers:

» The default layer includes all switches and linksin the fabric.

« The end devices layer includes the end devices and can be turned off to remove end devices from
the Visio diagram.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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To save the map as a Visio diagram, choose Files > Export > Visio and choose Map or Map with link
labels. The saved Visio diagram retains the viewing options that you selected from the Fabric pane. For
example, if you collapse multiple links in the map and export the links as a Visio diagram, the Visio
diagram shows those multiple links as one solid link.

The Show Tech Support option from the Tools menu also supports saving the map as a Visio diagram.

Purging Down Elements

The Fabric pane alows you to refresh the map at any time by clicking the Refresh Map icon. The
Refresh Map icon redraws the map but does not purge elements that are down. To purge down elements
you can perform one of the following actions:

» Click Server > Purge Down Elements. This purges all down elementsin the fabric.

« Right-click the Fabric pane and choose Purge Down Elements.

« Right-click adown element and choose Purge. This action purges only this element from the fabric.
S

Note If you select an element that is not down and you purge it, that element will reappear on the next
fabric discovery cycle.

Multiple Fabric Display

Fabric Manager can display multiple fabrics in the same pane (see Figure 5-8).

Figure 5-8 Fabric Manager’s Multiple Fabric Display Window
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Note

Note

1 |The Fabric view tab for fabric 172.23.46.152. When selected, the Fabric view displays fabric
172.23.46.152.

2 |The Fabric view tab for fabric 172.23.46.153. When selected, the Fabric view displays fabric
172.23.46.153.

3 |SAN tab (selected), showing two fabrics.

The same user name and password must be used to log into multiple fabrics.

The information for both fabricsis displayed; you do not need to choose a seed switch. To see details of
afabric, click the tab for that fabric at the bottom of the Fabric pane, or double-click the Cloud icon for
the fabric in the SAN tab.

Enclosure names should be unique. If the same enclosure name is used for each port, Fabric Manager
shows a host/target enclosure connected to both fabrics. To fix this problem, you can either disable
auto-creation or create unique enclosure names.

Filtering by Groups

Step 1

Step 2
Step 3

You can filter the Fabric pane display by creating groups of switches or end ports. To create a group in
Fabric Manager, perform this task:

Right-click a switch or end port in the Fabric pane map and choose Group > Create.
You see the Edit User Defined Group dialog box shown in Figure 5-9.

Figure 5-9 Edit User Defined Group Dialog Box
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Enter a group name in the Name field.

Use the arrows to move additional switches or end ports from the Available column to the Selected
column.
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Step4  Click OK to save the group.

To add a switch or end port to an existing group in Fabric Manager, perform this task:

Stepl  Right-click a switch or end device and choose Group > Add To > Your GroupName.
You see the Edit User Defined Group dialog box as shown in Figure 5-9.

Step2  Usethe arrows to move additional switches or end ports from the Available column to the Selected
column.

Step3  Click OK to save the updated group.
To filter the display by a group you have created, perform this task:

Stepl  Expand the Groups folder in the Logical Domains pane.
You see the list of groups that you have created as shown in Figure 5-10.

Figure 5-10 Group Highlighted in Fabric Pane Map
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Step2  Click the name of the group that you want to filter.

In the Fabric pane, the switches or end devicesin your group are shown normally; all other switches and
end devices are shown in gray.

Step3  Click the Groups folder in the Logical Domains pane to return the display to normal.

S

Note  User-defined group tables are filtered based on switches in the group except for switches where
CFS-controlled features are enabled when all CFS member switches are displayed to avoid
misconfigurations.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Status Bar

The status bar at the bottom of the Fabric Manager window shows the last entry displayed by the
discovery process, and the possible error message on the right side. The status bar displays a message
stating that something has changed in the fabric and a new discovery is needed. The status bar shows
both short-term, transient messages (such as the number of rows displayed in the table) and long-term
discovery issues.

Setting Fabric Manager Preferences

To set your preferences for the behavior of the Fabric Manager, choose File > Preferences from the
Fabric Manager menu bar. You see the Preferences dialog box with the following tabs for setting
different components of the application:

General
SNMP

Map

The default General preferences for Fabric Manager are as follows:

Show Device Name by—Displays the switches in the Fabric pane by |P address, DNS name, or
logical name. The default setting for thisvalue is Logical Name.

Show WorldWideName (WWN) Vendor—Displays the world wide name vendor name in any table
or listing displayed by Fabric Manager. Check the Prepend Name check box to display the namein
front of the IP address of the switch. Check the Replacing Vendor Bytes check box to display the
name instead of the IP address. The default is the Prepend Name option.

Show End Device Using—Displays end devices in the Fabric pane using alias or pWWN alias. The
default setting for thisvalue is Alias.

Show Shortened iSCSI Names—The default setting for this value is OFF.

Show Timestamps as Date/ Time—Displays timestamps in the date/time format. If this preferenceis
not checked, timestamps are displayed as elapsed time. The default setting is enabled (checked).

Telnet Path—Displays the path for the telnet.exe file on your system. The default is telnet.exe, but
you need to browse for the correct location.

N
Note If you browse for a path or enter a path and you have a space in the pathname (for example,

c:\program files\telnet.exe), then the path will not work. To get the path to work, you must
manually place quotes around it (for example, “c:\program files\tel net.exe”).

Use Secure Shell instead of Telnet—Specifies whether to use SSH or Telnet when using the CLI to
communicate with the switch. If enabled, you must specify the path to your SSH application. The
default setting is disabled.

Confirm Deletion—Displays a confirmation pop-up window when you delete part of your
configuration using Fabric Manager. The default setting is enabled (checked).

Export Tables with Format—Specifies the type of file that is created when you export a table using
Device Manager. The options are tab-delimited or XML. The default setting is Tab-Delimited.

Show CFS Warnings—Shows warning messagesif CFSis not enabled on all switches for a selected
feature.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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The default SNMP preferences for Fabric Manager are as follows:

Retry request 1 time(s) after 5 sec timeout—You can set the retry value to 0-5, and the timeout value
to 3-30.

Trace SNMP packets in Log—The default setting for this value is OFF.
Enable Audible Alert when Event Received—T he default setting for this value is OFF.

The default Map preferences for Fabric Manager are as follows:

Display Unselected VSAN Members—Displays the unselected V SAN members in the Fabric pane.
The default setting for this valueis ON.

Display End Devices—Displays the fabric’s end devices in the Fabric pane. The default setting for
this valueis ON.

Display End Device L abels—Displays the fabric’'s end device labels in the Fabric pane. The default
setting for this value is ON.

Expand Loops—Displays the loops in the fabric as individual connections in the Fabric pane. The
default setting for this value is OFF.

Expand Multiple Links—Displays multiple links in the Fabric pane as separate lines instead of one
thick line. The default setting for this value is ON.

Open New Device Manager Each Time—Opens a new instance of Device Manager each time that
you invoke it from a switch in your fabric. The default value is OFF, which means that only one
instance of Device Manager is open at atime.

Select Switch or Link from Table—Allows you to select a switch or link in the Fabric pane by
clicking the switch or link in atable in the Information pane. The default setting for thisvalueis
disabled (unchecked), which means clicking a switch or link in the table does not change the switch
or link selection in the Fabric pane.

Layout New Devices Automatically—Automatically places new devices in the Fabric panein an
optimal configuration. The default setting for this value is OFF. In this mode, when you add a new
device, you must manually reposition it if the initial position does not suit your needs.

Use Quick Layout when Switch has 30 or more End Devices—Displays the default setting for this
value (30). You can enter any number in this field. Enter O to disable Quick Layout.

Override Preferences for Non-default Layout—Displays the default setting for this value (ON).

Automatically Save Layout—If this option is enabled, any changes in the layout are automatically
saved. The default setting for this value is ON.

Detach Overview Window—Allows you to easily center the Fabric pane on the area of the fabric
that you want to see. (Thisfeatureis useful for large fabrics that cannot be displayed entirely within
the Fabric pane.) Bring up the overview window by clicking the Show/Hide Overview Window
button. It overlays the fabric window and remains there until you click the Show/Hide Overview
Window button again. If you enable this preference, you can detach the overview window and move
it to one side while you access the Fabric pane. The default setting for this value is disabled
(unchecked).

Network Fabric Discovery

Cisco Fabric Manager collects information about the fabric topology through SNMP queries to the
switches that are connected to Fabric Manager. The switch replies after having discovered all devices
connected to the fabric by using the information from its FSPF technology database and the Name Server
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database and collected using the Fabric Configuration Server’s request/response mechanisms that are
defined by the FC-GS-3/4 standard. When you start Fabric Manager, you enter the I P address (or host
name) of a seed switch for discovery.

After you start Fabric Manager and the discovery completes, Fabric Manager presents you with a view
of your network fabric, including all discovered switches, hosts, and storage devices.

Modifying the Device Grouping

Step 1

Step 2

Step 3
Step 4

Step 5
Step 6

Because not all devices are capable of responding to FC-GS-3 requests, different ports of asingle server
or storage subsystem may be displayed as individual end devices on the Fabric Manager map.

To group end devicesin asingle enclosure to have them represented by a single icon on the map, Fabric
Manager, perform this task:

In the Physical Attributes pane, expand End Devices and then choose Storage or Hosts.
You see the end devices displayed in the Information pane.

Click one of the devicesin the Fabric pane, or click the Enclosurestab of the Information pane, and then
click the device name (in the Name field) that you want to include in the enclosure.

Enter a name to identify the new enclosure in the Fabric pane map.

Click once on the device name in the Name field. To choose more than one name, press the Shift key
and click each of the other names.

Press Ctrl-C to copy the selected hame(s).
Press Ctrl-V to paste the device name into the Name field.

N

Note  Toremove devices from an enclosure, triple click the device name and press Delete. To remove
an enclosure, repeat this step for each device in the enclosure.

Using Alias Names as Enclosures

Step 1

Step 2

To create an enclosure that uses the alias name as the name of the enclosure using Fabric Manager,
perform this task:

In the Physical Attributes pane, expand End Devices and choose Hosts or Storage.
You see the list of devicesin the Information pane. The NxPorts tab is the default.

Right-click the enclosure names that you want to convert to alias names and choose Alias > Enclosure
as shown in Figure 5-11.
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Figure 5-11 Alias Enclosure
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Click the Apply Changes icon to save these changes.

Controlling Administrator Access with Users and Roles

Cisco switches support role-based management access whether you are using the CLI or Cisco Fabric
Manager. Role-based management access lets you assign specific management privileges to particular
roles and then assign one or more users to each role.

The default-role contains the access permissions needed by a user to access the GUI (Fabric Manager
and Device Manager). These access permissions are automatically granted to all usersin order for them
to use the GUI.

Cisco Fabric Manager uses SNMPv3 to establish role-based management access. After completing the
setup routine, a single role, user name, and password are established. The role assigned to this user
allows the highest level of privileges, which includes creating users and roles. Use the Cisco Fabric
Manager to create roles and users and to assign passwords as required for secure management access in
your network.

Using Fabric Manager Wizards

Fabric Manager Client provides the following wizards to facilitate common configuration tasks:

- VSAN—Creates VSANs on multiple switches in the fabric and sets VSAN attributes including
interop mode, load balancing, and FICON.

» Zone Edit Tool—Creates zone sets, zones, and aliases. Adds members to zones and edits the zone
database.

» SAN Port Channel—Creates SAN port channels from selected | SL s either manually or
automatically. Sets SAN port channel attributes such as channel ID and trunking mode.

» |P ACL—Creates ordered | P access control lists and distributes to selected switches in the fabric.
» License Install—Facilitates download and installation of licenses in selected switches in the fabric.

» Software Install—Verifiesimage compatibility and installs software images on selected switchesin
the fabric.

» Virtual Interface Group—Creates virtual interface groups (VI1Gs).

[ oL-16598-01
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< Virtual Interfaces—Creates virtual Ethernet interfaces and virtual Fibre Channel interfaces.

Fabric Manager Troubleshooting Tools

Fabric Manager has several troubleshooting tools available from the toolbar or Tools menu. Procedures
for using these tools are described in Chapter 31, “ Troubleshooting Your Fabric.” This section provides
a brief description of each tool:

» Zone Merge Analysis—The zone merge analysis tool (available from the Zone menu) allows you to
determine if zones will merge successfully when two Cisco switches are interconnected. If the
interconnected switch ports allow VSANs with identical names or contain zones with identical
names, then Fabric Manager verifies that the zones contain identical members. The merge analysis
tool can be run before attempting a merge or after fabrics are interconnected to determine zone
merge failure causes.

» End-to-End Connectivity—Fabric Manager's end-to-end connectivity analysis tool uses FC Ping to
verify interconnections between Cisco switches and end-device (HBAS and storage devices) in a
particular VSAN. End devices must be connected to a manageabl e switch through an active in-band
or out-of-band management path. In addition to basic connectivity, Fabric Manager can optionally
verify the following:

— Paths are redundant.
— Zones contain at least two members.

End devices are connected to a manageable switch (have a currently active in-band or out-of-band
management path.)

» Switch Health Analysis—You can run an in-depth switch health analysis with Fabric Manager. It
verifies the status of all critical Cisco switches, modules, ports, and Fibre Channel services. Over
40 conditions are checked. Thistool provides avery fast, simple, and thorough way to assess Cisco
switch health.

» Fabric Configuration Analysis—Fabric Manager includes a fabric configuration analysis tool. It
compares the configurations of all Cisco switchesin afabric to a reference switch or a policy file.
You can define which functions to check and what type of checksto perform. The analysis can look
for mismatched values, and missing or extravalues. If all configuration checking is performed for
all functions, over 200 checks are performed for each Cisco switch.

After theanalysisisrun, the results are displayed with detail s about the i ssues that were discovered. You
can automatically resolve configuration differences by selecting them and clicking the Resolve button.
Fabric Manager automatically changes the configuration to match the reference switch or policy file.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 6

Device Manager

This chapter describes Cisco Device Manager and provides proceduresfor using it. This chapter contains

the following sections:

Information About Device Manager, page 6-1
Launching Device Manager, page 6-2

Using Device Manager, page 6-2

Using the Quick Configuration Tool, page 6-6
Setting Device Manager Preferences, page 6-7

Information About Device Manager

Device Manager provides a graphic representation of a Cisco Cisco Nexus 5000 Series switch chassis,
including the installed expansions modules, the status of each port, the power supplies, and the fan

assemblies.

The tables in the Fabric Manager Information pane basically correspond to the dialog boxes that appear
in Device Manager. However, while Fabric Manager tables show values for one or more switches, a
Device Manager dialog box shows values for a single switch. Device Manager also provides more
detailed information for verifying or troubleshooting device-specific configuration than Fabric Manager.

Device Manager provides two views: Device View and Summary View. Use Summary View to monitor
interfaces on the switch. Use Device View to perform switch-level configurations including the

following:

Configure zones for multiple VSANS.

Manage ports, SAN port channels, and trunking.
Manage SNMPv3 security access to switches.
Manage CLI| security access to the switch.

Manage alarms, events, and notifications.

Save and copy configuration files and software image.
View hardware configuration.

View chassis, module, port status, and statistics.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Launching Device Manager

You can launch Device Manager either from your desktop or from Fabric Manager.

To launch Device Manager from your desktop, double-click the Device Manager icon and follow the

instructions described in the “Integrating Cisco Fabric Manager with Other Management Tools” section
on page 2-18.

To launch Device Manager from Fabric Manager, perform one of these tasks:

» Right-click the switch you want to manage on the Fabric pane map and choose Device M anager
from the menu that appears.

» Double-click a switch in the Fabric pane map.

» Select a switch in the Fabric pane map and choose Tools > Device M anager.

Using Device Manager

This section describes the Device Manager interface as shown in Figure 6-1.

Figure 6-1 Device Manager, Device Tab
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Menu Bar

The menu bar at the top of the Device Manager main window provides options for managing and
troubleshooting a single switch. The menu bar provides the following options:
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Toolbar Icons

Device—Opens an instance of Device Manager, sets management preferences, sets the page layout,
opens a Telnet/SSH session with the current switch, exports a device image, and closes the Device
Manager application.

Physical—Allows you to view and manage inventory, modules, temperature sensors, power
supplies, fans, and the entire system.

Interface—Allows you to configure and manage SAN port channels, as well as Fibre Channel and
Ethernet ports. Also provides diagnostic, management and monitoring capabilities, aswell as SPAN
and port tracking.

FC—AIllows you to configure and manage VSAN, domain, and hame server characteristics. Also
provides advanced configuration capabilities.

Security—Allows you to configure and manage FCSP, port security, SNM P security, common roles,
SSH, AAA, and IP ACLs.

Admin—Allows you to save, copy, edit, and erase the switch configuration, monitor events,
manipulate flash files, manage licenses, configure NTP, use CFS, and reset the switch. Also allows
you to use the show tech support, show cores, and show image commands.

L ogs—Shows the various logs: message, hardware, events, and accounting. Also allows you to
configure the syslog setup.

Help—Displays online help topics for specific dialog boxes in the Information pane.

The Device Manager toolbar provides quick access to many Device Manager features. Once theiconis
selected, a dialog box may open that allows configuration of the feature. The toolbar provides the main
Device and Summary View icons as shown in Table 6-1.

Table 6-1 Device Manager Main Toolbar
Icon Description
Open Device Opens the Device Manager view for another

switch, with the option to open thisview in a
separate window.

Refresh Display

Communicates with the switch and displays the
information in the Device Manager view.

Command-Line
Interface

Opens a separate CLI command window to the
switch.

Configure Selected

Opens a configuration dialog box for the selected
component (line card or port).

G CH

SysLog

Opens awindow that lists the latest system
messages that occurred on the switch.

[ oL-16598-01
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Table 6-1 Device Manager Main Toolbar (continued)
Icon Description
VSANSs Opens the VSAN dialog box that provides VSAN
E configuration for the switch.

Save Configuration |Saves the current running configuration to the
startup configuration.

Copy Copies configuration file between server and

[
Eﬂ switch

Toggle Toggles the FICON and interface port labels.
E-é FICON/Interface
Port Labels
Select VSAN Filters the port display to show only those ports
[;SAN Al q belonging to the selected VSAN.
Help Accesses online help for Device Manager.
4

Dialog Boxes

If atoolbar icon is selected, adialog box may open that allows configuration of the selected feature. The
dialog box may include table manipulation icons. See the “Information Pane” section on page 5-11 for
descriptions of these icons.

Tabs

Tabs provide the following functions:
» Device—Provides a graphical representation of the switch chassis and components.

« Summary—Displays active interfaces on a single switch, as well as Fibre Channel and I P neighbor
devices. The Summary View also displays port speed, link utilization, and other traffic statistics.
There are two buttons in the upper left corner of the Summary View tab used to monitor traffic. To
monitor traffic for selected objects, click the Monitor Selected I nterface Traffic Util% button. To
display detailed statisticsfor selected objects, click the M onitor Selected I nterface Traffic Details
button. You can set the poll interval, the type or Rx/Tx display, and the thresholds.

Legend

The legend at the bottom right of the Device Manager indicates the following port status:
- Colors

— Green—The port is up.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |



| Chapter6

Device Manager

Using Device Manager M

Send comments to nx5000-docfeedback@cisco.com

— Brown—The port is administratively down.

— Red—The port is down or has failed.

— Amber—The port has a minor fault condition.
— Gray—The port is unreachable.

— Blue—The port is out of service.

« Labels
— X—Link failure
- E—ISL

- TE—Multi-VSAN ISL

— F—Host/storage

- FL—Floop

- |—iSCsl

— SD—SPAN destination

— CH—Channel

— CU—Control unit

— NP - Proxy N port (NPV mode)

— f—virtual Fibre Channel interfaceis present

— e—virtual Ethernet interface is present

Supervisor and Switching Modules

Tip

Note

In the Device View, you can right-click an object and get information on it, or configure it. If you
right-click a module, the menu shows the module number and gives you the option to configure or reset
the module. If you right-click on a port, the menu shows the port number and gives you the option to
configure, monitor, enable/disable, set beacon mode, or perform diagnostics on the port.

You can select multiple portsin Device Manager and apply options to all the selected ports at one time.
Either select the ports by clicking the mouse and dragging it around them, or hold down the Control key
and click each port.

To enable or disable a port, right-click the port and click Enable or Disable from the pop-up menu. To
enable or disable multiple ports, drag the mouse to select the ports and then right-click the selected ports.
Click Enable or Disable from the pop-up menu.

In Device Manager, Enable and Disable are available only for Fibre Channel ports (and not Ethernet
ports).

To manage trunking on one or more ports, right-click the ports and click Configure. In the dialog box
that appears, right-click the current value in the Trunk column and click nonTrunk, trunk, or auto from
the pull-down list.

[ oL-16598-01
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To create SAN port channels using Device Manager, click PortChannels from the Interface menu. For
detailed instructions, see Chapter 14, “Configuring SAN Port Channels.” You can also use Fabric
Manager to conveniently create a SAN port channel.

Note  To create a SAN port channel, all the ports on both ends of the link must have the same port speed,
trunking type, and administrative state.

Context Menus

Context menus are available in both Device Manager views by right-clicking a device or table.
Device View menus:

« Device—Right-click asystem, module, or power supply to bring up a menu that gives you the option
to configure the device.

» Port— Right-click aport to bring up amenu that shows you the number of the port you have clicked,
and to give you the option to configure, monitor, enable, or disable the port.

N

Note  Context menus for Ethernet ports configure and monitor the physical Ethernet port in addition
to any virtual interfaces that exist on the physical Ethernet.

Summary View menus:

» Table— Right-click the table header to show alist of which columnsto display in that table:
Interface, Description, VSANSs, Mode, Connected To, Speed (Gb), Rx, Tx, Errors, Discards, and
Log. Click the Description field to bring up the appropriate configuration dialog box for the port

type.

Using the Quick Configuration Tool

Device Manager provides atool for configuring the Ethernet interfaces on the switch. The Quick
Configuration Tool allows you to select one of the following configurations for each Ethernet interface:

« Eth Only—Configures the physical Ethernet without any virtual interfaces.

« VvEth Only—Configures the physical Ethernet to have an associated VIG with a virtual Ethernet
interface.

» VFC Only—Configuresthe physical Ethernet to have an associated VIG with avirtual Fibre Channel
interface.

» VvEth + vFC—Configures the physical Ethernet to have an associated VIG with a virtual Ethernet
interface and a virtual Fibre Channel interface.

To configure the Ethernet interfaces using the Quick Configuration Tool, perform this task:

Stepl  Inthetools menu, choose Quick Config Wizard.
You see the Quick Configuration Tool window as shown in Figure 6-2.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 6-2 Quick Configuration Tool
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Step2  Inthe Switch Operational Type pane, click the Ethernet Switch radio button if you are configuring the
switch as a pure Ethernet switch. Click the FCoE Switch radio button if you are configuring the switch
as an /0 consolidation switch (with Fibre Channel and FCoE interfaces).

Step3  (Optional) Click the button in the column header to set all of the interfaces to the value in the selected
column.

Step4  For each row, click the radio button for the configuration you want to apply to this interface.
Step5  Click the Apply button to apply the configuration changes.
The Configure Action Status field displays the current status of the requested configuration change.

Step6  (Optional) Click the Refresh button to clear the Configure Action Status field. Device Manager then
updates the field with the latest status from the switch.

Setting Device Manager Preferences

To set your preferences for the behavior of the Device Manager application, choose Device >
Preferences from the Device menu. You can set the following preferences:

» Retry Requests x Time(s) After x sec Timeout—Allows you to set the retry request values. The
default settings are 1 time after a 5-second timeout.

« Enable Status Polling Every x secs—Allows you to set the status polling value. The default setting
is enabled (checked) with atime of 40 seconds.

» Trace SNMP Packets in Message Log—Allows you to set whether Device Manager traces SNMP
packets and logs the trace. The default setting is disabled (unchecked).

- Register for Events After Open, Listen on Port 1163—Allows you to register this switch so that
events are logged once you open Device Manager. The default setting is enabled (checked).

» Confirm Deletion—Displays a pop-up confirmation when you delete part of your configuration
using Device Manager. The default setting is enabled (checked).

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Show WorldwWideName (WWN) Vendor—Displays the world wide name vendor name in any table
or listing displayed by Device Manager. If Prepend is checked, the nameisdisplayed in front of the
I P address of the switch. If Replaceis checked, the nameis displayed instead of the | P address. The
default setting is enabled (checked) with the Prepend option.

» Show Timestamps as Date/Time—Displays timestamps in the date/time format. If this preferenceis
not checked, timestamps are displayed as elapsed time. The default setting is enabled (checked).

- Telnet Path—Sets the path for the telnet.exe file on your system. The default is telnet.exe, but you
need to browse for the correct location.

N
Note If you browse for a path or enter a path and you have a space in the pathname (for example,

c:\program files\tel net.exe, then the path will not work. To get the path to work, manually
place quotes around it (for example, “c:\program files\telnet.exe").

» Use Secure Shell Instead of Telnet—Specifies whether to use SSH or Telnet when using the CL1 to
communicate with the switch. If enabled, you must specify the path to your SSH application. The
default setting is disabled.

e CLI Session Timeout x secs (0= disable)—Specifies the timeout interval for a CLI session. Enter 0
to disable (no timeout value). The default setting is 30 seconds.

» Show Tooltips in Physical View—Determines whether tooltips are displayed in Physical (Device)
View. The default setting is enabled (checked).

» Label Physical View Ports With:—Specifies the type of |abel to assign to the ports when you arein
Physical (Device) View. The options are FICON and Interface. The default setting is Interface.

- Export Table—Specifies the type of file that is created when you export a table using Device
Manager. The options are Tab-Delimited or XML. The default setting is Tab-Delimited.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER ;

Using Cisco Fabric Services

Cisco Nexus 5000 Series switches provide Cisco Fabric Services (CFS) capability, which simplifies
provisioning by automatically distributing configuration information to all switchesin the network.

Switch features can use the CFS infrastructure to distribute feature data or configuration data required
by the feature.

This chapter contains the following sections:
» Information About CFS, page 7-1
« CFSDistribution, page 7-2
» CFS Support for Applications, page 7-6
» CFSRegions, page 7-10
- Displaying CFS Distribution Information, page 7-15
» CFS Example Using Fabric Manager, page 7-15
» CFS Example Using Device Manager, page 7-18
» Default Settings, page 7-19

Information About CFS

Some features in the Cisco Nexus 5000 Series switch require configuration synchronization with other
switches in the network to function correctly. Synchronization through manual configuration at each
switch in the network can be a tedious and error-prone process.

Cisco Fabric Services (CFS) provides a common infrastructure for automatic configuration
synchronization in the network. It provides the transport function and a set of common services to the
features. CFS has the ability to discover CFS capable switches in the network and discovering feature
capabilitiesin all CFS capable switches.

Cisco Nexus 5000 Series switches support CFS message distribution over Fibre Channel, 1Pv4 or IPv6
networks. If the switch is provisioned with Fibre Channel ports, CFS over Fibre Channel is enabled by
default. CFS over |P must be explicitly enabled.

CFS provides the following features:
» Peer-to-peer protocol with no client-server relationship at the CFS layer.
» CFS message distribution over Fibre Channel, I1Pv4 or 1Pv6 networks.
» Three modes of distribution.

[ oL-16598-01
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— Coordinated distributions: Only one distribution is allowed in the network at any given time.

— Uncoordinated distributions: Multiple parallel distributions are allowed in the network except
when a coordinated distribution isin progress.

— Unrestricted uncoordinated distributions: Multiple parallel distributions are allowed in the
network in the presence of an existing coordinated distribution. Unrestricted uncoordinated
distributions are allowed to run in parallel with all other types of distributions.

The following features are supported for CFS distribution over IP:
» One scope of distribution over an IP network:
— Physical scope: The distribution spans the entire | P network.
The following features are supported for CFS distribution over Fibre Channel SANSs:
» Three scopes of distribution over SAN fabrics.
— Logical scope: The distribution occurs within the scope of a VSAN.
— Physical scope: The distribution spans the entire physical topology.

— Over aselected set of VSANSs: Some features require configuration distribution over some
specific VSANSs. These features can specify to CFS the set of VSANs over which to restrict the
distribution.

» Supports a merge protocol that facilitates the merge of feature configuration during a fabric merge
event (when two independent SAN fabrics merge).

CFS Distribution

The CFSdistribution functionality isindependent of the lower layer transport. Cisco Nexus 5000 Series
switches support CFS distribution over IP and CFS distribution over Fibre Channel. Features that use
CFS are unaware of the lower layer transport.

Additional details are provided in the following sections:
« CFS Distribution Modes, page 7-2
- Enabling/Disabling CFS Distribution on a Switch, page 7-3
- CFS Distribution over IP, page 7-4
» CFSDistribution over Fibre Channel, page 7-5
« CFS Distribution Scopes, page 7-5
« CFS Merge Support, page 7-6

CFS Distribution Modes

CFS supports three distribution modes to accommodate different feature requirements. Only one mode
is allowed at any given time. CFS distribution modes are described in the following sections:

» Uncoordinated Distribution, page 7-3
» Coordinated Distribution, page 7-3
« Unrestricted Uncoordinated Distributions, page 7-3

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Uncoordinated Distribution

Uncoordinated distributions are used to distribute information that is not expected to conflict with that
from a peer. Parallel uncoordinated distributions are allowed for a feature.

Coordinated Distribution

Coordinated distributions allow only one feature distribution at a given time. CFS uses locks to enforce
this. A coordinated distribution is not allowed to start if locks are taken for the feature anywhere in the
network. A coordinated distribution consists of three stages:

1. A network lock is acquired.

2. The configuration is distributed and committed.
3. The network lock is released.

Coordinated distribution has two variants:

» CFSdriven —The stages are executed by CFSin response to an feature request without intervention
from the feature.

» Feature driven—The stages are under the complete control of the feature.

Coordinated distributions are used to distribute information that can be manipulated and distributed
from multiple switches, for example, the port security configuration.

Unrestricted Uncoordinated Distributions

Unrestricted uncoordinated distributions allow multiple parallel distributions in the network in the
presence of an existing coordinated distribution. Unrestricted uncoordinated distributions are allowed to
runin parallel with all other types of distributions.

Enabling/Disabling CFS Distribution on a Switch

If the switch is provisioned with Fibre Channel ports, CFS over Fibre Channel isenabled by default. CFS
over |P must be explicitly enabled.

You can globally disable CFS on a switch to isolate the features using CFS from network-wide
distributions while maintaining physical connectivity. When CFSis globally disabled on aswitch, CFS
operations are restricted to the switch.

To globally disable or enable CFS distribution on a switch using Fabric Manager, perform this task:

Stepl  Choose any CFS feature. For example, expand Switches > Events and then choose CallHome in the
Physical Attributes pane.

The Information pane shows that feature, with a CFS tab.
Step2  Click the CFStab to display the CFS state for each switch in the network for that feature.
Step3  Click avaluein the Global State column. The value changes to a drop-down menu.
Step4  From the drop-down menu, choose disable or enable.
Step5  Repeat steps 3 and 4 for all switches that you want to disable or enable CFS.
Step6  Set the Config Action column to commit.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 7

Step 1

Step 2
Step 3

Click the Apply Changes icon to commit the configuration changes for that feature and distribute the
changes through CFS.

To globally disable or enable CFS distribution on a switch using Device Manager, perform this task:

Choose Admin > CFS (Cisco Fabric Services).

You see the CFS dialog box with the CFS status for all features on that switch.

Uncheck or check the Globally Enabled check box to disable or enable CFS distribution on this switch.
Click Apply to disable CFS on this switch.

CFS Distribution over IP

CFS distribution over P supports the following features:
« Physical distribution over an entirely 1P network.

- Physical distribution over a hybrid Fibre Channel and IP network with the distribution reaching all
switches that are reachable over either Fibre Channel or IP.

N

Note  The switch attempts to distribute information over Fibre Channel first and then over the IP
network if the first attempt over Fibre Channel fails. CFS does not send duplicate messages if
distribution over both IP and Fibre Channel is enabled.

- Distribution over IP version 4 (IPv4) or IP version 6 (1Pv6).

~

Note  CFS cannot distribute over both IPv4 and |Pv6 from the same switch.

» Keepalive mechanism to detect network topology changes using a configurable multicast address.
» Compatibility with Cisco MDS 9000 Family switches running release 2.x or |ater.

Figure 7-1 shows a network with both Fibre Channel and IP connections. Node A forwards an event to
node B over Fibre Channel. Node B forwards the event node C and node D using unicast IP. Node C
forwards the event to node E using Fibre Channel.

Figure 7-1 Network Example 1 with Fibre Channel and IP Connections
Node A Node B Node C Node E
FC Node D 3
IP 3

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 7-2 is the same as Figure 7-1 except that node C and node D are connected using Fibre Channel.
All processes is the same in this exampl e because node B has node C and node D the distribution list for
IP. Node C does not forward to node D because node D is already in the distribution list from node B.

Figure 7-2 Network Example 2 with Fibre Channel and IP Connections
Node A Node B Node C Node E
FC Node D g
IP 3

Figure 7-3 is the same as Figure 7-2 except that node D and node E are connected using IP. Both node
C and node D forward the event to E because the node E is not in the distribution list from node B.

Figure 7-3 Network Example 3 with Fibre Channel and IP Connections
Node A Node B Node C Node E
FC Node D g
P 3

CFS Distribution over Fibre Channel

For FCS distribution over Fibre Channel, the CFS protocol layer resides on top of the FC2 layer. CFS
uses the FC2 transport services to send information to other switches. CFS uses a proprietary SW_ILS
(0x77434653) protocol for all CFS packets. CFS packets are sent to or from the switch domain controller
addresses.

CFS Distribution Scopes

Different applications on the Cisco Nexus 5000 Series switches need to distribute the configuration at
various levels. The following levels are available when using CFS distribution over Fibre Channel:

» VSAN level (logical scope)

Applications that operate within the scope of aVSAN have the configuration distribution restricted
tothe VSAN. An example application is port security where the configuration databaseis applicable
only within a VSAN.

a

Note  Logical scopeis not supported for FCS distribution over |P.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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» Physical topology level (physical scope)
Some applications (such as NTP) need to distribute the configuration to the entire physical topol ogy.
» Between two selected switches

Some applications operate only between selected switches in the network.

CFS Merge Support

CFS Merge is supported for CFS distribution over Fibre Channel.

An application keeps the configuration synchronized in a SAN fabric through CFS. Two such fabrics
might merge as a result of an ISL coming up between them. These two fabrics could have two different
sets of configuration information that need to be reconciled in the event of a merge. CFS provides
notification each time an application peer comes online. If afabric with M application peers mergeswith
another fabric with N application peers, and if an application triggers a merge action on every
notification, a link-up event resultsin M*N merges in the fabric.

CFS supports a protocol that reduces the number of merges required to one by handling the complexity
of the merge at the CFS layer. This protocol runs per application per scope. The protocol involves
selecting one switch in afabric as the merge manager for that fabric. The other switches do not have a
role in the merge process.

During a merge, the merge manager in the two fabrics exchange their configuration databases with each
other. The application on one of them merges the information, decides if the merge is successful, and
informs all switches in the combined fabric of the status of the merge.

In case of a successful merge, the merged database is distributed to all switches in the combined fabric
and the entire new fabric remains in a consistent state. You can recover from a merge failure by starting
adistribution from any of the switchesin the new fabric. This distribution restores all peersin the fabric
to the same configuration database.

CFS Support for Applications

The following topics describe the CFS capabilities that support applications:
« CFS Application Requirements, page 7-6
» Enabling CFSfor an Application, page 7-7
« Locking the Network, page 7-8
» Committing Changes, page 7-8
- Discarding Changes, page 7-9
- Saving the Configuration, page 7-10
» Clearing a Locked Session, page 7-10

CFS Application Requirements

All switches in the network must be CFS capable. Switches that are not CFS capable do not receive
distributions and result in part of the network not receiving the intended distribution.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CFS has the following requirements:

- Implicit CFS usage—The first time you issue a CFS task for a CFS-enabled application, the
configuration modification process begins and the application locks the network.

» Pending database—The pending database is a temporary buffer to hold uncommitted information.
The uncommitted changes are not applied immediately to ensure that the database is synchronized
with the database in the other switches in the network. When you commit the changes, the pending
database overwrites the configuration database (also known as the active database or the effective
database).

» CFSdistribution enabled or disabled on a per-application basis—The default (enable or disable) for
CFS distribution state differs between applications. If CFS distribution is disabled for an
application, then that application does not distribute any configuration nor does it accept a
distribution from other switches in the network.

» Explicit CFS commit—Most applications require an explicit commit operation to copy the changes
in the temporary buffer to the application database, to distribute the new database to the network,
and to release the network lock. The changes in the temporary buffer are not applied if you do not
perform the commit operation.

Enabling CFS for an Application

All CFS-based applications provide an option to enable or disable the distribution capabilities.
Applications have the distribution enabled by default.

The application configuration is not distributed by CFS unless distribution is explicitly enabled for that
application.

To enable CFS for afeature using Fabric Manager, perform this task:

Step1  Choose afeature on which to enable CFS.

For exampl e, expand Switches> Eventsand then choose CallHomein the Physical Attributes pane. The
Information pane shows that feature with a CFS tab. Click the CFS tab to display the CFS state for each
switch in the network for that feature.

Step2  Decide on which switchesto enable CFS. Set the Feature Admin column to either enableto enable CFS
or disable to disable CFS.

N

Wte Enable CFS for all switches in the network or VSAN for the feature that uses CFS.

Step3  Right-click the row you changed to see the pop-up menu. Choose Apply Changes to apply the CFS
configuration change. The CFS tab updates as the CFS changes take effect.

Fabric Manager retrieves the status of the CFS change and updates the Last Result column.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 1

Step 2

Step 3

Step 4

To enable CFS for a feature using Device Manager, perform this task:

Choose Admin > CFS (Cisco Fabric Services).
You see the CFS dialog box with the CFS status for all features on that switch.

Decide which features need CFS. Set the Command column to either enable to enable CFS or disable
to disable CFS.

N

Wte Enable or disable CFS for all switchesin the network or VSAN for the feature that uses CFS.

Click Pending Differences to compare the configuration of this feature on this switch to other switches
in the network or VSAN that have CFS enabled for thisfeature. Close the Show Pending Diff dialog box.

Click Apply to apply the CFS configuration change.

Device Manager retrieves the status of the CFS change and updates the Last Command and Result
columns.

Locking the Network

When you configure (first time configuration) afeature (or application) that uses the CFSinfrastructure,
that feature starts a CFS session and locks the network. When a network is locked, the switch software
allows configuration changes to this feature only from the switch holding the lock. If you make
configuration changes to the feature from another switch, the switch issues a message to inform the user
about the locked status. The configuration changes are held in a pending database by that application.

If you start a CFS session that requires a network lock but forget to end the session, an administrator can
clear the session. If you lock a network at any time, your user name is remembered across restarts and
switchovers. If another user (on the same machine) tries to perform configuration tasks, that user’s
attempts are rejected.

Committing Changes

A commit operation saves the pending database for all application peers and releases the lock for all
switches.

In general, the commit function does not start a session, only alock function starts a session. However,
an empty commit is allowed if configuration changes are not previously made. In this case, a commit
operation results in a session that acquires locks and distributes the current database.

When you commit configuration changes to a feature using the CFS infrastructure, you receive a
notification about one of the following responses:

« One or more external switches report a successful status—The application applies the changes
locally and releases the network |ock.

« Noneof the external switchesreport a successful state—The application considersthisstate afailure
and does not apply the changes to any switch in the network. The network lock is not released.

You can commit changes for a specified feature by for that feature.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 1

Step 2
Step 3

Step 4

Step 1

Step 2

Step 3
Step 4

Step 5

A

To commit changes using Fabric Manager for CFS-enabled features, perform this task:

Choose the feature you want to enable CFS for.

For example, expand Switches expand Events, and then choose CallHome from the Physical Attributes
pane.

The Information pane shows that feature with a CFS tab.
Click the CFStab to display the CFS state for each switch in the network for that feature.

Right-click the value in the Config Action column for any switch and choose an option from the
drop-down menu (Copy, Paste, Export to File, Print Table, Detach Table).

Click the Apply Changesicon to commit the configuration changes for that feature and distribute the
changes through CFS.

Fabric Manager retrieves the status of the CFS change and updates the Last Command and Last Result
columns for the feature or VSAN.

To commit changes using Device Manager for CFS-enabled features, perform this task:

Choose Admin > CFS (Cisco Fabric Services).
You see the CFS dialog box with the CFS status for all features on that switch.

For each applicable feature, set the Command column to commit to commit the configuration changes
for that feature and distribute the changes through CFS, or set it to abort to discard the changes for that
feature and release the network lock for CFS for that feature.

Optionally, provide a Typeor Vsanl D asthe basis for the CFS distribution for CFS features that require
this information.

Click Pending Differencesto check the configuration of thisfeature on this switch as compared to other
switches in the network or VSAN that have CFS enabled for this feature.

Click Apply to apply the CFS configuration change.

Device Manager retrieves the status of the CFS change and updates the Last Command and Result
columns.

Caution

If you do not commit the changes, they are not saved to the running configuration.

Discarding Changes

If you discard configuration changes, the application flushes the pending database and releases locksin
the network. Both the abort and commit functions are only supported from the switch from which the
network lock is acquired.

You can discard changes for a specified feature by setting the Command column value to disable for that
feature then clicking Apply.

[ oL-16598-01
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Saving the Configuration

A

Configuration changes that have not been applied yet (still in the pending database) are not shown in the
running configuration. The configuration changes in the pending database overwrite the configuration
in the effective database when you commit the changes.

Caution

If you do not commit the changes, they are not saved to the running configuration.

The CISCO-CFS-MIB contains SNMP configuration information for any CFS-related functions. Refer
to the Cisco Cisco Nexus 5000 Series MIB Quick Reference for more information on this MIB.

Clearing a Locked Session

Step 1
Step 2

Step 3

A

You can clear locks held by an application from any switch in the network to recover from situations
where locks are acquired and not released. This function requires Admin permissions.

To clear locks using Fabric Manager, perform this task:

Click the CFS tab.

Choose clear L ock from the Config Action drop-down list for each switch that you want to clear the lock
(see Figure 7-4).

Click the Apply Changes icon to save the change.

Figure 7-4 Clearing Locks
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Caution

Exercise caution when using this function to clear locks in the network. Any pending configurationsin
any switch in the network is flushed and lost.

CFS Regions

This section contains the following topics:
» About CFS Regions, page 7-11
- Example Scenario, page 7-11
- Managing CFS Regions Using Fabric Manager, page 7-11
« Creating CFS Regions, page 7-12
» Assigning Features to CFS Regions, page 7-12

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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» Moving a Feature to a Different Region, page 7-13
» Removing a Feature from a Region, page 7-14
- Deleting CFS Regions, page 7-14

About CFS Regions

A CFSregion is a user-defined subset of switches for a given feature or application in its physical
distribution scope. When a network spans a vast geography, you may need to localize or restrict the
distribution of certain profiles among a set of switches based on their physical proximity. CFS regions
allow you to create multiple islands of distribution within the network for a given CFS feature or
application. CFSregions are designed to restrict the distribution of afeature’s configuration to a specific
set or grouping of switches in a network.

N
Note  You can only configure a CFS region based on physical switches. You cannot configure a CFS
regioninaVSAN.

Example Scenario

The Call Home application triggers alertsto network administrators when a situation arises or something
abnormal occurs. When the network covers many geographies, and there are multiple network
administrators who are each responsible for a subset of switches in the network, the Call Home
application sends alerts to all network administrators regardless of their location. For the Call Home
application to send message alerts selectively to network administrators, the physical scope of the
application has to be fine tuned or narrowed down, which is achieved by implementing CFS regions.

CFSregions are identified by numbers ranging from 0 through 200. Region O is reserved as the default
region, and contains every switch in the network. You can configure regions from 1 through 200. The
default region maintains backward compatibility.

If the feature is moved, that is, assigned to a new region, its scope is restricted to that region; it ignores
all other regions for distribution or merging purposes. The assignment of the region to a feature has
precedence in distribution over itsinitial physical scope.

You can configure a CFS region to distribute configurations for multiple features. However, on a given
switch, you can configure only one CFS region at a time to distribute the configuration for a given
feature. Once you assign afeature to a CFSregion, its configuration cannot be distributed within another
CFSregion.

Managing CFS Regions Using Fabric Manager

This section describes how to use Fabric Manager for managing CFS regions. Fabric Manager provides
a comprehensive view of all the switches, regions, and the features associated with each region in the
topology. To complete the following tasks, use the tables under the All Regions and Feature by Region
tabs:

» Creating CFS Regions, page 7-12
« Assigning Features to CFS Regions, page 7-12
« Moving a Feature to a Different Region, page 7-13
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- Removing a Feature from a Region, page 7-14

Creating CFS Regions

To create a CFS region using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches and then choose CFS.

The information pane displays the Global, I|P Multicast, Feature by Region, and All Regions tabs.
Step2  Click the All Regions tab.

The tab displays alist of Switches and Regionlds.
Step3  Click the Create Row button on the toolbar.

Figure 7-5 shows the Create a Region dialog box.

Figure 7-5 Create a Region Dialog Box
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Step4  Choose the switch from the drop-down list and choose a Regionld from the range.
Step5  Click Create.
Upon successful creation of the region, Success is displayed at the bottom of the dialog box.

Assigning Features to CFS Regions

To assign afeature to aregion using Fabric Manager, perform this task:

Step1  Inthe Physical Attributes pane, expand Switches and then choose CFS.

The information pane displays the Global, P Multicast, Feature by Region, and All Regions tabs.
Step2  Click the Feature by Region tab.

Thistab lists all the switches along with their corresponding Feature and Regionld.
Step3  Click the Create Row button on the toolbar.

Figure 7-6 shows the Assign a Feature dialog box.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |



| Chapter7

Using Cisco Fabric Services

CFSRegions M

Send comments to nx5000-docfeedback@cisco.com

Step 4

Step 5

Step 6
Step 7

Note

Figure 7-6 Assign a Feature Dialog Box
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Choose a switch from the drop-down box.

The features running on the selected switch are listed in the Feature drop-down box.
Choose a feature on that switch to associate aregion.

Choose the region number from the list to associate a Regionld with the selected feature.
Click Create to complete assignment of a switch feature to the region.

Upon successful assignment of feature, Success is displayed at the bottom of the dialog box.

When afeature is assigned to a new region using the Feature by Region tab, a new row with the new
region is created automatically in the table under the All Regions tab. Alternatively, you can create a
region using the All Regions tab.

In the Feature by Region tab, when you try to reassign afeature on a switch to another region by clicking
Create Row, an operation failed message is shown. The error message statesthat an entry already exists.
However, moving afeature to adifferent region is a different task and it is described in the next section.

Moving a Feature to a Different Region

Step 1

Step 2

Before moving afeature to anew region, create the new region in the All Regionstab. That is, anew row
has to be added in the All Regions tab with the new Region ID.

To move afeature to a different region using Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches and then choose CFS.
The information pane displays the Global, P Multicast, Feature by Region, and All Regions tabs.
Click the Feature by Region tab.

Figure 7-7 shows the Feature by Region tab, which lists all the switches along with their feature and
region details.

[ oL-16598-01
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Figure 7-7 Feature by Region Tab
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Step3  Double-click the Regionld cell in the required row.
The cursor blinks in the cell prompting a change in the value.
Step4  Change the Regionld value to the required region.
Step5  Click the Apply Changes button on the tool bar to commit the change.

Removing a Feature from a Region

To remove a feature from aregion using Fabric Manager, perform this task:

Stepl  Click the Feature by Region tab and click the required row.
Step2  Click the Delete Row button on the toolbar.
Figure 7-8 shows a confirmation dialog box.

Figure 7-8 Removing a Feature from a Region
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Step3  Click Yesto confirm row deletion from the table in view.

Deleting CFS Regions

To delete an entire region, perform this task:

Stepl  Click the All Regions tab and click the required row.
Step2  Click Delete Row.

This action removes all entries pertaining to that switch and region in the table under Feature by Region
tab.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 7-9 shows a confirmation dialog box.

Figure 7-9 Deleting CFS Regions
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Step3  Click Yesto confirm deletion of the region.

~

Note  CFS cannot distribute over both IPv4 and |Pv6 from the same switch.

Displaying CFS Distribution Information

To display the status of CFS distribution on the switch using Device Manager, perform this task:

Stepl  Choose Admin > CFS (Cisco Fabric Services).

You see the CFS dialog box. This dialog box displays the distribution status of each feature using CFS,
which currently registered applications are using CFS, and the result of the last successful merge
attempt.

Step2  Select arow and click Details to view more information about the feature.

CFS Example Using Fabric Manager

This procedure is an example of what you see when you use Fabric Manager to configure a feature that
uses CFS:

Stepl  Select the CFS-capable feature that you want to configure.
For example, expand aVSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.

Step2  Click the CFStab.
You see the CFS configuration and status for each switch (see Figure 7-10).

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 7-10 CFS Configuration
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Step3  Choose enable for each switch from the Feature Admin drop-down list.
Step4  Repeat step 3 for all switchesin the network.

S

Note A warning displaysif you do not enable CFS for all switchesin the network for this feature.

Step5  Check the Master check box for the switch to act as the merge master for this feature.

Step6  Choose commit Changes from the Config Action drop-down list for each switch that you enabled for
CFs.

Step7  Click the Serverstab in the Information pane.
You see the configuration for this feature based on the master switch (see Figure 7-11).

Step8  Modify the feature configuration. For example, right-click the name in the Master column and choose
Create Row to create a server for NTP.

a. Enter the ID and the Name or |P Address of the NTP server.
b. Set the M ode radio button and optionally check the Preferred check box.
c. Click Createto add the server.

Figure 7-11 Servers Tab
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Step9  Click the Delete Row icon to delete a row.
If you make any changes, the status automatically changes to Pending (see Figure 7-12).

Figure 7-12 Status Change to Pending
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Click the Commit CFS Pending Changes icon to save the changes (see Figure 7-13).

Step 10
Figure 7-13 Commit CFS Pending Changes
aFeEp v
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Step 11  The status changes to Running (see Figure 7-14).
Figure 7-14 Status Change to Running
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Step 12 Choose abortChanges from the Config Action drop-down list for each switch that you enabled for CFS
(see Figure 7-15).
Figure 7-15 Commit Configuration Changes
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Note Fabric Manager does not change the statusto pending if enableis selected, because the pending
status does not apply until the first actual change is made.
Step 13 Click the Apply Changesicon to commit the configuration changes for that feature and distribute the

Note

changes through CFS.

When using CFS with features such as device alias, you must choose commit at the end of each
configuration. If the session islocked, you must exit the feature by selecting abort.
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Step 1

Step 2
Step 3
Step 4

To configure the master or seed switch for distribution for each feature using Fabric Manager, perform
this task:

Choose the feature that needs a merge master for CFS.

For example, expand Switches > Events, and then choose CallHome from the Physical Attributes pane.
The Information pane shows that feature including a CFS tab.

Click the CFStab to display the CFS state for each switch in the network for that feature.

Check the Master column check box for the switch to act as the merge master for this feature.

Click the Apply Changesicon to select this switch as master for future CFS distributions.

CFS Example Using Device Manager

Step 1

Step 2
Step 3
Step 4
Step 5

Step 6

Step 7

This procedure is an example of what you see when you use Device Manager to configure a feature that
uses CFS. For specific procedures for features that use CFS, refer to that feature’s documentation.

To configure a feature that uses CFS using Device Manager, perform this task:

Open the dialog box for any CFS-capable feature.

Device Manager checks to see whether CFS is enabled. It also checks to see if thereis alock on the
feature by checking for at |east one entry in the Owner table. If CFSisenabled and thereisalock, Device
Manager sets the statusto pending for that feature. You see adialog box displaying the lock information.

Click Continue or Cancel when prompted. If you continue, Device Manager remembers the CFS status.
Choose Admin > CFS (Cisco Fabric Services) to view the user name of the CFS lock holder.

Click the locked feature and click Details.

Click the Owner s tab and look in the UserName column.

~

Note  Device Manager does not monitor the status of the feature across the network until you click
Refresh. If auser on another CFS-enabled switch attempts to configure the same feature, they
do not see the pending status. However, their configuration changes are rejected by your switch.

If CFSisenabled and there is no lock, Device Manager sets the status to running for that feature.

You then see adialog box for the feature. As soon as you perform a creation, deletion, or modification,
Device Manager changes the status to pending and displays the updated information from the pending
database.

View the CFS table for a feature. Device Manager only changes the status to running when commit,
clear, or abort is selected and applied. Device Manager will not change the status to pending if enable
is selected, because the pending status does not apply until the first actual change is made.

The Last Command and Result fields are blank if the last command is noOp.
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0L-16598-01 |



| Chapter7  Using Cisco Fabric Services

Default Settings
Send comments to nx5000-docfeedback@cisco.com

N

Note  When usi ng CFS with features like device alias, you must choose commit at the end of each
configuration. If the session is locked, you must exit the feature by selecting abort.

Default Settings

Table 7-1 lists the default settings for CFS configurations.

Table 7-1 Default CFS Parameters

Parameters Default

CFS distribution on the switch  |Enabled.

Database changes Implicitly enabled with the first configuration change.
Application distribution Differs based on application.

Commit Explicit configuration is required.

CFSover IP Disabled.

IPv4 multicast address 239.255.70.83.

IPv6 multicast address ff15::efff:4653.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 8

Configuring Ethernet Interfaces

This section describes the configuration of the Ethernet interfaces on the Cisco Nexus 5000 Series
switches. It includes the following sections:

» Information About Ethernet Interfaces, page 8-1
» Configuring Ethernet Interfaces, page 8-1
- Displaying Interface Information, page 8-1

Information About Ethernet Interfaces

The Ethernet ports can operate as standard Ethernet interfaces connected to servers or to aLAN.

The Ethernet interfaces also support Fibre Channel over Ethernet (FCoE). FCoE allows the physical
Ethernet link to carry both Ethernet and Fibre Channel traffic.

On the Cisco Nexus 5000 Series switch, the Ethernet interfaces are enabled by default.

Configuring Ethernet Interfaces

Fabric Manager and Device Manager display configuration settings and status information about the
physical Ethernet interfaces on Cisco Nexus 5000 Series switches. However, you cannot change the
configuration for physical Ethernet interfaces using Fabric Manager or Device Manager.

Displaying Interface Information

Fabric Manager and Device Manager display configuration settings and status information about the
physical Ethernet interfaces on Cisco Nexus 5000 Series switches.

To display Ethernet interfaces using Fabric Manager, follow these steps:

Step1  Inthe Physical Attributes pane, expand Switches > | nterfaces and then select Ethernet.
You see the Ethernet interface information pane as shown in Figure 8-1.
The General tab displays the description, speed, MAC address and status for each interface.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 8-1 Ethernet Information Pane

= Fabric Manager 3.3.0_83 [admin@localhost [seszhon 2)] FSANIFabric_nms-mds-02

Ble Wew Jore Tooks Performance Zerver Heb
A%RE idld ==HEREINEERE O YREE | 7

et A AR VR OEHS#
Y oo e
[ ] AlVEENS Brered Eth
Segrreenbed VA Swdch Irkrefocn | Dovicriplion | VR0 B |bkerface | Admin | Opor | Lk Change
BT R0 i -gagena-02 veth 1 gl sthif2up downnfa
L R Irrms-sugena-01 vethl|i |_vigl] ethi35up 05237
i 2 Frms-sugene-2 vethafl |_vgg|  ethifiug v rifa
- Iries-gugane-0 vethdrl b TR ] down s
Physcal Attribates Ireres-eagrena- 0 vetiei L v et down nfa
= Tstches rrns-pugene-Gz vethSil | | wgE| el devn Hﬂ
[ Irmes-gugene-02 vethéi L ‘j.! athlSup down nfa
Licermes Ireves- evagena-02 vethZ 1 Vg etnl e down nfa
s Frr-pugene-G vethi/l | T T
CH - rms-ugene-0i2 et ‘Jt! sthl fiup down nfa
Spervir ol Ireres-evagens-0F vethl10f1 JWI 1 [T down nfa
Copy Configursian rs-sugene- vethl 11 gl ethl i v nifa
1 T Inkerfaces rms-ugene-02 weth1 271 Lowigld]  ethifilup down nfa
F Pl lreres-vagrnn- 0 vekh1 1 | i3] ethifiZhe o
F Logecsl rs-eugene- vethl4fl l vqui ethijidun ot rifa
irkyal Irteef ace Groups Irms-gugene-02 wethi 5[ | wiglsl  ethifliap down_nfa
B Vbl kel s e — T ST viglh,  chi15am o
Fibre Channsl s
Porl Trackirn & ?3
AN F- &

Step2  Select the VL AN tab to display the VLAN assigned to each interface.
Step3  Select the CDP Neighborstab to display the CDP neighbor assigned to each interface.

Default Physical Ethernet Settings

The following table lists the default settings for all physical Ethernet interfaces:

Parameter Default Setting
Debounce Enable, 100 milliseconds
Duplex Auto (full-duplex)
Encapsulation ARPA

MTU? 1500 bytes

Port Mode Access

Speed Auto (10000)

1. MTU cannot be changed per-physical Ethernet interface. Y ou modify MTU by selecting maps of QoS classes.
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CHAPTER 9

Configuring Virtual Interfaces

This section describes the configuration of virtual interfaces on the Cisco Nexus 5000 Series switches.
It includes the following sections;

» Information About Virtual Interfaces, page 9-1
» Configuring Virtual Interfaces, page 9-1

Information About Virtual Interfaces

Note

Cisco Nexus 5000 Series switches support 1/0 consolidation (10C), which allows Fibre Channel and
Ethernet traffic to be carried on the same physical Ethernet connection between the switch and the
servers. For additional information about 10C, see Chapter 1, “Product Overview.”

The concept of virtual interface is used to emulate the logical connections that are carried on the same
physical Ethernet. The Cisco Nexus 5000 Series switch supports virtual Ethernet and virtual Fibre
Channel interfaces.

For configuration purposes, a virtual Ethernet or virtual Fibre Channel interface isimplemented as a
Layer 2 subinterface of the physical Ethernet interface. Logical features (such asVLAN and ACL) that
can be configured on Ethernet interfaces can be configured on individual virtual Ethernet interfaces.
Logical Fibre Channel features (such as VSAN) can be configured on virtual Fibre Channel interfaces.

Virtual interfaces are created with the administrative state set to down. You need to explicitly configure
the administrative state to bring the virtual interface into operation.

Configuring Virtual Interfaces

This section describes how to configure virtual interfaces, and it includes the following topics:
- Creating a Virtua Interface Group, page 9-2
» Using the Virtual Interface Group Wizard, page 9-3
- Binding aVIG to a Physical Ethernet Interface, page 9-4
« Deleting a Virtual Interface Group, page 9-4
« Using the Virtual Interface Wizard, page 9-5
« Creating a Virtual Ethernet Interface, page 9-6

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 9 Configuring Virtual Interfaces |

M Configuring Virtual Interfaces

Send comments to nx5000-docfeedback@cisco.com

- Deleting aVirtual Ethernet Interface, page 9-7
» Creating a Virtual Fibre Channel Interface, page 9-7
» Deleting a Virtual Fibre Channel Interface, page 9-8

Creating a Virtual Interface Group

To create a virtual interface group (VIG), perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > Interfaces > Ethernet > FCoE, and then choose
Virtual Interface Groups.

You see the Virtual Interface Groups in the information pane as shown in Figure 9-1.

Figure 9-1 Virtual Interface Group Information Pane
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Step 2 In the Virtual Interface Group information pane toolbar, click the Create Row icon.
You see the Create VIG dialog box as shown in Figure 9-2.
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Figure 9-2 Create VIG Dialog Box
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Step3  Choose a switch in the Switch pull-down menu.
Step4  Enter the Virtual Interface Group number in the Id field.
Step5  (Optional) Select a physical Ethernet interface to bind to the Virtual Interface Group.

The newly created virtual interface group is displayed in the Virtual Interface Groupstable. Inthe Create
Virtual Interface Group dialog box, the Id field increments by 1.

Step6  (Optional) Repeat steps 3 through 6 to create additional virtual interface groups.
Step7  Click Closeto finish.

Using the Virtual Interface Group Wizard

To create a virtual interface group using the Virtual Interface Group wizard, perform this task:

Stepl  Click the Virtual Interface Group button on the tool bar.

You see the Virtual Interface Group wizard dialog box as shown in Figure 9-3.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 9-3 Virtual Interface Group Wizard
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Step2  Follow the directionsin the Virtual Interface Group Wizard. Choose the switch where the Virtual
Interface Group will be created, the physical Ethernet port associated with the Virtual Interface Group,
and the Virtual Interface Group ID.

Step3  Click Finish to commit and distribute the change.

Binding a VIG to a Physical Ethernet Interface

To bind the VIG to a physical Ethernet port, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > Interfaces > Ethernet > FCoE, and then choose
Virtual Interface Groups.

You see the Virtual Interface Groups in the information pane as shown in Figure 9-1.

Step2  Click the Bound Eth Interface entry for the Virtual Interface Group that needs to be modified. Enter
the physical interface.

Step3  Click Apply Changesto commit and distribute the change.

Deleting a Virtual Interface Group

To delete a VIG, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces > Ethernet > FCoE, and then choose
Virtual Interface Groups.
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You see the Virtual Interface Groups in the information pane as shown in Figure 9-1.
Step2  Select the Virtual Interface Group to be deleted.
Step3  Click the Delete Row icon.
You see adialog box asking you to confirm the deletion.
Step4  Click Yesto confirm the deletion.
Step5  Click the Apply icon to apply the change.

Using the Virtual Interface Wizard

Stepl  Click the Virtual I nterface button on the tool bar.
You see the Virtual Interface wizard dialog box as shown in Figure 9-4.

Figure 9-4 Virtual Interface Wizard
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Step2  Follow the directions in the Virtual Interface Wizard. Select the switch where the virtual interface will
be created, and the virtual interface group to contain the virtual interface, and specify the virtual
interface type (Ethernet or Fibre Channel). The wizard sets the virtual interface ID to 1.

Step3  Click Finish to commit and distribute the change.
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Creating a Virtual Ethernet Interface

To create avirtual Ethernet interface, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches, expand | nterfaces, expand Ethernet, expand FCoE,
expand Virtual Interfaces, and then choose Ether net.

You see the Virtual Ethernet information pane as shown in Figure 9-5.

Figure 9-5 Virtual Ethernet
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Step2  Inthe Information pane toolbar, click the Create Row icon.
You see the Virtual Ethernet dialog box as shown in Figure 9-6.

Figure 9-6 Create Virtual Ethernet
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Step3  Select aswitch in the Switch pull-down menu.

Step4  Enter the virtual interface group ID in the VIG ID field. The virtual interface ID is set to 1.
Step5  Click Create.
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Step6  Click the Apply icon to apply the change.

Deleting a Virtual Ethernet Interface

To delete a virtual Ethernet interface, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces > Ethernet > FCoE, and then choose
Virtual Ethernet Interfaces.

You see the Virtual Ethernet information pane as shown in Figure 9-5.
Step2  Select avirtual Ethernet row from the information pane.
Step3  Inthe Information pane toolbar, click the Delete Row icon.
Step4  Confirm the deletion in the dialog box.

Creating a Virtual Fibre Channel Interface

To create a virtual Fibre Channel interface, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > Interfaces > Ethernet > FCoE, and then choose
Virtual FC Interfaces.

Step2  Inthe Information pane toolbar, click the Create Row icon.

You see the Virtual Ethernet dialog box as shown in Figure 9-7.

Figure 9-7 Create Virtual Fibre Channel
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Step3  Select a switch in the Switch pull-down menu.
Step4  Enter the Virtual Interface Group ID inthe VIG ID field. Theinterface ID is set to avalue of 1.
Step5  Click Create.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Deleting a Virtual Fibre Channel Interface

To delete a virtual Fibre Channel interface, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces > Ethernet > FCoE, and then choose
Virtual FC Interfaces.

You see the Virtual Fibre Channel information pane.
Step2  Select avirtual Fibre Channel row from the information pane.
Step3  Inthe Information pane toolbar, click the Delete Row icon.
Step4  Confirm the deletion in the dialog box.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |



Send

ocfeedback@cisco.com

CHAPTER 10

Configuring Fibre Channel Interfaces

This chapter describes interface configuration for Fibre Channel interfaces and virtual Fibre Channel
interfaces. This chapter includes the following sections:;

Information About Fibre Channel Interfaces, page 10-1
Configuring Fibre Channel Interfaces, page 10-8
Verifying Fibre Channel Interfaces, page 10-12
Default Settings, page 10-14

Information About Fibre Channel Interfaces

This section describes Fibre Channel interfaces and virtual Fibre Channel interfaces. This section
includes the following topics:

Licensing Requirements, page 10-1

Physical Fibre Channel Interfaces, page 10-1
Virtual Fibre Channel Interfaces, page 10-2
Interface Modes, page 10-2

Interface States, page 10-5

Buffer-to-Buffer Credits, page 10-7

Licensing Requirements

On Cisco Nexus 5000 Series switches, Fibre Channel capability isincluded in the Storage Protocol
Services License.

Ensure that you have the correct license installed (N5010SS or N5020SS) before using Fibre Channel
interfaces and capabilities.

Physical Fibre Channel Interfaces

Cisco Nexus 5000 Series switches provide up to eight physical Fibre Channel uplinks. The Fibre
Channel interfaces are supported on optional expansion modules. The Fibre Channel plus Ethernet
expansion module contains four Fibre Channel interfaces.

[ oL-16598-01
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Each Fibre Channel port can be used as a downlink (connected to a server) or as an uplink (connected to
the data center SAN network). The Fibre Channel interfaces support the following modes: F, NP, E, TE,
and SD.

Virtual Fibre Channel Interfaces

Fibre Channel over Ethernet (FCoE) encapsulation allows a physical Ethernet cable to simultaneously
carry Fibre Channel and classic Ethernet (CE) traffic. In the Cisco Nexus 5000 Series switches, an
FCoE-capable physical Ethernet interface can carry traffic for one logical CE interface and one logical
Fibre Channel interface. The logical interfaces are configured in the Cisco Nexus 5000 Series switch as
virtual interfaces. A virtual Fibre Channel interface represents the logical Fibre Channel interface.

A virtual Fibre Channel is configured as a subinterface of a virtual interface group (VIG).

Virtual Fibre Channel interfaces support only F mode, and offer a subset of the features that are
supported on physical Fibre Channel interfaces.

The following capabilities are not supported for virtual Fibre Channel interfaces:
» SAN port channels.
« VSAN trunking. The virtual Fibre Channel is associated with one VSAN.
- The SPAN destination cannot be a virtual Fibre Channel interface.
- Buffer-to-buffer credits.
« Exchange link parameters (ELP), or Fabric Shortest Path First (FSPF) protocol.
» Configuration of physical attributes (speed, rate, mode, transmitter information, MTU size).

» Port tracking.

Interface Modes

Each physical Fibre Channel interface in a switch may operate in one of several port modes: E mode, TE
mode, F mode, and SD mode (see Figure 10-1). A physical Fibre Channel interface can be configured as
an E port, an F port, or an SD port. Interfaces may also be configured in Auto mode; the port type is
determined during interface initialization.

In NPV mode, Fibre Channel interfaces may operate in NP mode, F mode or SD mode. For additional
information about NPV mode, see Chapter 12, “Configuring N-Port Virtualization.”

Virtual Fibre Channel interfaces can only be configured in F mode.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 10-1 Switch Port Modes
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Note Interfaces are automati cally assigned VSAN 1 by default. See Chapter 15, “Configuring and Managing
VSANSs.”

Each interface has an associated administrative configuration and an operational status:

- The administrative configuration does not change unless you modify it. This configuration has
various attributes that you can configure in administrative mode.

- The operational status represents the current status of a specified attribute such as the interface
speed. This status cannot be changed and is read-only. Some values may not be valid when the
interface is down (for example, the operational speed).

The following sections provide a brief description of each interface mode:
« E Port, page 10-3
e F Port, page 10-4
« NP Port, page 10-4
e TE Port, page 10-4
- SD Port, page 10-4
- Auto Mode, page 10-4

E Port

In expansion port (E port) mode, an interface functions as a fabric expansion port. This port may be
connected to another E port to create an Inter-Switch Link (ISL) between two switches. E ports carry
frames between switches for configuration and fabric management. They serve as a conduit between
switches for frames destined to remote N ports. E ports support class 3 and class F service.

An E port connected to another switch may also be configured to form a SAN port channel (see
Chapter 14, “Configuring SAN Port Channels”).

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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F Port

NP Port

TE Port

SD Port

Auto Mode

In fabric port (F port) mode, an interface functions as a fabric port. This port may be connected to a
peripheral device (host or disk) operating as an N port. An F port can be attached to only one N port. F
ports support class 3 service.

An NP port isaport on adevice that isin NPV mode and connected to the core NPV switch through an
F port. NP ports operate like N ports that function as proxies for multiple physical N ports.

For more details about NP ports and NPV, see Chapter 12, “Configuring N-Port Virtualization.”

In trunking E port (TE port) mode, an interface functions as a trunking expansion port. It may be
connected to another TE port to create an extended ISL (EISL) between two switches. TE ports connect
to another Cisco Nexus 5000 Series switch or a Cisco MDS 9000 Family switch. They expand the
functionality of E ports to support the following:

- VSAN trunking
» Fibre Channel trace (fctrace) feature

In TE port mode, all frames are transmitted in EISL frame format, which contains VSAN information.
Interconnected switches use the VSAN ID to multiplex traffic from one or more V SANs across the same
physical link. This feature isreferred to as VSAN trunking in the Cisco Nexus 5000 Series (see
Chapter 13, “Configuring VSAN Trunking”). TE ports support class 3 and class F service.

In SPAN destination port (SD port) mode, an interface functions as a switched port analyzer (SPAN).
The SPAN feature monitors network traffic that passes though a Fibre Channel interface. This
monitoring is done using a standard Fibre Channel analyzer (or a similar switch probe) that is attached
to an SD port. SD ports do not receive frames, instead they transmit a copy of the source traffic. The
SPAN featureis nonintrusive and does not affect switching of network traffic for any SPAN source ports.

Interfaces configured in auto mode can operate in one of the following modes: F port, E port, or TE port.
The port mode is determined during interface initialization. For example, if the interfaceis connected to
anode (host or disk), it operatesin F port mode. If the interface is attached to a third-party switch, it
operatesin E port mode. If the interface is attached to another switch in the Cisco Nexus 5000 Series or
Cisco MDS 9000 Family, it may become operational in TE port mode (see Chapter 13, “Configuring
VSAN Trunking”).

SD ports are not determined during initialization and are administratively configured.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Interface States

The interface state depends on the administrative configuration of the interface and the dynamic state of
the physical link. The following sections describe the states and configuration that influence the state:

- Administrative States, page 10-5
» Operational States, page 10-5
» Reason Codes, page 10-5

Administrative States

The administrative state refers to the administrative configuration of the interface. Table 10-1 describes
the administrative states.

Table 10-1 Administrative States

Administrative State |Description

Up Interface is enabled.

Down Interface is disabled. If you administratively disable an interface by shutting
down that interface, the physical link layer state change is ignored.

Operational States

Reason Codes

The operational state indicates the current operational state of the interface. Table 10-2 describes the
operational states.

Table 10-2 Operational States

Operational State |Description

Up Interface is transmitting or receiving traffic as desired. To be in this state, an
interface must be administratively up, theinterface link layer state must be up, and
the interface initialization must be completed.

Down Interface cannot transmit or receive (data) traffic.

Trunking Interface is operational in TE mode.

Reason codes are dependent on the operational state of the interface. Table 10-3 describes the reason
codes for operational states.

Table 10-3 Reason Codes for Interface States

Administrative |Operational

Configuration | Status Reason Code

Up Up None.

Down Down Administratively down. If you administratively configure an interface
asdown, you disabletheinterface. No trafficisreceived or transmitted.

Up Down See Table 10-4.
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Note

Only some of the reason codes are listed in Table 10-4.

If the administrative state is up and the operational state is down, the reason code differs based on the
nonoperational reason code. Table 10-4 describes the reason codes for nonoperational states.

Table 10-4 Reason Codes for Nonoperational States
Applicable
Reason Code (long version) Description Modes
Link failure or not connected | The physical layer link is not operational. All
SFP not present The small form-factor pluggable (SFP) hardwareis not
plugged in.
Initializing The physical layer link is operational and the protocol |All
initialization isin progress.
Reconfigure fabric in progress | The fabric is currently being reconfigured.
Offline The switch software waits for the specified R_A_TOV
time before retrying initialization.
Inactive The interface VSAN is deleted or isin a suspended
state.
To make the interface operational, assign that port to a
configured and active VSAN.
Hardware failure A hardware failure is detected.
Error disabled Error conditions require administrative attention.
Interfaces may be error-disabled for various reasons.
For example:
« Configuration failure.
« Incompatible buffer-to-buffer credit configuration.
To maketheinterface operational, you must first fix the
error conditions causing this state and then
administratively shut down or enable the interface.
Isolation because limit of The interface is isolated because the switch is already
active port channelsis configured with the maximum number of active SAN
exceeded. port channels.
Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 10-4 Reason Codes for Nonoperational States (continued)
Applicable
Reason Code (long version) Description Modes
Isolation due to ELP failure The port negotiation failed. Only E ports
Isolation due to ESC failure The port negotiation failed. and TE ports
Isolation due to domain The Fibre Channel domains (fcdomain) overlap.
overlap
Isolation due to domain 1D The assigned domain ID is not valid.
assignment failure
Isolation due to the other side | The E port at the other end of the link isisolated.
of the link E port isolated
Isolation due to invalid fabric | The port is isolated due to fabric reconfiguration.
reconfiguration
Isolation due to domain The fcdomain feature is disabled.
manager disabled
Isolation due to zone merge The zone merge operation failed.
failure
Isolation due to VSAN The VSANS at both ends of an ISL are different.
mismatch
port channel administratively | The interfaces belonging to the SAN port channel are |Only SAN
down down. port channel
interfaces

Suspended dueto incompatible
speed

The interfaces belonging to the SAN port channel have
incompatible speeds.

Suspended dueto incompatible
mode

The interfaces belonging to the SAN port channel have
incompatible modes.

Suspended dueto incompatible
remote switch WWN

Animproper connection is detected. All interfacesin a
SAN port channel must be connected to the same pair
of switches.

Buffer-to-Buffer Credits

Buffer-to-buffer credits (BB_credits) are a flow-control mechanism to ensure that Fibre Channel
interfaces do not drop frames. BB_ credits are negotiated on a per-hop basis.

Note

In Cisco Nexus 5000 Series switches, the BB_credit mechanism is used on Fibre Channel interfaces but
not on virtual Fibre Channel interfaces. Virtual Fibre Channel interfaces provide flow control based on
capabilities of the underlying physical Ethernet interface.

Thereceive BB_credit value (fcrxbberedit) may be configured for each Fibre Channel interface. In most
cases, you do not need to modify the default configuration.

The receive BB_credit values depend on the port mode, as follows:

» For physical Fibre Channel interfaces, the default valueis 16 for F mode and E modeinterfaces. This
value can be changed as required. The maximum value is 64.

[ oL-16598-01
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- For virtual Fibre Channel interfaces, BB_credits are not used.

Configuring Fibre Channel Interfaces

This section describes how to configure Fibre Channel interfaces, and includes the following topics:
» Configuring a Fibre Channel Interface, page 10-8
» Setting the Interface Administrative State, page 10-9
« Configuring Interface Modes, page 10-9
« Configuring the Interface Description, page 10-9
« Configuring Administrative Speeds, page 10-10
» Configuring SD Port Frame Encapsulation, page 10-10
- Configuring Receive Data Field Size, page 10-11
» Understanding Bit Error Thresholds, page 10-11
« Configuring Buffer-to-Buffer Credits, page 10-12

Configuring a Fibre Channel Interface

You can configure native Fibre Channel interfaces using Fabric Manager by expanding Switches >
Interfaces > FC Physical from the Physical Attributes pane.

Figure 10-2 shows an example of the Information pane for Fibre Channel Interfaces.

Figure 10-2 Native Fibre Channel Interface Configuration
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You can configure virtual Fibre Channel interfaces using Fabric Manager by expanding Switches >
Interfaces > Ethernet > FCoE > Virtual FC Interfaces from the Physical Attributes pane.

Figure 10-3 shows an example of the Information pane for virtual Fibre Channel Interfaces.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 10-3 Virtual Fibre Channel Interface Configuration
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Setting the Interface Administrative State

To disable or enable an interface using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > | nterfaces, and then choose FC Physical. For a
virtual Fibre Channel Interface, expand Switches > I nterfaces > Ethernet > FCoE > Virtual FC
Interfaces.

You see the interface configuration in the Information pane.
Step2  Click the General tab.
Step3  Click Status Admin.

You see a drop-down box with a choice of up or down.
Step4  Set the status to down (disable) or up (enable).
Step5  Click Apply Changes.

Configuring Interface Modes

To configure the interface mode using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > | nterfaces, and then choose FC Physical. For a
virtual Fibre Channel Interface, expand Switches > I nterfaces > Ethernet > FCoE > Virtual FC
Interfaces.

You see the interface configuration in the Information pane.
Step2  Click the General tab.
Step3  Click Mode Admin. Choose the desired mode from the pull-down list.
Step4  Click Apply Changesicon.

Configuring the Interface Description

Interface descriptions should help you identify the traffic or use for that interface. The interface
description can be any alphanumeric string.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 1

Step 2
Step 3
Step 4
Step 5

To configure the interface using Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical. For a
virtual Fibre Channel Interface, expand Switches > I nterfaces > Ethernet > FCoE > Virtual FC
Interfaces.

You see the interface configuration in the Information pane.

Click the General tab.

Click Description. Enter the desired text.

(Optional) Set additional configuration parameters using the other tabs.
Click Apply Changesicon.

Configuring Administrative Speeds

A

Administrative speed can be configured on a physical Fibre Channel interface (but not on avirtual Fibre
Channel interface). By default, the administrative speed for an interface is automatically calculated by
the switch.

Caution

Step 1

Step 2
Step 3

Step 4

Autosensing

Changing the administrative speed is a disruptive operation.

To configure administrative speed of the interface using Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.

Click the General tab.

Click Speed Admin. Set the desired speed from the drop-down list.

The number indicates the speed in megabits per second (Mbps). You can set the speed to 1-Gbps, 2-Gbps,
4-Gbps, or auto (default).

Click Apply Changes.

Autosensing speed is enabled on all 4-Gbps interfaces by default. This configuration enables the
interfaces to operate at speeds of 1 Gbps, 2 Ghps, or 4 Gbps on the 4-Gbps ports. When autosensing is
enabled for an interface operating in dedicated rate mode, 4-Gbps of bandwidth is reserved, even if the
port negotiates at an operating speed of 1-Gbps or 2-Gbps.

Configuring SD Port Frame Encapsulation

You can set the frame format to EISL for all frames transmitted by the interfacein SD port mode. If you
set the frame encapsulation to EISL, all outgoing frames are transmitted in the EISL frame format for
all SPAN sources.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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See the Cisco Cisco Nexus 5000 Series Family CLI Configuration Guide to configure frame
encapsulation on an interface.

Configuring Receive Data Field Size

Step 1

Step 2

Step 3

You can configure the receive datafield size for native Fibre Channel interfaces (but not for virtual Fibre
Channel interfaces). If the default datafield size is 2112 bytes, the frame length will be 2148 bytes.

To configure the receive data field size using Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.
Click the Other tab and set the RxDataFieldSize field (see Figure 10-4).

Figure 10-4 Changing Rx Data Size
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Click Apply Changes.

Understanding Bit Error Thresholds

The bit error rate threshold is used by the switch to detect an increased error rate before performance
degradation seriously affects traffic.

The bit errors can occur for the following reasons:
» Faulty or bad cable.
» Faulty or bad GBIC or SFP.
» GBIC or SFPis specified to operate at 1 Gbps but is used at 2 Gbps.
» GBIC or SFPis specified to operate at 2 Gbps but is used at 4 Gbps.
- Short haul cableis used for long haul or long haul cable is used for short haul.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Momentary synchronization loss.
- Loose cable connection at one or both ends.
» Improper GBIC or SFP connection at one or both ends.

A bit error rate threshold is detected when 15 error bursts occur in a 5-minute period. By default, the
switch disables the interface when the threshold is reached. You can reenable the interface.

You can configure the switch to not disable an interface when the threshold is crossed.

See the Cisco Cisco Nexus 5000 Series CLI Configuration Guide to disable the bit error threshold for an
interface.

Note  Theswitch generates a syslog message when bit error threshold events are detected, even if theinterface
is configured not to be disabled by bit-error threshold events.

Configuring Buffer-to-Buffer Credits

The BB_credit scheme is not used for virtual Fibre Channel interfaces. To configure BB_credits for a
native Fibre Channel interface using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.

Step2  Choose the Bb Credit tab.
You see the buffer credits.

Step3  Set any of the buffer-to-buffer credits for an interface.

Step4  Click Apply Changes.

Verifying Fibre Channel Interfaces

The following topics describe the commands for displaying Fibre Channel interfaces:
« Verifying SFP Transmitter Types, page 10-13
- Obtaining Interface Statistics, page 10-13

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Verifying SFP Transmitter Types

The SPF transmitter type can be displayed for a physical Fibre Channel interface (but not for a virtual
Fibre Channel).

The small form-factor pluggable (SFP) hardware transmitters are identified by their acronyms when
displayed.

To display the SFP types for an interface using Fabric Manager, perform this task:

Step1  Inthe Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.
Step2  Click the Physical tab to see the transmitter type for the selected interface.

Obtaining Interface Statistics

You can use Fabric Manager or Device Manager to collect interface statistics on any switch. These
statistics are collected at intervals that you can set.

S

Note  In Fabric Manager, you can collect interface statistics by expanding Switches > | SL s and selecting
Statistics from the Physical Attributes pane.

To obtain and display interface counters using Device Manager, perform this task:

Stepl  Right-click aninterface and choose M onitor in the Interface menu and choose Ether net Enabled or FC
Enabled.

You see the Interface Monitor dialog box.

Step2  Set both the number of seconds at which you want to poll the interface statistics and how you want the
data represented in the Interval drop-down menus. For example, click 10s and L astValue/sec.

Step3  Click any tab shown in Figure 10-5 to view those related statistics.

Figure 10-5 Device Manager FC Interface Monitor Dialog Box
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Step4  (Optional) Click the Pencil icon to reset the cumulative counters.

Step5  (Optional) Click the Save icon to save the gathered statistics to afile or click the Print icon to print the
statistics.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step6  Click Close when you are finished gathering and displaying statistics.

Default Settings

Table 10-6 lists the default settings for native Fibre Channel interface parameters.

Table 10-5 Default Fibre Channel Interface Parameters

Parameters Default

Interface mode Auto

Interface speed Auto

Administrative state Shutdown (unless changed during initial setup)
Trunk mode On (unless changed during initial setup)
Trunk-allowed VSANs 1to 4093

Interface VSAN Default VSAN (1)

Beacon mode Off (disabled)

EISL encapsulation Disabled

Datafield size 2112 bytes

Table 10-6 lists the default settings for virtual Fibre Channel interface parameters.

Table 10-6 Default Virtual Fibre Channel Interface Parameters

Parameters Default

Interface mode Auto

Interface speed n/a

Administrative state Shutdown (unless changed during initial setup)
Trunk mode n/a

Trunk-allowed VSANs n/a

Interface VSAN Default VSAN (1)

EISL encapsulation n/a

Datafield size n/a

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER ﬂ

Configuring Domain Parameters

The Fibre Channel domain (fcdomain) feature performs principal switch selection, domain 1D
distribution, FC ID allocation, and fabric reconfiguration functions as described in the FC-SW-2
standards. The domains are configured on a per VSAN basis. If you do not configure a domain ID, the
local switch uses arandom ID.

Caution

pe

Tip

Changes to fcdomain parameters should not be performed on a daily basis. These changes should be
made by an administrator or individual who is completely familiar with switch operations.

When you change the configuration, be sure to save the running configuration. The next time you reboot
the switch, the saved configuration is used. If you do not save the configuration, the previously saved
startup configuration is used.

This chapter includes the following sections:
« Information About Fibre Channel Domains, page 11-1
« Domain IDs, page 11-8
« FCIDs, page 11-15
- Displaying fcdomain Statistics, page 11-20
- Default Settings, page 11-21

Information About Fibre Channel Domains

This section describes each fcdomain phase:

» Principal switch selection—This phase guarantees the selection of a unique principal switch across
the fabric.

- Domain ID distribution—This phase guarantees each switch in the fabric obtains a unique domain
ID.

« FCID alocation—This phase guarantees a unique FC I D assignment to each device attached to the
corresponding switch in the fabric.

» Fabric reconfiguration—This phase guarantees a resynchronization of all switches in the fabric to
ensure they simultaneously restart a new principal switch selection phase.

See Figure 11-1 for an example fcdomain configuration.

[ oL-16598-01
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Figure 11-1 Sample fcdomain Configuration
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~

Note

and values that apply to your configuration.

Domain IDsand VSAN values used in all procedures are only provided as examples. Be sureto use IDs

This section describes the fcdomain feature and includes the following topics:

About Domain Restart, page 11-3
Restarting a Domain, page 11-3

About Switch Priority, page 11-4
Configuring Switch Priority, page 11-4
About fcdomain Initiation, page 11-5
Enabling or Disabling fcdomains, page 11-5
Setting Fabric Names, page 11-6

About Incoming RCFs, page 11-6

Rejecting Incoming RCFs, page 11-6

About Autoreconfiguring Merged Fabrics, page 11-7
Enabling Autoreconfiguration, page 11-7
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About Domain Restart

Tip

Fibre Channel domains can be started disruptively or nondisruptively. If you perform adisruptive restart,
reconfigure fabric (RCF) frames are sent to other switches in the fabric and data traffic is disrupted on
all the switches in the VSAN (including remotely segmented ISLs). If you perform a nondisruptive
restart, build fabric (BF) frames are sent to other switches in the fabric and data traffic is disrupted only
on the switch.

If you are attempting to resolve a domain ID conflict, you must manually assign domain IDs. A
disruptive restart is required to apply most configuration changes, including manually assigned domain
IDs. Nondisruptive domain restarts are acceptable only when changing a preferred domain ID into a
static one (and the actual domain ID remains the same).

A static domain is specifically configured by the user and may be different from the runtime domain. If
the domain IDs are different, the runtime domain ID changes to take on the static domain ID after the
next restart, either disruptive or nondisruptive.

If aVSAN isin interop mode, you cannot disruptively restart the fcdomain for that VSAN.

You can apply most of the configurations to their corresponding runtime values. Each of the following
sections provide further details on how the fcdomain parameters are applied to the runtime values.

Restarting a Domain

Step 1

Step 2

To restart the fabric disruptively or nondisruptively using Fabric Manager, perform this task:

Expand Fabricxx > VSANXxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to restart.

You see the Running tab configuration of the domain in the Information pane as shown in Figure 11-2.

Figure 11-2 Running Domain Configuration
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Click the Configuration tab.

You see the switch configuration as shown in Figure 11-3.
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Step 3

Step 4

Figure 11-3 Configuring Domains
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Choose disruptive or nonDisruptive in the Restart drop-down list for any switch in the fabric that you
want to restart the fcdomain.

Click the Apply Changesicon to initiate the fcdomain restart.

About Switch Priority

By default, the configured priority is 128. The valid range to set the priority is between 1 and 254.
Priority 1 has the highest priority. Value 255 is accepted from other switches, but cannot be locally
configured.

Any new switch cannot become the principal switch when it joins a stable fabric. During the principal
switch selection phase, the switch with the highest priority becomesthe principal switch. If two switches
have the same configured priority, the switch with the lower world-wide name (WWN) becomes the
principal switch.

The priority configuration is applied to runtime when the fcdomain is restarted (see the “About Domain
Restart” section on page 11-3). This configuration is applicable to both disruptive and nondisruptive
restarts.

Configuring Switch Priority

Step 1

To configure the priority for the principal switch using Fabric Manager, perform this task:

Expand Fabricxx > VSANXxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to set the principal switch priority for.

You see the domain’s running configuration in the Information pane as shown in Figure 11-4.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 2

Step 3
Step 4

Figure 11-4 Running Domain Configuration
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Click the Configuration tab.

You see the switch configuration as shown in Figure 11-3.

Set Priority to a high value for the switch in the fabric that you want to be the principal switch.
Click the Apply Changesicon to save these changes.

About fcdomain Initiation

By default, the fcdomain feature is enabled on each switch. If you disable the fcdomain feature in a
switch, that switch can no longer participate with other switches in the fabric. The fcdomain
configuration is applied to runtime through a disruptive restart.

Enabling or Disabling fcdomains

Step 1

Step 2

To disable fcdomainsin asingle VSAN or arange of VSANSs using Fabric Manager, perform this task:

Expand Fabricxx >V SANXxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to disable fcdomain for.

You see the domain’s running configuration in the Information pane.

Click the Configuration tab and uncheck the Enable check box (see Figure 11-5) for each switchin the
fabric that you want to disable fcdomain on.
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Figure 11-5 Configuring Domains
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Step3  Click the Apply Changes icon to save these changes.

Setting Fabric Names

To set the fabric name value for a disabled fcdomain using Fabric Manager, perform this task:

Stepl  Expand Fabricxx > VSANXxXx, and then choose Domain M anager in the Logical Domains pane for the
fabric and VSAN that you want to set the fabric name for.

You see the running configuration of the domain in the Information pane.
Step2  Click the Configuration tab and set the fabric name for each switch in the fabric.
Step3  Click the Apply Changesicon to save these changes.

About Incoming RCFs
You can choose to reject RCF request frames on a per-interface, per-VSAN basis. By default, the RCF
reject option is disabled (that is, RCF request frames are not automatically rejected).
The RCF reject option takes effect immediately.
No fcdomain restart (see the “About Domain Restart” section on page 11-3).

A

Note  You do not need to configure the RFC reject option on virtual Fibre Channel interfaces, because these
interfaces operate only in F port mode.

Rejecting Incoming RCFs

To reject incoming RCF request frames using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.

You see the Fibre Channel configuration in the Information pane.
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Step 2

Step 3
Step 4

Click the Domain Mgr tab.

You see the information in Figure 11-6.

Figure 11-6 Rejecting Incoming RCF Request Frames
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Check the RcfReject check box for each interface that you want to reject RCF request frames on.

Click the Apply Changes icon to save these changes.

About Autoreconfiguring Merged Fabrics

By default, the autoreconfigure option is disabled. When you join two switches belonging to two
different stable fabrics that have overlapping domains, the following situations can occur:

- If the autoreconfigure option is enabled on both switches, a disruptive reconfiguration phaseis
started.

- If the autoreconfigure option is disabled on either or both switches, the links between the two
switches become isolated.

The autoreconfigure option takes immediate effect at runtime. You do not need to restart the fcdomain.
If adomainiscurrently isolated due to domain overlap, and you later enable the autoreconfigure option
on both switches, the fabric continues to be isolated. If you enabled the autoreconfigure option on both
switches before connecting the fabric, a disruptive reconfiguration (RCF) will occur. A disruptive
reconfiguration may affect data traffic. You can nondisruptively reconfigure the fcdomain by changing
the configured domains on the overlapping links and eliminating the domain overlap.

Enabling Autoreconfiguration

Step 1

To enable automatic reconfiguration in a specific VSAN (or range of VSANS) using Fabric Manager,
perform this task:

Expand Fabricxx > VSANxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to enable automatic reconfiguration for.

You see the running configuration of the domain in the Information pane.
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Step2  Click the Configuration tab and check the Auto Reconfigure check box for each switch in the fabric
that you want to automatically reconfigure.

Step3  Click the Apply Changesicon to save these changes.

Domain IDs

Domain IDsuniquely identify aswitchinaVSAN. A switch may have different domain IDsin different
VSANSs. The domain ID is part of the overall FC ID.

This section describes how to configure domain IDs and includes the following topics:
e About Domain IDs, page 11-8
» Specifying Static or Preferred Domain IDs, page 11-10
« About Allowed Domain ID Lists, page 11-10
» Configuring Allowed Domain ID Lists, page 11-11
« About CFS Distribution of Allowed Domain ID Lists, page 11-12
« Enabling Distribution, page 11-12
» Locking the Fabric, page 11-12
- Committing Changes, page 11-12
- Discarding Changes, page 11-13
» Clearing a Fabric Lock, page 11-13
» Displaying Pending Changes, page 11-14
» Displaying Session Status, page 11-14
« About Contiguous Domain ID Assignments, page 11-14
» Enabling Contiguous Domain ID Assignments, page 11-15

About Domain IDs

The configured domain ID can be preferred or static. By default, the configured domain ID is O (zero)
and the configured typeis preferred.
N

Note  The O (zero) value can be configured only if you use the preferred option.

If you do not configure adomain ID, the local switch sends arandom ID in its request. We recommend
that you use static domain IDs.

When a subordinate switch requests a domain, the following process takes place (see Figure 11-7):
1. Thelocal switch sends a configured domain ID reguest to the principal switch.

2. The principal switch assigns the requested domain ID if available. Otherwise, it assigns another
available domain ID.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 11-7
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Switch 2 (principal)

The operation of a subordinate switch changes based on three factors:
« Theallowed domain ID lists.

« The configured domain ID.
« The domain ID that the principal switch has assigned to the requesting switch.

In specific situations, the changes are as follows:

Domain IDs W

»  When the received domain ID is not within the allowed list, the requested domain ID becomes the
runtime domain ID and all interfaces on that VSAN are isolated.

»  When the assigned and requested domain I1Ds are the same, the preferred and static options are not
relevant, and the assigned domain ID becomes the runtime domain ID.

«  When the assigned and requested domain 1Ds are different, the following cases apply:

— If the configured type is static, the assigned domain ID is discarded, all local interfaces are
isolated, and the local switch assigns itself the configured domain ID, which becomes the

runtime domain ID.

— If the configured type is preferred, the local switch accepts the domain ID assigned by the

principal switch and the assigned domain ID becomes the runtime domain ID.

If you change the configured domain ID, the change is only accepted if the new domain ID isincluded
in all the allowed domain ID lists currently configured in the VSAN. Alternatively, you can also
configure zero-preferred domain ID.

Caution

You must restart the fcdomain if you want to apply the configured domain changes to the runtime

domain.

[ oL-16598-01
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N

Note

If you have configured an allow domain ID list, the domain IDs that you add must be in that range for
the VSAN. See the “About Allowed Domain ID Lists” section on page 11-10.

Specifying Static or Preferred Domain IDs

Note

Step 1

Step 2

Step 3

When you assign a static domain ID type, you are requesting a particular domain ID. If the switch does
not obtain the requested address, it will isolate itself from the fabric. When you specify a preferred
domain ID, you are also requesting a particular domain 1D; however, if the requested domain ID is
unavailable, then the switch will accept another domain ID.

While the static option can be applied at runtime after a disruptive or nondisruptive restart, the preferred
option is applied at runtime only after a disruptive restart (see the “About Domain Restart” section on

page 11-3).

Within a VSAN all switches should have the same domain ID type (either static or preferred). If a
configuration is mixed (some switches with static domain types and others with preferred), you may
experience link isolation.

To specify astatic or preferred domain ID using Fabric Manager, perform this task:

Expand Fabricxx > VSANXxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to configure the domain ID for.

You see the running configuration of the domain in the Information pane.

Enter a value for the Config DomainID and click static or preferred from the Config Type drop-down
list to set the domain ID for switches in the fabric.

Click the Apply Changesicon to save these changes.

About Allowed Domain ID Lists

Tip

By default, the valid range for an assigned domain ID list isfrom 1 to 239. You can specify alist of
ranges to be in the allowed domain ID list and separate each range with a comma. The principal switch
assigns domain IDs that are available in the locally configured allowed domain list.

Use allowed domain ID liststo design your VSANs with nonoverlapping domain IDs. This helpsyou in
the future if you need to implement | VR without the NAT feature.

If you configure an allowed list on one switch in the fabric, we recommend that you configure the same
listin all other switchesin the fabric to ensure consistency or use CFS to distribute the configuration.

An allowed domain ID list must satisfy the following conditions:
« If thisswitchisaprincipal switch, all the currently assigned domain IDs must be in the allowed list.
» If thisswitch is a subordinate switch, the local runtime domain ID must be in the allowed list.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Thelocally configured domain ID of the switch must be in the allowed list.

» Theintersection of the assigned domain IDs with other already configured domain ID lists must not
be empty.

Configuring Allowed Domain ID Lists

To configure the allowed domain 1D list using Fabric Manager, perform this task:

Stepl  Expand Fabricxx > VSANxx > Domain Manager, and then choose Allowed in the Logical Domains
pane for the fabric and VSAN for which you want to set the allowed domain ID list.

You see the CFS configuration in the Information pane (see Figure 11-8).

Figure 11-8 Allowed CFS Configuration Information
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Step2  Set the Admin drop-down list to enable and set the Global drop-down list to enable.
Step3  Click Apply Changes to enable CFS distribution for the allowed domain ID list.
Step4  Click the Allowed Domainlds tab.

You see the Allowed Domain ID screen as shown in Figure 11-9.

Figure 11-9 Allowed Domain ID List
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Step5  Set thelist to the allowed domain IDs list for this domain.
Step6  Click the CFStab and set Config Action to commit.

Step7  Click the Apply Changes icon to commit this allowed domain ID list and distribute it throughout the
VSAN.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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About CFS Distribution of Allowed Domain ID Lists

You can enabl e the distribution of the allowed domain ID list configuration information to all Cisco SAN
switches in the fabric using the Cisco Fabric Services (CFS) infrastructure. This feature allows you to
synchronize the configuration across the fabric from the console of a single switch. Because the same
configuration is distributed to the entire VSAN, you can avoid possible misconfiguration and the
possibility that two switches in the same VSAN have configured incompatible allowed domains.

Use CFS to distribute the allowed domain ID list to ensure consistency in the allowed domain ID lists
on all switchesin the VSAN.

Note  We recommend configuring the allowed domain ID list and committing it on the principal switch.

For more information about CFS, see Chapter 7, “Using Cisco Fabric Services.”

Enabling Distribution

CFS distribution of allowed domain ID listsis disabled by default. You must enable distribution on all
switches to which you want to distribute the allowed domain ID lists.

To enable (or disable) allowed domain ID list configuration distribution using Fabric Manager, perform
this task:

Stepl  Expand Fabricxx > VSANxx > Domain Manager, and then choose Allowed in the Logical Domains
pane for the fabric and VSAN that you want to set the allowed domain ID list for.

You see the CFS configuration in the Information pane.

Step2  Set the Admin drop-down list to enable and the Global drop-down list to enable to enable CFS
distribution for the allowed domain ID list.

Step3  Click the Apply Changesicon to enable CFS distribution for the allowed domain ID list.

Locking the Fabric

Thefirst action that modifies the existing configuration creates the pending configuration and locks the
feature in the fabric. After you lock the fabric, the following conditions apply:

» No other user can make any configuration changes to this feature.

« A pending configuration is created by copying the active configuration. Subsequent modifications
are made to the pending configuration and remain there until you commit the changes to the active
configuration (and other switches in the fabric) or discard them.

Committing Changes

To apply the pending domain configuration changes to other SAN switches in the VSAN, you must
commit the changes. The pending configuration changes are distributed and, on a successful commit, the
configuration changes are applied to the active configuration in the SAN switches throughout the VSAN
and the fabric lock is released.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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To commit pending domain configuration changes and release the lock using Fabric Manager, perform
this task:

Stepl  Expand Fabricxx > VSANxx > Domain Manager, and then choose Allowed in the Logical Domains
pane for the fabric and VSAN that you want to set the allowed domain ID list for.

You see the CFS configuration in the Information pane.
Step2  Set the Config Action drop-down list to commit.

Step3  Click the Apply Changesicon to commit the allowed domain ID list and distribute it throughout the
VSAN.

Discarding Changes

At any time, you can discard the pending changesto the domain configuration and rel ease the fabric lock.
If you discard (abort) the pending changes, the configuration remains unaffected and the lock isreleased.

To discard pending domain configuration changes and release the lock using Fabric Manager, perform
this task:

Stepl  Expand Fabricxx > VSANxx > Domain Manager, and then choose Allowed in the Logical Domains
pane for the fabric and VSAN that you want to set the allowed domain ID list for.

You see the CFS configuration in the Information pane.
Step2  Set the Config Action drop-down list to abort.
Step3  Click the Apply Changesicon to discard any pending changes to the allowed domain ID list.

Clearing a Fabric Lock

If you have performed a domain configuration task and have not released the lock by either committing
or discarding the changes, an administrator can release the lock from any switch in the fabric. If the
administrator performs this task, your pending changes are discarded and the fabric lock is released.

Tip The pending changes are only available in the volatile directory and are discarded if the switch is
restarted.

To release a fabric lock using Fabric Manager, perform this task:

Stepl  Expand Fabricxx > VSANxx > Domain Manager, and then choose Allowed in the Logical Domains
pane for the fabric and VSAN for which you want the allowed domain ID list.

You see the CFS configuration in the Information pane.
Step2  Set the Config Action drop-down list to clear.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 11 Configuring Domain Parameters |

M Domain IDs

Send comments to nx5000-docfeedback@cisco.com

Step3  Click the Apply Changesicon to clear the fabric lock.

Displaying Pending Changes

To display the pending configuration changes using Fabric Manager, perform this task:

Stepl  Expand Fabricxx >V SANxx > Domain Manager > Allowed in the Logical Domains panefor the fabric
and VSAN that you want to set the allowed domain ID list for.

You see the CFS configuration in the Information pane.
Step2  Set the Config View As drop-down list to pending.
Step3  Click the Apply Changesicon to clear the fabric lock.
Step4  Click the AllowedDomainlds tab.
You see the pending configuration for the allowed domain IDs list.

Displaying Session Status

To display the status of the distribution session using Fabric Manager, perform this task:

Stepl  Expand Fabricxx > VSANxx > Domain Manager, and then choose Allowed in the Logical Domains
pane for the fabric and VSAN for which you want to set the allowed domain ID list.

Step2  View the CFS configuration and session status in the Information pane.

About Contiguous Domain ID Assignments

By default, the contiguous domain assignment is disabled. When a subordinate switch requests the
principal switch for two or more domains and the domains are not contiguous, the following situations
can occur:
- If the contiguous domain assignment is enabled in the principal switch, the principal switch locates
contiguous domains and assigns them to the subordinate switches. If contiguous domains are not
available, the switch software rejects this request.

 If the contiguous domain assignment is disabled in the principal switch, the principal switch assigns
the available domains to the subordinate switch.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Enabling Contiguous Domain ID Assignments

To enable contiguous domainsin aspecific VSAN (or arange of V SANS) using Fabric Manager, perform
this task:

Stepl  Expand Fabricxx > VSANxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to enable contiguous domains for.

You see the running configuration of the domain in the Information pane.

Step2  Click the Configuration tab and check the Contiguous Allocation check box for each switch in the
fabric that will have contiguous allocation.

Step3  Click the Apply Changesicon to save these changes.

FC IDs

When an N port logs into a Cisco Nexus 5000 Series switch, it is assigned an FC ID. By default, the
persistent FC ID feature is enabled. If this feature is disabled, the following situations can occur:

« AnN port logs into a Cisco Nexus 5000 Series switch. The WWN of the requesting N port and the
assigned FC ID are retained and stored in a volatile cache. The contents of this volatile cache are
not saved across reboots.

» The switch is designed to preserve the binding FC ID to the WWN on a best-effort basis. For
example, if one N port disconnects from the switch and its FC ID is requested by another device,
this request is granted and the WWN with the initial FC ID association is released.

« Thevolatile cache stores up to 4000 entries of WWN to FC ID binding. If this cacheisfull, a new
(more recent) entry overwrites the oldest entry in the cache. In this case, the corresponding WWN
to FC ID association for the oldest entry is lost.

« N portsreceive the same FC IDsif disconnected and reconnected to any port within the same switch
(aslong as it belongs to the same VSAN).

This section describes configuring FC I1Ds and includes the following topics:
» About Persistent FC IDs, page 11-16
Enabling the Persistent FC ID Feature, page 11-16

» Persistent FC ID Configuration Guidelines, page 11-16

» Configuring Persistent FC IDs, page 11-17

» About Unique Area FC IDs for HBAS, page 11-17

« Configuring Unique Area FC IDs for an HBA, page 11-18
» About Persistent FC ID Selective Purging, page 11-19

» Purging Persistent FC IDs, page 11-19

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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About Persistent FC IDs

When persistent FC I1Ds are enabled, the following occurs:
« Thecurrent FC IDsin usein the fcdomain are saved across reboots.

» Thefcdomain automatically populates the database with dynamic entries that the switch haslearned
about after a device (host or disk) is plugged into a port interface.

Note  If you connect to the switch from an A1X or HP-UX host, be sure to enable the persistent FC ID feature
in the VSAN that connects these hosts.

Note  When persistent FC IDs are enabled, FC IDs cannot be changed after a reboot. FC IDs are enabled by
default, but can be disabled for each VSAN.

A persistent FC ID assigned to an F port can be moved across interfaces and can continue to maintain
the same persistent FC ID.

Enabling the Persistent FC ID Feature

To enable the persistent FC ID feature using Fabric Manager, perform this task:

Stepl  Expand Fabricxx >V SANXxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to enable the Persistent FC ID feature for.

You see the running configuration of the domain in the Information pane.

Step2  Click the Persistent Setup tab and check the enable check box for each switch in the fabric that will
have persistent FC ID enabled.

Step3  Click the Apply Changes icon to save these changes.

Persistent FC ID Configuration Guidelines

When the persistent FC ID featureis enabled, you can enter the persistent FC | D submode and add static
or dynamic entries in the FC 1D database. By default, all added entries are static. Persistent FC IDs are
configured on a per-VSAN basis.

When manually configuring a persistent FC ID, follow these requirements:
« Ensure that the persistent FC ID feature is enabled in the required VSAN.

« Ensurethat the required VSAN is an active VSAN. Persistent FC IDs can only be configured on
active VSANSs.

« Verify that the domain part of the FC ID isthe same asthe runtime domain ID in therequired VSAN.
If the software detects a domain mismatch, the command is rejected.

» Verify that the port field of the FC ID is 0 (zero) when configuring an area.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuring Persistent FC IDs

Step 1

Step 2

Step 3
Step 4
Step 5
Step 6

To configure persistent FC I1Ds using Fabric Manager, perform this task:

Expand Fabricxx > VSANxx, and then choose Domain Manager in the Logical Domains pane for the
fabric and VSAN that you want to configure the Persistent FC ID list for.

You see the running configuration of the domain in the Information pane.
Click the Persistent Fcldstab and click Create Row.
You see the Create Persistent FC IDs dialog box as shown in Figure 11-10.

Figure 11-10 Create Persistent FC IDs Dialog Box
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Choose the switch, WWN, and FC ID that you want to make persistent.
Click either the single or area radio button in the Mask field.
Click either the static or dynamic radio button in the Assignment field.

Click the Apply Changes icon to save these changes.

About Unique Area FC IDs for HBAs

A

Note

Only read this section if the Host Bus Adapter (HBA) port and the storage port are connected to the same
switch.

Some HBA ports require a different area ID than for the storage ports when they are both connected to
the same switch. For example, if the storage port FC ID is 0x6f7704, the area for this port is 77. In this
case, the HBA port’s area can be anything other than 77. The HBA port’s FC ID must be manually
configured to be different from the storage port’s FC ID.

Cisco Nexus 5000 Series switchesfacilitate this requirement with the FC ID persistence feature. You can
use this feature to preassign an FC ID with a different areato either the storage port or the HBA port.

[ oL-16598-01
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Configuring Unique Area FC IDs for an HBA

Step 1

Step 2

Step 3

Step 4
Step 5

The following task uses an example configuration with a switch domain of 111(6f hex). The server
connects to the switch over FCoE. The HBA port connects to interface vfc20/1 and the storage port
connects to interface fc2/3 on the same switch.

To configure a different area ID for the HBA port using Fabric Manager, perform this task:

Expand End Device in the Physical Attributes pane and then choose the Summary tab to obtain the
port WWN (Port Name field) of the HBA (see Figure 11-11).

Figure 11-11 FLOGI Database Information in Fabric Manager
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Note  Both FC IDs in this setup have the same area 00 assignment.

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.

You see the Fibre Channel Interfaces information pane.

Set the Status Admin drop-down list to down for the interface that the HBA is connected to.

This shuts down the HBA interface in the MDS switch.

Expand Fabricxx > VSANXxx, and then choose Domain Manager.

Click the Persistent Setup tab in the Information pane to verify that the FC ID feature is enabled (see

Figure 11-12).

Figure 11-12 Persistent FC ID Information in Fabric Manager
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If this feature is disabled, continue with this procedure to enable persistent FC ID.
If this feature is already enabled, skip to Step 7.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 6
Step 7

Step 8
Step 9

Step 10

Check the Enable check box to enable the persistent FC ID feature in the switch (see Figure 11-13).

Click the Persistent Fcldstab and assign anew FC 1D with a different area allocation in the Fcld field.
For example, in Figure 11-13 we replace 00 with ee.

Figure 11-13
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Click Apply Changesto save the new FC ID.

Compare the FC ID values to verify the FC ID of the HBA.

~

Note

Both FC IDs now have different area assignments.

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical. Set the
Status Admin drop-down list to up for the interface that the HBA is connected to.

This enables the HBA interface in the Cisco Nexus 5000 Series switch.

About Persistent FC ID Selective Purging

Persistent FC I Ds can be purged selectively. Static entries and FC I Ds currently in use cannot be del eted.
Table 11-1 identifies the FC ID entries that are deleted or retained when persistent FC IDs are purged.

Table 11-1

Purged FC IDs

Persistent FC ID state Persistent Usage State Action
Static Inuse Not deleted
Static Not in use Not deleted
Dynamic In use Not deleted
Dynamic Not in use Deleted

Purging Persistent FC IDs

To purge persistent FC IDs using Fabric Manager, perform this task:

[ oL-16598-01
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Expand Fabricxx > All VSANs > Domain Manager in the Logical Domains pane for the fabric that you
want to purge the Persistent FC IDs for.

You see the running configuration of the domain in the Information pane.

Click the Persistent Setup tab.
You see the persistent FC ID setup in the Information pane as shown in Figure 11-14.

Persistent FC ID Information in Fabric Manager
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Check the Purge check box for the switch that you want to purge persistent FC IDs on (see
Figure 11-14).
Click the Apply Changesicon to save these changes.

fcdomain Statistics

Fabric Manager collects statistics for fcdomain and displays them in the Information pane.
To display fcdomain statistics using Fabric Manager, perform this task:

Expand Fabricxx > All VSANSs, and then choose Domain Manager in the Logical Domains pane for
the fabric that you want to display statistics for.

You see the running configuration of the domain in the Information pane.
Click the Statistics tab.
You see the FC ID statistics in the Information pane.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 11-2 Default fcdomain Parameters

Parameters Default
fcdomain feature Enabled
Configured domain ID 0 (zero)
Configured domain Preferred
autoreconfigure option Disabled
contiguous-allocation option Disabled
Priority 128
Allowed list 1to 239
Fabric name 20:01:00:05:30:00:28:df
rcf-reject Disabled
Persistent FC ID Enabled
Allowed domain ID list configuration distribution |Disabled
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CHAPTER 12

Configuring N-Port Virtualization

N-port virtualization (NPV) reduces the number of Fibre Channel domain IDs used in a SAN fabric.
Edge switches operating in NPV mode do not join afabric; they passtraffic between the NPV core switch
and the end devices, which eliminates the need for a unique domain ID in each edge switch.

This chapter includes the following sections:
» Information About NPV, page 12-1
» Guidelines and Limitations, page 12-4
« Configuring NPV, page 12-4

Information About NPV

Typically, Fibre Channel networks are deployed using a core-edge model with alarge number of fabric
switches connected to core devices. However, as the number of portsin the fabric increases, the number
of switches deployed also increases, resulting in a dramatic increase in the number of domain I1Ds (the
maximum number supported in one SAN is 239). This challenge becomes even more difficult when a
large number of blade switches are deployed in a Fibre Channel network.

NPV solvestheincrease in the number of domain IDs by sharing the domain ID of the NPV core switch
among multiple NPV switches.

The NPV edge switch aggregates multiple locally connected N portsinto one or more external NP links.
The edge switch appears as a host to the core Fibre Channel switch, and as a Fibre Channel switch to the
servers in the fabric switch or blade switch.

NPV reducesthe need for additional ports on the core switch because multiple devices attach to the same
port on the NPV core switch.

Figure 12-1 shows an interface-level view of an NPV configuration.

In Cisco Nexus 5000 Series switches, physical Fibre Channel interfaces can be NP ports or F ports.
Virtual Fibre Channel interfaces can be F ports.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 12-1 Cisco NPV Configuration-Interface View
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Note  In-order data del ivery is not required in NPV mode because the exchange between two end devices
always takes the same uplink to the core from the NPV device. For traffic beyond the NPV device, core
switches will enforce in-order delivery if configured.

Switch operation in NPV mode is described in the following topics:
< NP Ports, page 12-2
e NP Links, page 12-2
» FLOGI Operation, page 12-2

NP Ports

An NP port (proxy N port) is aport on a switch that isin NPV mode and connected to the core NPV
switch through an F port. NP ports operate as N ports that function as proxies for multiple physical N
ports.

NP Links

AnNPlinkisbasically an NPIV uplink to aspecific end device. NP links are established when the uplink
to the NPV core switch comes up; the links are terminated when the uplink goes down. Once the uplink
is established, the NPV switch performs an internal FLOGI to the NPV core switch, and then (if the
FLOGI issuccessful) registersitself with the NPV core switch’'s name server. Subsequent FLOGIs from
end switches in this NP link are converted to FDISCs.

Server links are uniformly distributed across the NP links. All the end devices behind a server link will
be mapped to only one NP link.

FLOGI Operation

When an NP port comes up, the Cisco Nexus 5000 Series switch first logsitself into the NPV core switch
and sends a FLOGI request that includes the following parameters:

« Thefabric port WWN (fWWN) of the NP port used as the pWWWN in the internal login.

» TheVSAN-based switch WWN (sWWN) of the Cisco Nexus 5000 Series switch used as node WWN
(nWWN) in the internal FLOGI.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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After completing its FLOGI request, the Cisco Nexus 5000 Series switch registers itself with the fabric
name server using the following additional parameters:

» Switch name and interface name (for example, fc2/4) of the NP port is embedded in the symbolic
port name in the name server registration of the NPV device itself.

» TheIP address of the Cisco Nexus 5000 Series switch is registered as the |P address in the name
server registration of the NPV device.

Note  The BB_SCN of internal FLOGIs on NP portsis always set to zero. The BB_SCN is supported at the
F-port of the NPV device.

Figure 12-2 shows the internal FLOGI flows between an NPV core switch and an NPV device.

Figure 12-2 Internal FLOGI Flows
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Table 12-1 identifies the internal FLOGI parameters that appear in Figure 12-2.

Table 12-1 Internal FLOGI Parameters

Parameter Derived From

pWWN The fWWN of the NP port.

nWWN The VSAN-based SWWN of the NPV device.
fWWN The fWWN of the F port on the NPV core switch.

symbolic port name | The switch name and NP port interface string.

Note If thereisno switch name available, then the output will read “switch.”
For example, switch: fc2/3.

IP address The IP address of the NPV device.
symbolic node name | The NPV switch name.

Although fWWN-based zoning is supported for NPV devices, it is not recommended because of these
factors:

« Zoning is not enforced at the NPV device (rather, it is enforced on the NPV core switch).

« Multiple devices attached to an NPV device log in through the same F port on the core, so they
cannot be separated into different zones.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
[ oL-16598-01 .m



Chapter 12 Configuring N-Port Virtualization |

W Guidelines and Limitations

Send comments to nx5000-docfeedback@cisco.com

- The same device might log in using different fWWNs on the core switch (depending on the NPV
link it uses) and may need to be zoned using different fWWNs.

Guidelines and Limitations

The following are recommended guidelines and requirements when deploying NPV:

« You can configure zoning for end devices that are connected to NPV devices using all available
member types on the NPV core switch. If fWWN, sSWWN, domain, or port-based zoning is used,
then fWWN, sWWN, domain or port of the NPV core switch should be used.

» Port tracking is supported in NPV mode. See the “Information About Port Tracking” section on
page 27-1.

» Port security is supported on the NPV core switch for devices logged in through the NPV switch.
Port security is enabled on the NPV core switch on a per-interface basis. To enable port security on
the NPV core switch for devices logging in through an NPV switch, you must adhere to the
following requirements:

— Theinternal FLOGI must bein the port security database; in thisway, the port on the NPV core
switch will allow communications and links.

— All the end device pWWNs must also be in the port security database.

By grouping devicesinto different NPV sessions based on VSANS, it is possible to support multiple
VSANSs at the NPV-enabled switch. The correct uplink must be selected based on the VSANSs that
the uplink can carry.

» NPV uses aload-balancing algorithm to automatically assign end devicesin aVSAN to one of the
NPV core switch links (in the same VSAN) upon initial login. If there are multiple NPV core switch
links in the same VSAN, then you cannot assign an end device to a specific core switch link.

- If aserver interface goes down and then returns to service, the interface may not be assigned to the
same core switch link.

» The server interface is only operational when its assigned core switch link is operational.
- Both servers and targets can be connected to the switch when in NPV mode.
« Local switching is not supported; all traffic is switched in the NPV core switch.

« NPV devices can connect to multiple NPV core switches. In other words, different NP ports can be
connected to different NPV core switches.

« NPV supports NPIV-capable module servers (nested NPIV).
» Only F, NP, and SD ports are supported in NPV mode.

Configuring NPV

When you enable NPV, your system configuration is erased and the system is rebooted with NPV mode
enabled.

N

Note  Werecommend that you save your current configuration either in boot flash memory or to aTFTP server
before NPV (if the configuration is required for later use).
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Configuring NPV with Device Manager

To use Device Manager to configure NPV, perform this task:

Stepl  Launch Device Manager from the Cisco Nexus 5000 Series switch to enable NPV.

Step2  From the Admin drop-down menu, choose Feature Control. In the Action field, choose enable for the
NPV feature and click Apply.

Step3  Fromthe Interface drop-down list, choose FC All to configure the external interfaces on the NPV device.
Step4  Inthe Mode Admin column, choose the NP port mode for each external interface and click Apply.

Step5  To configure the server interfaces on the Cisco Nexus 5000 Series switch, from the Interface drop-down
list, choose FC All.

Step6  Inthe Mode Admin column, choose F port mode for each server interface and click Apply.

Step7  The default Admin status is down. After configuring port modes, you must choose up Admin Status to
bring up the links.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
[ oL-16598-01 .m



Chapter 12 Configuring N-Port Virtualization |

M Configuring NPV

Send comments to nx5000-docfeedback@cisco.com

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |



Send ocfeedback@cisco.com

CHAPTER 13

Configuring VSAN Trunking

This chapter describes the VSAN trunking feature provided in Cisco Nexus 5000 Series switches.
This chapter includes the following sections:

« Information About VSAN Trunking, page 13-1

» Configuring VSAN Trunking, page 13-3

» Default Settings, page 13-7

Information About VSAN Trunking

V SAN trunking enables interconnect ports to transmit and receive frames in more than one VSAN, over
the same physical link, using enhanced ISL (EISL) frame format (see Figure 13-1).

VSAN trunking is supported on native Fibre Channel interfaces, but not on virtual Fibre Channel

interfaces.
Figure 13-1 VSAN Trunking
Switch 1 Any other Switch 1 Switch 2
switch
= ISL EISL,
BUfcro el .|TE o 1TE port.|
Trunklng &

The VSAN trunking feature includes the following restrictions:

« Trunking configurations are only applicable to E ports. If trunk mode is enabled in an E port and
that port becomes operational as atrunking E port, it isreferred to as a TE port.

« Thetrunk-allowed VSANSs configured for TE ports are used by the trunking protocol to determine
the allowed-active VSANs in which frames can be received or transmitted.

« If atrunking-enabled E port is connected to a third-party switch, the trunking protocol ensures
seamless operation as an E port.

Additional information about VSAN trunking is covered in the following topics:
« VSAN Trunking Mismatches, page 13-2
e VSAN Trunking Protocol, page 13-2

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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VSAN Trunking Mismatches

If you misconfigure VSAN configurations across E ports, issues can occur such as the merging of traffic
in two VSANSs (causing both VSANSs to mismatch). The VSAN trunking protocol validates the VSAN
interfaces at both ends of an ISL to avoid merging VSANSs (see Figure 13-2).

Figure 13-2 VSAN Mismatch
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Switch 2

Isolated
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In this example, the trunking protocol detects potential VSAN merging and isolates the ports involved.

The trunking protocol cannot detect merging of VSANs when a third-party switch is placed in between
two Cisco Nexus 5000 Series switches (see Figure 13-3).

Figure 13-3 Third-Party Switch VSAN Mismatch
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VSAN 2 and VSAN 3 are effectively merged with overlapping entries in the name server and the zone
applications. The Cisco MDS 9000 Fabric Manager helps detect such topologies.

VSAN Trunking Protocol

The trunking protocol isimportant for E-port and TE-port operations. It supports the following
capabilities:

» Dynamic negotiation of operational trunk mode.
» Selection of a common set of trunk-allowed VSANSs.
» Detection of aVSAN mismatch across an |SL.

By default, the VSAN trunking protocol is enabled. If the trunking protocol is disabled on a switch, no
port on that switch can apply new trunk configurations. Existing trunk configurations are not affected:
the TE port continues to function in trunk mode, but only supports traffic in VSANSs that it negotiated

with previously (when the trunking protocol was enabled). Other switchesthat are directly connected to
this switch are similarly affected on the connected interfaces. If you need to merge traffic from different
port VSANSs across a nontrunking ISL, disable the trunking protocol.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuring VSAN Trunking

This section explains how to configure VSAN trunking and includes the following topics:
» Guidelines and Restrictions, page 13-3
» About Trunk Mode, page 13-3
» Configuring Trunk Mode, page 13-4
« About Trunk-Allowed VSAN Lists, page 13-5
« Configuring an Allowed-Active List of VSANS, page 13-6

Guidelines and Restrictions

When configuring VSAN trunking, note the following guidelines:

»  Werecommend that both ends of aVVSAN trunking I SL belong to the same port VSAN. On platforms
or fabric switches where the port VSANs are different, one end returns an error, and the other is not
connected.

« To avoid inconsistent configurations, shut all E ports before enabling or disabling the VSAN
trunking protocol.

About Trunk Mode

By default, trunk mode is enabled in al Fibre Channel interfaces. However, trunk mode configuration
takes effect only in E-port mode. You can configure trunk mode as on (enabled), off (disabled), or auto
(automatic). The default trunk mode is on. The trunk mode configurations at the two ends of the link
determine the trunking state of the link and the port modes at both ends (see Table 13-1).

Table 13-1 Trunk Mode Status Between Switches

Your Trunk Mode Configuration Resulting State and Port Mode

Switch 1 Switch 2 Trunking State Port Mode
On Auto or on Trunking (EISL) TE port
Off Auto, on, or off No trunking (ISL) E port
Auto Auto No trunking (1SL) E port

The preferred configuration on the Cisco Nexus 5000 Series switchesis that one side of the trunk is set
to auto and the other is set to on.

When connected to a third-party switch, the trunk mode configuration has no effect. The ISL is always
in atrunking disabled state.

[ oL-16598-01
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Configuring Trunk Mode

To configure trunk mode using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.

Step2  Click the Trunk Config tab to modify the trunking mode for the selected interface.
You see the information shown in Figure 13-4.

Figure 13-4 Trunking Configuration
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Step3  Make changesto the Admin and Allowed VSANSs values.
Step4  Click the Trunk Failures tab to check the failure state of an ISL.
You see the reason listed in the FailureCause column (see Figure 13-5).

Figure 13-5 Trunk Failures Tab
| General | Bb Contral | Bb Credit | Other | ELp | Trunk config | Trunk Failures E
Swnitch Interface, ¥SAMId | FailureCause
sw172-22-46-174 fc3/z, 4001 |vsanMismatchlsalation | -
sw172-22-46-220fc3/z, 4001 |portBindFailure | §
o

Step5  Click the Apply Changesicon.
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About Trunk-Allowed VSAN Lists

Each Fibre Channel interface has an associated trunk-allowed VSAN list. In TE-port mode, frames are
transmitted and received in one or more V SANSs specified in this list. By default, the complete VSAN
range (1 through 4093) is included in the trunk-allowed list.

The common set of V SANsthat are configured and activein the switch areincluded in the trunk-allowed
VSAN list for an interface, and they are called allowed-active VSANs. The trunking protocol uses the
list of allowed-active VSANS at the two ends of an ISL to determine the list of operational VSANsin
which traffic is allowed.

In Figure 13-6, switch 1 has VSANSs 1 through 5, switch 2 has VSANSs 1 through 3, and switch 3 has
VSANs 1, 2, 4, and 5 with a default configuration of trunk-allowed VSANs. All VSANSs configured in
all three switches are allowed-active. However, only the common set of allowed-active VSANS at the
ends of the ISL become operational as shown in Figure 13-6.

Figure 13-6 Default Allowed-Active VSAN Configuration
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You can configure a selected set of VSANSs (from the all owed-active list) to control accessto the VSANs
specified in atrunking ISL.

Using Figure 13-6 as an example, you can configure the list of allowed VSANs on a per-interface basis
(see Figure 13-7). For example, if VSANs 2 and 4 are removed from the allowed VSAN list of ISLs
connecting to switch 1, the operational allowed list of VSANSs for each ISL would be as follows:

« ThelSL between switch 1 and switch 2 includes VSAN 1 and VSAN 3.
e ThelSL between switch 2 and switch 3 includes VSAN 1 and VSAN 2.
» ThelSL between switch 3 and switch 1 includes VSAN 1, 2, and 5.
Consequently, VSAN 2 can only be routed from switch 1 through switch 3 to switch 2.

[ oL-16598-01
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Figure 13-7 Operational and Allowed VSAN Configuration
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Configuring an Allowed-Active List of VSANS

To configure an allowed-active list of VSANSs for an interface using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.
Step2  Click the Trunk Config tab.
You see the current trunk configuration.
Step3  Set Allowed VSANSsto the list of allowed VSANSs for each interface that you want to configure.
Step4  Click Apply Changes to save these changes or click Undo Changes to discard any unsaved changes.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Default Settings

Table 13-2 lists the default settings for trunking parameters.

Table 13-2 Default Trunk Configuration Parameters

Parameters Default

Switch port trunk mode On

Allowed VSAN list 1 to 4093 user-defined VSAN IDs
Trunking protocol Enabled

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 1 I

Configuring SAN Port Channels

SAN port channels refer to the aggregation of multiple physical interfaces into one logical interface to
provide higher aggregated bandwidth, load balancing, and link redundancy.

On Cisco Nexus 5000 Series switches, SAN port channels can include physical Fibre Channel interfaces,
but not virtual Fibre Channel interfaces. A SAN port channel can include up to eight Fibre Channel
interfaces.

This chapter discusses the SAN port channel feature provided in the switch and includes the following
sections:

Information About SAN Port Channels, page 14-1
Configuring SAN Port Channels, page 14-5
Interfacesin a SAN Port Channel, page 14-12

Port Channel Protocol, page 14-15

Verifying SAN Port Channel Configuration, page 14-19
Default Settings, page 14-19

Information About SAN Port Channels

A SAN port channel has the following functionality:

Provides a point-to-point connection over ISL (E ports) or EISL (TE ports). Multiple links can be
combined into a SAN port channel.

Increases the aggregate bandwidth on an ISL by distributing traffic among all functional linksin the
channel.

L oad balances across multiple links and maintains optimum bandwidth utilization. Load balancing
is based on the source ID, destination 1D, and exchange ID (OX ID).

Provides high availability on an ISL. If onelink fails, traffic previously carried on thislink is switched
to theremaining links. If alink goes down in a SAN port channel, the upper layer protocol is not
aware of it. To the upper layer protocol, thelink is still there, although the bandwidth is diminished.
The routing tables are not affected by link failure.

Cisco Nexus 5000 Series switches support a maximum of four SAN port channels (with eight interfaces
per port channel). A port channel number refers to the unique (within each switch) identifier associated
with each channel group. This number ranges from 1 to 256.

[ oL-16598-01
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This section describes SANs and includes the following topics:
» Understanding Port Channels and VSAN Trunking, page 14-2
» Understanding L oad Balancing, page 14-3

Understanding Port Channels and VSAN Trunking

Switches in the Cisco Nexus 5000 Series implement VSAN trunking and port channels as follows:
= A SAN port channel enables several physical linksto be combined into one aggregated logical link.

« Anindustry standard E port can link to other vendor switches and is referred to as inter-switch link
(ISL), as shown on the left side of Figure 14-1.

» VSAN trunking enables a link transmitting frames in the EISL format to carry traffic for multiple
VSAN . When trunking is operational on an E port, that E port becomes a TE port. EISLs connects
only between Cisco switches, as shown on the right side of Figure 14-1.

See Chapter 13, “Configuring VSAN Trunking” for information on trunk interfaces.

Figure 14-1 VSAN Trunking Only
Switch 1 Any other Switch 1 Switch 2
-’ switch -’ -’
== ISL - == EISL ==
IE port E port-’ ITE port ‘ TE portl
Trunking &

You can create a SAN port channel with members that are E ports, as shown on the left side of
Figure 14-2. In this configuration, the port channel implements alogical ISL (carrying traffic for one
VSAN).

You can create a SAN port channel with members that are TE-ports, as shown on the right side of
Figure 14-2. In this configuration, the port channel implements a logical EISL (carrying traffic for
multiple VSANS).

Figure 14-2 Port Channels and VSAN Trunking
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Understanding Load Balancing

L oad-balancing functionality can be provided using the following methods:

» Flow based—AIl frames between source and destination follow the same linksfor agiven flow. That
is, whichever link is selected for the first exchange of the flow isused for all subsequent exchanges.

« Exchange based—The first frame in an exchange is assigned to alink, and then subsequent frames
in the exchange follow the same link. However, subsequent exchanges can use adifferent link. This
method provides finer granularity for load balancing while preserving the order of frames for each
exchange.

Figure 14-3 illustrates how flow-based |oad balancing works. When the first framein aflow isreceived
on an interface for forwarding, link 1 is selected. Each subsequent frame in that flow is sent over the
same link. No frame in SID1 and DID1 utilizes link 2.

Figure 14-3 SID1, DID1, and Flow-Based Load Balancing
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Figure 14-4 illustrates how exchange-based load balancing works. When the first frame in an exchange
isreceived for forwarding on an interface, link 1 is chosen by ahash algorithm. All remaining framesin
that particular exchange are sent on the same link. For exchange 1, no frame uses link 2. For the next
exchange, link 2 is chosen by the hash algorithm. Now all frames in exchange 2 use link 2.

Figure 14-4 SID1, DID1, and Exchange-Based Load Balancing
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Configuring SAN Port Channels

SAN port channels are created with default values. You can change the default configuration just as any
other physical interface.

Figure 14-5 provides examples of valid SAN port channel configurations.

Figure 14-5 Valid SAN Port Channel Configurations
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Figure 14-6 shows examples of invalid configurations. Assuming that the links are brought up in the 1,
2, 3, 4 sequence, links 3 and 4 will be operationally down as the fabric is misconfigured.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 14-6 Misconfigured Configurations
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This section shows how to configure and modify SAN port channels and includes the following topics:
» SAN Port Channel Configuration Guidelines, page 14-6
» Configuring SAN Port Channels, page 14-7
« About SAN Port Channel Modes, page 14-10
« About SAN Port Channel Deletion, page 14-11
» Deleting SAN Port Channels, page 14-11

SAN Port Channel Configuration Guidelines

Before configuring a SAN port channel, consider the following guidelines:

» Configurethe SAN port channel using Fibre Channel ports from both expansion modulesto provide
increased availability (if one of the expansion modules failed).

« Ensurethat one SAN port channel is not connected to different sets of switches. SAN port channels
require point-to-point connections between the same set of switches.

If you misconfigure SAN port channels, you may receive a misconfiguration message. If you receivethis
message, the port channel’s physical links are disabled because an error has been detected.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |



| Chapter14  Configuring SAN Port Channels

Configuring SAN Port Channels Il

Send comments to nx5000-docfeedback@cisco.com

If the following requirements are not met, a SAN port channel error is detected:

» Each switch on either side of a SAN port channel must be connected to the same number of
interfaces.

- Each interface must be connected to a corresponding interface on the other side (see Figure 14-6 for
an example of an invalid configuration).

- LinksinaSAN port channel cannot be changed after the port channel is configured. If you change
the links after the port channel is configured, be sure to reconnect the links to interfaces within the
port channel and reenable the links.

If all three conditions are not met, the faulty link is disabled.

Configuring SAN Port Channels

To create a SAN port channel using the Port Channel Wizard in Fabric Manager, perform this task:

Stepl  Click the Port Channel Wizard icon in the toolbar (see Figure 14-7).

Figure 14-7 Port Channel Wizard Icon
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You see the first Port Channel Wizard screen.
Step2  Choose a switch pair.
Figure 14-8 shows a list of the switch pairs.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 3
Step 4

Step 5

Step 6

Figure 14-8 Select Switch Pairs
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@ Create New

Click Next.
Select the ISLs.
Figure 14-9 shows a list of the ISLs.

Figure 14-9 Select ISLs
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(Optional) Check the Dynamically form Port Channel Group from selected |1 SL s check box if you
want to dynamically create the SAN port channel and make the ISL properties identical for the Admin,

Trunk, Speed, and VSAN attributes.
Click Next.
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Step7  If you choseto dynamically form a SAN port channel from selected I SLs, you see the final Port Channel
Wizard screen (see Figure 14-10). Set the VSAN List, Trunk Mode, and Speed and proceed to Step 11.

Figure 14-10 Dynamically Form a Port Channel
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Step8  If you did not choose to dynamically form a SAN port channel, you see the third Port Channel Wizard
dialog box (see Figure 14-11).

Figure 14-11 Create a Port Channel
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Step9  Change the channel 1D or description for each switch, if necessary.
Step 10  Review the attributes at the bottom of the screen, and set them if applicable.
The following attributes are shown in Figure 14-11:
« VSAN List—A list of VSANSsto which the ISLs belong.

« Trunk Mode—You can enable trunking on the links in the SAN port channel. Choose trunking if
your link is between TE ports. Choose nontrunking if your link is between E ports. Choose auto if
you are not sure.

» Force Admin, Trunk, Speed, and VSAN attributes to be identical—This check box ensures that the
same parameter settings are used in all physical portsin the channel. If these settings are not
identical, the ports cannot become part of the SAN port channel.

» Speed—The port speed values are auto, 1Gb, 2Gb, 4Gh, and autoM ax2G.
Step11 Click OK.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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The SAN port channel is created. It may take afew minutes before the new port channel isvisiblein the

Fabric pane.

About SAN Port Channel Modes

You can configure each SAN port channel with a channel group mode parameter to determine the port
channel protocol behavior for all member portsin this channel group. The possible values for a channel

group mode are as follows:

» On (default)—The member ports only operate as part of a SAN port channel or remain inactive. In
this mode, the port channel protocol is not initiated. However, if a port channel protocol frameis
received from a peer port, the software indicates its nonnegotiabl e status. Port channels configured
in the On mode require you to explicitly enable and disable the port channel member ports at either
end if you add or remove ports from the port channel configuration. You must physically verify that
the local and remote ports are connected to each other.

« Active—The member portsinitiate port channel protocol negotiation with the peer port(s) regardless
of the channel group mode of the peer port. If the peer port, while configured in a channel group,
does not support the port channel protocol, or responds with a nonnegotiable status, it will default
to the On mode behavior. The Active port channel mode allows automatic recovery without
explicitly enabling and disabling the port channel member ports at either end.

Table 14-1 compares On and Active modes.

Table 14-1

Channel Group Configuration Differences

On Mode

Active Mode

No protocol is exchanged.

A port channel protocol negotiation is performed
with the peer ports.

Moves interfaces to the suspended state if its
operational values areincompatible with the SAN
port channel.

Moves interfaces to the isolated state if its
operational values areincompatible with the SAN
port channel.

When you add or modify a port channel member
port configuration, you must explicitly disable
(shut) and enable (no shut) the port channel
member ports at either end.

When you add or modify aport channel interface,
the SAN port channel automatically recovers.

Port initialization is not synchronized.

Thereis synchronized startup of all portsin a
channel across peer switches.

All misconfigurations are not detected as no
protocol is exchanged.

Consistently detect misconfigurationsusing aport
channel protocol.

Transitions misconfigured ports to the suspended
state. You must explicitly disable (shut) and
enable (no shut) the member ports at either end.

Transitions misconfigured ports to the isolated
state to correct the misconfiguration. Once you
correct the misconfiguration, the protocol ensures
automatic recovery.

This is the default mode.

You must explicitly configure this mode.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 1

Step 2

Step 3

To configure active mode using Fabric Manager, perform this task:

Expand | SL s, and then choose Port Channelsin the Physical Attributes pane.
You see the port channels configured in the Information pane.

Click the Protocols tab. From the Mode drop-down list, choose the appropriate mode for the Port
Channel.

Click the Apply Changesicon to save any modifications.

About SAN Port Channel Deletion

When you delete the SAN port channel, the corresponding channel membership is also deleted. All
interfaces in the deleted SAN port channel convert to individual physical links. After the SAN port
channel is removed, regardless of the mode (active and on) used, the ports at either end are gracefully
brought down, indicating that no frames are lost when the interface is going down (see the “ Setting the
Interface Administrative State” section on page 10-9).

If you delete the SAN port channel for one port, then the individual ports within the deleted SAN port
channel retain the compatibility parameter settings (speed, mode, port VSAN, allowed VSAN, and port
security). You can explicitly change those settings as required.

« If you use the default On mode to avoid inconsistent states across switches and to maintain
consistency across switches, then the ports shut down. You must explicitly enable those ports again.

- If you use the Active mode, then the port channel ports automatically recover from the deletion.

Deleting SAN Port Channels

Step 1

Step 2

Step 3

Step 4

To delete a port channel using the Port Channel Wizard in Fabric Manager, perform this task:

Click the Port Channel Wizard icon in the toolbar (see Figure 14-12).

Figure 14-12 Port Channel Wizard Icon
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You see the first Port Channel Wizard screen.

Select the existing port channel that you want to delete and click Next.

You see alist of the ISLs currently associated with this port channel.

Click Next.

You see an editable list of associated |SLs and available I SLs for this port channel.

Click each associated ISL and click the left arrow to remove al ISLs from the port channel.
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Step5  Check the Delete Port Channel If Empty check box to delete this port channel.

Step6  Click Finish to save any modifications or click Cancel to discard any changes.

Interfaces in a SAN Port Channel

You can add or remove a physical Fibre Channel interface (or arange of interfaces) to an existing SAN
port channel. The compatible parameters on the configuration are mapped to the SAN port channel.
Adding an interface to a SAN port channel increases the channel size and bandwidth of the SAN port
channel. Removing an interface from a SAN port channel decreases the channel size and bandwidth of
the SAN port channel.

Note  Virtual Fibre Channel interfaces cannot be added to SAN port channels.

This section describes interface configuration for a SAN port channel and includes the following topics:
» About Interface Addition to a SAN Port Channel, page 14-12
- Adding an Interface to a SAN Port Channel, page 14-13
« Forcing an Interface Addition, page 14-14
- About Interface Deletion from a SAN Port Channel, page 14-14
- Deleting an Interface from a SAN Port Channel, page 14-14

About Interface Addition to a SAN Port Channel

You can add a physical interface (or arange of interfaces) to an existing SAN port channel. The
compatible parameters on the configuration are mapped to the SAN port channel. Adding an interface to
a SAN port channel increases the channel size and bandwidth of the SAN port channel.

After the members are added, regardless of the mode (Active and On) used, the ports at either end are
gracefully brought down, indicating that no frames are lost when the interface is going down.

Compatibility Check

A compatibility check ensures that the same parameter settings are used in all physical portsin the
channel. Otherwise, they cannot become part of a SAN port channel. The compatibility check is
performed before a port is added to the SAN port channel.

The check ensures that the following parameters and settings match at both ends of a SAN port channel:
» Capability parameters (type of interface, Fibre Channel at both ends).

« Administrative compatibility parameters (speed, mode, port VSAN, allowed VSAN, and port
security).

» Operational parameters (speed and remote switch’s WWN).

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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A port addition procedure fails if the capability and administrative parameters in the remote switch are
incompatible with the capability and administrative parametersin the local switch. If the compatibility
check is successful, the interfaces are operational and the corresponding compatibility parameter
settings apply to these interfaces.

Suspended and Isolated States

If the operational parameters are incompatible, the compatibility check fails and the interface is placed
in a suspended or isolated state based on the configured mode:

- Aninterface enters the suspended state if the interface is configured in the On mode.
- Aninterface enters the isolated state if the interface is configured in the Active mode.

See the “Reason Codes” section on page 10-5.

Adding an Interface to a SAN Port Channel

Step 1

Step 2
Step 3
Step 4

To add an interface or range of interfacesto a SAN port channel using Fabric Manager, perform thistask:

Expand | SL s, and then choose Port Channelsin the Physical Attributes pane.
You see the SAN port channels configured in the Information pane (see Figure 14-13).

Figure 14-13 Port Channels
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Click the Channelstab and find the switch and SAN port channel that you want to edit.
Set Members Admin to the interface or list of interfaces that you want to add to the SAN port channel.
Click the Apply Changesicon to save any modifications or click Undo Changesto discard any changes.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 14  Configuring SAN Port Channels |

M interfaces in a SAN Port Channel

Send comments to nx5000-docfeedback@cisco.com

Forcing an Interface Addition

You can force the port configuration to be overwritten by the SAN port channel. Inthis case, theinterface
is added to a SAN port channel.

« If you use the default On mode to avoid inconsistent states across switches and to maintain
consistency across switches, then the ports shut down. You must explicitly enable those ports again.

« If you use the Active mode, then the port channel ports automatically recover from the addition.

Note ~ When SAN port channels are created from within an interface, the for ce option cannot be used.

After the members are forcefully added, regardless of the mode (Active and On) used, the ports at either
end are gracefully brought down, indicating that no frames are lost when the interface is going down (see
the “ Setting the Interface Administrative State” section on page 10-9).

To force the addition of a port to a SAN port channel using Fabric Manager, perform this task:

Stepl  Expand ISLs, and then choose Port Channelsin the Physical Attributes pane.
You see the port channels configured in the Information pane.
Step2  Click the Channelstab and find the switch and SAN port channel that you want to edit.
Step3  Set Members Admin to the interface or list of interfaces that you want to add to the SAN port channel.
Step4  Check the Force check box to force this interface addition.

Step5  Click the Apply Changesicon to save any modifications.

About Interface Deletion from a SAN Port Channel

When a physical interface is deleted from the SAN port channel, the channel membership is
automatically updated. If the deleted interface is the last operational interface, then the port channel
status is changed to a down state. Deleting an interface from a SAN port channel decreases the channel
size and bandwidth of the SAN port channel.

« If you use the default On mode to avoid inconsistent states across switches and to maintain
consistency across switches, then the ports shut down. You must explicitly enable those ports again.

- If you use the Active mode, then the port channel ports automatically recover from the deletion.

After the members are deleted, regardless of the mode (Active and On) used, the ports at either end are
gracefully brought down, indicating that no frames are lost when the interface is going down.

Deleting an Interface from a SAN Port Channel

To delete a physical interface (or arange of physical interfaces) from a SAN port channel using Fabric
Manager, perform this task:

Stepl  Expand ISLs, and then choose Port Channelsin the Physical Attributes pane.
You see the SAN port channels configured in the Information pane.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Click the Channelstab and find the switch and SAN port channel that you want to edit.
Remove the interface or list of interfaces that you want deleted in the Members the Admin column.

Click the Apply Changesicon to save any modifications.

Port Channel Protocol

The switch software provides robust error detection and synchroni zation capabilities. You can manually
configure channel groups, or they can be automatically created. In both cases, the channel groups have
the same capability and configurational parameters. Any change in configuration applied to the
associated port channel interface is propagated to all members of the channel group.

Cisco SAN switches support a protocol to exchange port channel configurations, which simplifies port
channel management with incompatible ISLs. An additional autocreation mode enables ISLs with
compatible parameters to automatically form channel groups without manual intervention.

The port channel protocol is enabled by default.

The port channel protocol expands the port channel functional model in Cisco SAN switches. It usesthe
exchange peer parameters (EPP) services to communicate across peer portsin an I SL. Each switch uses
the information received from the peer ports along with itslocal configuration and operational valuesto
decideif it should be part of a SAN port channel. The protocol ensures that a set of ports are eligible to
be part of the same SAN port channel. They are only eligible to be part of the same port channel if all
the ports have a compatible partner.

The port channel protocol uses two subprotocols:

« Bringup protocol—Automatically detects misconfigurations so you can correct them. This protocol
synchronizes the SAN port channel at both ends so that all frames for a given flow (asidentified by
the source FC ID, destination FC ID and OX_ID) are carried over the same physical link in both
directions. This helps make applications such aswrite accel eration work for SAN port channels over
FCIP links.

» Autocreation protocol—Automatically aggregates compatible portsinto a SAN port channel.
This section describes how to configure the port channel protocol and includes the following sections:

» About Channel Group Creation, page 14-15

» Autocreation Guidelines, page 14-17

- Enabling and Configuring Autocreation, page 14-17

e About Manually Configured Channel Groups, page 14-18

« Converting to Manually Configured Channel Groups, page 14-18

About Channel Group Creation

If channel group autocreation is enabled, 1SLs can be configured automatically into channel groups
without manual intervention. Figure 14-14 shows an example of channel group autocreation.

Thefirst ISL comes up as an individual link. In the example shown in Figure 14-14, thisislink A1-B1.
When the next link comes up (A2-B2 in the example), the port channel protocol determines if this link
is compatible with link A1-B1 and automatically creates channel groups 10 and 20 in the respective

[ oL-16598-01
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switches. Link A3-B3 can join the channel groups (and the port channels) if the respective ports have

compatible configurations. Link A4-B4 operates as an individual link, becauseit is not compatible with

the existing member ports in the channel group.

Figure 14-14 Autocreating Channel Groups
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The channel group numbers are assigned dynamically (when the channel group is formed).

The channel group number may change across reboots for the same set of port channels depending on

the initialization order of the ports.

Table 14-2 identifies the differences between user-configured and auto-configured channel groups.

Table 14-2

Channel Group Configuration Differences

User-Configured Channel Group

Autocreated Channel Group

Manually configured by the user.

Created automatically when compatiblelinkscome
up between two compatible switches, if channel
group autocreation is enabled in all ports at both
ends.

Member ports cannot participate in autocreation
of channel groups. The autocreation feature
cannot be configured.

None of these ports are members of a
user-configured channel group.

You can form the SAN port channel with a subset
of the portsin the channel group. Incompatible
ports remain in a suspended or isolated state
depending on the On or Active mode
configuration.

All portsincluded in the channel group participate
in the SAN port channel. No member port becomes
isolated or suspended; instead, the member port is
removed from the channel group when the link is

found to be incompatible.

Any administrative configuration made to the
SAN port channel is applied to all portsin the
channel group, and you can save the configuration
for the port channel interface.

Any administrative configuration made to the SAN
port channel is applied to all portsin the channel
group, but the configurations are saved for the
member ports; no configuration is saved for the
port channel interface. You can explicitly convert
this channel group, if required.

You can remove any channel group and add
members to a channel group.

You cannot remove a channel group. You cannot
add members to the channel group or remove
members. The channel group is removed when no
member ports exist.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Autocreation Guidelines

Tip

When using the autocreation protocol, follow these guidelines:

A port is not allowed to be configured as part of a SAN port channel when the autocreation feature
is enabled. These two configurations are mutually exclusive.

Autocreation must be enabled in both the local and peer ports to negotiate a SAN port channel.
Aggregation occurs in one of two ways:

— A port is aggregated into a compatible autocreated SAN port channel.

— A port is aggregated with another compatible port to form a new SAN port channel.

Newly created SAN port channels are allocated from the maximum possible port channel number in
adecreasing order based on availability. If all port channel numbers are used up, aggregation is not
allowed.

You cannot change the membership or delete an autocreated SAN port channel.

When you disable autocreation, all member ports are removed from the autocreated SAN port
channel.

Once the last member is removed from an autocreated SAN port channel, the channel is
automatically deleted and the number is released for reuse.

An autocreated SAN port channel is not persistent through areboot. An autocreated SAN port
channel can be manually configured to appear the same as a persistent SAN port channel. Once the
SAN port channel is made persistent, the autocreation feature is disabled in all member ports.

You can enable or disable the autocreation feature on a per-port basis or for all portsin the switch.
When this configuration is enabled, the channel group mode is assumed to be active. The default for
this task is disabled.

If autocreation of channel groupsis enabled for an interface, you must first disable autocreation
before downgrading to earlier software versions or before configuring the interface in a manually
configured channel group.

When enabling autocreation in any switch in the Cisco Nexus 5000 Series, we recommend that you retain
at least one interconnected port between the switches without any autocreation configuration. If all ports
between two switches are configured with the autocreation feature at the same time, a possible traffic
disruption may occur between these two switches as ports are automatically disabled and reenabled
when they are added to an autocreated SAN port channel.

Enabling and Configuring Autocreation

To configure port channel autocreation, check the Dynamically form Port Channel Group from
selected | SL s option in the Port Channel Wizard. See the “ Configuring SAN Port Channels” section on
page 14-7.
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About Manually Configured Channel Groups

Jo

Tip

A user-configured channel group cannot be converted to an autocreated channel group. However, you
can convert an autocreated channel group to a manual channel group. Thistask isirreversible. The
channel group number does not change, but the member ports operate according to the properties of the
manually configured channel group, and channel group autocreation isimplicitly disabled for all the
member ports.

If you enable persistence, be sure to enable it at both ends of the SAN port channel.

Converting to Manually Configured Channel Groups

Step 1

Step 2

Step 3

To convert an autocreated channel group to a user-configured channel group using Fabric Manager,
perform this task:

Expand | SL s, and then choose Port Channelsin the Physical Attributes pane. Click the Protocol tab.
You see the switch protocols as shown in Figure 14-15.

Figure 14-15 Switch Protocols
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Check the Per sist check box for each channel that you want to convert to amanually configured channel
group.
Click the Apply Changesicon to save any modifications.
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Verifying SAN Port Channel Configuration

You can use the Information pane in Fabric Manager to verify your port channel configuration (see
Figure 14-16).

Figure 14-16 Port Channel Summary in Fabric Manager
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Default Settings

Table 14-3 lists the default settings for SAN port channels.

Table 14-3 Default SAN Port Channel Parameters

Parameters Default

Port channels FSPF is enabled by default.
Create port channel Administratively up.
Default port channel mode Oon.

Autocreation Disabled.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 15

Configuring and Managing VSANSs

You can achieve higher security and greater stability in Fibre Channel fabrics by using virtual SANs
(VSANS). VSANSs provide isolation among devices that are physically connected to the same fabric.
With VSANsyou can create multiple logical SANs over acommon physical infrastructure. Each VSAN
can contain up to 239 switches and has an independent address space that allows identical Fibre Channel
IDs (FC IDs) to be used simultaneously in different VSANSs. This chapter includes the following
sections:

» Information About VSANS, page 15-1
» Configuring VSANS, page 15-5
- Default Settings, page 15-12

Information About VSANS

A VSAN isavirtual storage areanetwork (SAN). A SAN isadedicated network that i nterconnects hosts
and storage devices primarily to exchange SCSI traffic. In SANsyou use the physical linksto make these
interconnections. A set of protocols run over the SAN to handle routing, naming, and zoning. You can
design multiple SANs with different topologies.

This section describes VSANs and includes the following topics:
- VSAN Topologies, page 15-1
« VSAN Advantages, page 15-4
» VSANS Versus Zones, page 15-4

VSAN Topologies

With the introduction of VSANS, the network administrator can build a single topology containing
switches, links, and one or more VSANSs. Each VSAN in this topology has the same operation and
property of a SAN. A VSAN has the following additional features:

« Multiple VSANSs can share the same physical topology.

» The same Fibre Channel 1Ds (FC IDs) can be assigned to a host in another VSAN, which increases
VSAN scalability.

« Every instance of aVSAN runs all required protocols such as FSPF, domain manager, and zoning.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- [Fabric-related configurations in one VSAN do not affect the associated traffic in another VSAN.

» Events causing traffic disruptionsin one VSAN are contained within that VSAN and are not
propagated to other VSANS.

Figure 15-1 shows a fabric with three switches, one on each floor. The geographic location of the
switches and the attached devices is independent of their segmentation into logical VSANs. No
communication between VSANs is possible. Within each VSAN, all members can talk to one another.

Figure 15-1 Logical VSAN Segmentation
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VSAN VSAN VSAN
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Switch 1
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i |
Switch 2
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Figure 15-2 shows a physical Fibre Channel switching infrastructure with two defined VSANs: VSAN
2 (dashed) and VSAN 7 (solid). VSAN 2 includes hosts H1 and H2, application servers AS2 and AS3,
and storage arrays SA1 and SA4. VSAN 7 connects H3, AS1, SA2, and SA3.

The application servers or storage arrays can be connected to the switch using Fibre Channel or virtual
Fibre Channel interfaces. A VSAN can include a mixture of Fibre Channel and virtual Fibre Channel
interfaces.
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m. OL-16598-01 |



| Chapter15 Configuring and Managing VSANs

Information About VSANs

Send comments to nx5000-docfeedback@cisco.com

Figure 15-2 Example of Two VSANs
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The four switchesin this network are interconnected by VSAN trunk links that carry both VSAN 2 and
VSAN 7 traffic. You can configure a different inter-switch topology for each VSAN. In Figure 15-2, the
inter-switch topology isidentical for VSAN 2 and VSAN 7.

Without V SANSs, anetwork administrator would need separate switches and links for separate SANs. By
enabling VSANS, the same switches and links may be shared by multiple VSANs. VSANs allow SANs
to be built on port granularity instead of switch granularity. Figure 15-2 illustrates that a VSAN is a
group of hosts or storage devices that communicate with each other using a virtual topology defined on
the physical SAN.

The criteria for creating such groups differ based on the VSAN topology:
» VSANS can separate traffic based on the following requirements:
— Different customers in storage provider data centers
— Production or test in an enterprise network
— Low and high security requirements
— Backup traffic on separate VSANS
— Replicating data from user traffic

» VSANSs can meet the needs of a particular department or application.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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VSAN Advantages

V SANs offer the following advantages:

Traffic isolation—Traffic is contained within VSAN boundaries and devices reside only in one
V SAN ensuring absolute separation between user groups, if desired.

Scalability—V SANs are overlaid on top of asingle physical fabric. The ability to create several
logical VSAN layers increases the scalability of the SAN.

Per VSAN fabric services—Replication of fabric services on a per VSAN basis provides increased
scalability and availahility.

Redundancy—Several V SANSs created on the same physical SAN ensure redundancy. If one VSAN
fails, redundant protection (to another VSAN in the same physical SAN) is configured using a
backup path between the host and the device.

Ease of configuration—Users can be added, moved, or changed between V SANs without changing
the physical structure of a SAN. Moving a device from one VSAN to another only requires
configuration at the port level, not at a physical level.

Upto 256 V SANSs can be configured in aswitch. Of these, oneisadefault VSAN (VSAN 1), and another
isanisolated VSAN (VSAN 4094). User-specified VSAN IDs range from 2 to 4093.

VSANS Versus Zones

Zones are always contained within aVSAN. You can define multiple zonesin a VSAN.

Because two VSANSs are equivalent to two unconnected SANs, zone A on VSAN 1 is different and
separate from zone A in VSAN 2. Table 15-1 lists the differences between VSANs and zones.

Table 15-1 VSAN and Zone Comparison

VSAN Characteristic

Zone Characteristic

VSANSs equal SANs with routing, naming, and zoning protocols. |Routing, haming, and zoning protocols are not available

on a per-zone basis.

V SANSs limit unicast, multicast, and broadcast traffic. Zones limit unicast traffic.

Membership is typically defined using the VSAN ID to F ports. |Membership istypically defined by the pWWN.

An HBA or astorage device can belong only to asingle VSAN  |An HBA or storage device can belong to multiple zones.

(the VSAN associated with the F port).

V SANSs enforce membership at each E port, source port, and Zones enforce membership only at the source and
destination port. destination ports.

V SANSs are defined for larger environments (storage service Zones are defined for a set of initiators and targets not
providers). visible outside the zone.

V SANs encompass the entire fabric. Zones are configured at the fabric edge.

Figure 15-3 shows the possible relationships between VSANSs and zones. In VSAN 2, three zones are
defined: zone A, zone B, and zone C. Zone C overlaps both zone A and zone B as permitted by Fibre
Channel standards. In VSAN 7, two zones are defined: zone A and zone D. No zone crosses the VSAN
boundary. Zone A defined in VSAN 2 is different and separate from zone A defined in VSAN 7.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 15-3 VSANS with Zoning

Physical Topology
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Configuring VSANSs

V SANSs have the following attributes:

VSAN ID—The VSAN ID identifies the VSAN as the default VSAN (VSAN 1), user-defined
VSANSs (VSAN 2 to 4093), and the isolated VSAN (VSAN 4094).

State—The administrative state of a VSAN can be configured to an active (default) or suspended
state. Once VSANSs are created, they may exist in various conditions or states.

— The active state of a VSAN indicates that the VSAN is configured and enabled. By enabling a
VSAN, you activate the services for that VSAN.

— The suspended state of aVSAN indicatesthat the VSAN is configured but not enabled. If aport
is configured in this VSAN, it is disabled. Use this state to deactivate a V SAN without losing
the VSAN'’s configuration. All portsin a suspended VSAN are disabled. By suspending a
VSAN, you can preconfigure all the VSAN parameters for the whole fabric and activate the
VSAN immediately.

VSAN name—This text string identifies the VSAN for management purposes. The name can be
from 1 to 32 characters long and it must be unique across all VSANSs. By default, the VSAN name
is a concatenation of VSAN and a four-digit string representing the VSAN ID. For example, the
default name for VSAN 3 is VSANO0O3.

~

Note A VSAN name must be unique.

L oad-balancing attributes—T hese attributes indicate the use of the source-destination ID
(src-dst-id) or the originator exchange OX 1D (src-dst-ox-id, the default) for load-balancing path
selection.

This section describes how to create and configure VSANs and includes the following topics:

About VSAN Creation, page 15-6

[ oL-16598-01
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» Creating VSANSs Statically, page 15-6

» About Port VSAN Membership, page 15-8

» Assigning Static Port VSAN Membership, page 15-8
« About the Default VSAN, page 15-8

« About the Isolated VSAN, page 15-8

» Displaying Isolated VSAN Membership, page 15-9
» Operational State of a VSAN, page 15-9

» About Static VSAN Deletion, page 15-9

» Deleting Static VSANS, page 15-10

« About Load Balancing, page 15-11

« Configuring Load Balancing, page 15-11

« About Interop Mode, page 15-12

About VSAN Creation

A VSAN isinthe operational stateif the VSAN is active and at least one port isup. This state indicates
that traffic can pass through this VSAN. This state cannot be configured.

Creating VSANSs Statically

You cannot configure any application-specific parameters for aVVSAN before creating the VSAN.
To create and configure VSANS using Fabric Manager, perform this task:

Stepl  Click the Create VSAN icon (see Figure 15-4).

Figure 15-4 Create VSAN Icon

Create VS AN

Zongygy Tonls  Performance

ELE st

1320638

|

You see the Create VSAN dialog box as shown in Figure 15-5.
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Step 2
Step 3
Step 4
Step 5
Step 6
Step 7

Step 8

Figure 15-5 Create VSAN Dialog Box
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Note  If you check the Static Domain IDs check box, Fabric Manager creates the VSAN in suspended
mode and then automatically activates the VSAN.

Check the switches that you want in this VSAN.

Fill in the VSAN Name and VSAN ID fields.

Set the LoadBalancing value and the InterOperValue.

Set the Admin State to active or suspended.

Check the Static Domain |ds check box to assign an unused static domain ID to the VSAN.

(Optional) Check the Enable Fabric Binding for Selected Switches options if you want this feature
enabled.

See Chapter 25, “Configuring Fabric Binding” for details.
Complete the fields in this dialog box and click Create to add the VSAN or click Close.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 15  Configuring and Managing VSANs |

M Configuring VSANs

Send comments to nx5000-docfeedback@cisco.com

About Port VSAN Membership
Port VSAN membership on the switch is assigned on a port-by-port basis. By default each port belongs
to the default VSAN. You can assign VSAN membership to ports using one of two methods:
- Statically—Assigning VSANSs to ports.
See the “Assigning Static Port VSAN Membership” section on page 15-8.

» Dynamically—Assigning VSANs based on the device WWN. This method isreferred to as dynamic
port VSAN membership (DPVM). Cisco Nexus 5000 Series switches do not support DPVM.

VSAN trunking ports have an associated list of VSANs that are part of an allowed list (see Chapter 13,
“Configuring VSAN Trunking”).

Assigning Static Port VSAN Membership

To statically assign VSAN membership for an interface using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces and then choose FC Physical.
You see the interface configuration in the Information pane.

Step2  Choose the General tab.
You see the Fibre Channel general physical information. Enter the new VSAN in the PortVSAN field.

Step3  Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

About the Default VSAN

The factory settings for switchesin the Cisco Nexus 5000 Series have only the default VSAN 1 enabled.
We recommend that you do not use VSAN 1 as your production environment VSAN. If no VSANs are
configured, all devicesin the fabric are considered part of the default VSAN. By default, all ports are

assigned to the default VSAN.

Note ~ VSAN 1 cannot be deleted, but it can be suspended.

Note  Upto256 VSANSs can be configured in aswitch. Of these, oneisadefault VSAN (VSAN 1), and another
isanisolated VSAN (VSAN 4094). User-specified VSAN IDs range from 2 to 4093.

About the Isolated VSAN

VSAN 4094 isan isolated VSAN. When a VSAN is deleted, all nontrunking ports are transferred to the
isolated VSAN to avoid an implicit transfer of ports to the default VSAN or to another configured
VSAN. This action ensures that all ports in the deleted VSAN become isolated (disabled).

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |



| Chapter15 Configuring and Managing VSANs

Configuring VSANs Il
Send comments to nx5000-docfeedback@cisco.com

N

Note  When you configure aport in VSAN 4094 or move a port to VSAN 4094, that port isimmediately
isolated.

A

Caution Do not use an isolated VSAN to configure ports.

N
Note  Upto 256 VSANscan be configuredin aswitch. Of these, oneisadefault VSAN (VSAN 1), and another
isanisolated VSAN (VSAN 4094). User-specified VSAN IDs range from 2 to 4093.

Displaying Isolated VSAN Membership

To display interfaces that exist in the isolated VSAN using Fabric Manager, perform this task:

Stepl  Expand Fabricxx, and then choose All VSANsin the Logical Domains pane.
You see the VSAN configuration in the Information pane.

Step2  Click the Isolated I nterfaces tab.
You see the interfaces that are in the isolated VSAN.

Operational State of a VSAN

A VSAN isinthe operational stateif the VSAN is active and at least one port isup. This state indicates
that traffic can pass through this VSAN. This state cannot be configured.

About Static VSAN Deletion

When an active VSAN is deleted, all of its attributes are removed from the running configuration.
V SAN-related information is maintained by the system software as follows:

« VSAN attributes and port membership details are maintained by the VSAN manager. Thisfeatureis
affected when you delete aVSAN from the configuration. When aVSAN is deleted, all the portsin
that VSAN are made inactive and the ports are moved to the isolated VSAN. If the same VSAN is
recreated, the ports do not automatically get assigned to that VSAN. You must explicitly reconfigure
the port VSAN membership (see Figure 15-6).

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 15-6 VSAN Port Membership Details
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« VSAN-based runtime (name server), zoning, and configuration (static routes) information is
removed when the VSAN is deleted.

» Configured VSAN interface information is removed when the VSAN is deleted.

N
Note  Thealowed VSAN list is not affected when a VSAN is deleted (see Chapter 13, “Configuring VSAN
Trunking”).
Any commands for a nonconfigured VSAN are rejected. For example, if VSAN 10 is not configured in
the system, then a command request to move a port to VSAN 10 is rejected.
Deleting Static VSANs

To delete a VSAN and its attributes using Fabric Manager, perform this task:

Stepl  Click All VSANs from the Logical Domains pane.
The VSANsin the fabric are listed in the Information pane.

Step2  Right-click the VSAN that you want to delete and click Delete Row from the drop-down menu (see
Figure 15-7).
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Figure 15-7 Deleting a VSAN
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You see a confirmation dialog box.
Step3  Click Yesto confirm the deletion or No to close the dialog box without deleting the VSAN.

About Load Balancing

L oad-balancing attributes indicate the use of the source-destination ID (src-dst-id) or the originator
exchange OX ID (src-dst-ox-id, the default) for load-balancing path selection.

Configuring Load Balancing

To configure load balancing on an existing VSAN using Fabric Manager, perform this task:

Stepl  Choose Fabricxx > All VSANSs from the Logical Domains pane.

You see the VSAN configuration in the Information pane as shown in Figure 15-8.

Figure 15-8 All VSAN Attributes
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Step2  Click aVSAN and complete the LoadBalancing field.
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Step3  Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

About Interop Mode

Interoperability enables the products of multiple vendors to connect with each other. Fibre Channel
standards guide vendorsto create common external Fibre Channel interfaces. For additional information,
see the “ Switch Interoperability” section on page 22-7.

Default Settings

Table 15-2 lists the default settings for all configured VSANS.

Table 15-2 Default VSAN Parameters

Parameters Default

Default VSAN VSAN 1.

State Active state.

Name Concatenation of VSAN and a four-digit string representing the
VSAN ID. For example, VSAN 3is VSANO00O3.

L oad-balancing attribute OX ID (src-dst-ox-id).

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 16

Configuring and Managing Zones

Zoning enables you to set up access control between storage devices or user groups. If you have
administrator privilegesin your fabric, you can create zones to increase network security and to prevent
dataloss or corruption. Zoning is enforced by examining the source-destination ID field.

Advanced zoning capabilities specified in the FC-GS-4 and FC-SW-3 standards are supported. You can
use either the existing basic zoning capabilities or the advanced, standards-compliant zoning
capabilities.

This chapter includes the following sections:

N

Information About Zoning, page 16-1
Configuring Zones, page 16-7

Zone Sets, page 16-12

Zone Set Distribution, page 16-21

Zone Set Duplication, page 16-24
Verifying Zone Information, page 16-28
Enhanced Zoning, page 16-29

Compacting the Zone Database, page 16-33
Default Settings, page 16-33

Note  Table 15-1on page 15-4 lists the differences between zones and VSANS.

Information About Zoning

Zoning is described in the following topics:

Zoning Features, page 16-2

Zoning Example, page 16-3

Zone Implementation, page 16-4

Active and Full Zone Set Configuration Guidelines, page 16-5

[ oL-16598-01
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Zoning Features

Zoning includes the following features:

« A zone consists of multiple zone members.

Members in a zone can access each other; membersin different zones cannot access each other.
If zoning is not activated, all devices are members of the default zone.

If zoning is activated, any device that is not in an active zone (a zone that is part of an active
zone set) is a member of the default zone.

Zones can vary in size.
Devices can belong to more than one zone.

A physical fabric can have a maximum of 16,000 members. Thisincludes all VSANsin the
fabric.

» A zone set consists of one or more zones.

A zone set can be activated or deactivated as a single entity across all switches in the fabric.
Only one zone set can be activated at any time.
A zone can be a member of more than one zone set.

A zone switch can have a maximum of 500 zone sets.

» Zoning can be administered from any switch in the fabric.

When you activate a zone (from any switch), all switches in the fabric receive the active zone
set. Additionally, full zone sets are distributed to all switches in the fabric, if thisfeatureis
enabled in the source switch.

If anew switch is added to an existing fabric, zone sets are acquired by the new switch.

» Zone changes can be configured nondisruptively.

New zones and zone sets can be activated without interrupting traffic on unaffected ports or
devices.

- Zone membership can be specified using the following identifiers:

Note

Port world wide name (pWWN)—Specifies the p??WWN of an N port attached to the switch asa
member of the zone.

Fabric p?WWN—Specifiesthe WWN of the fabric port (switch port’s WWN). This membership
is also referred to as port-based zoning.

FC ID—Specifies the FC ID of an N port attached to the switch as a member of the zone.

Interface and switch WWN (sWWN)—Specifies the interface of a switch identified by the
SWWN. This membership is also referred to as interface-based zoning.

Interface and domain |D—Specifies the interface of a switch identified by the domain ID.

Domain ID and port number—Specifies the domain ID of a Cisco switch domain and
additionally specifies a port belonging to a non-Cisco switch.

For N ports attached to the switch over a virtual Fibre Channel interface, you can specify zone
membership using the p?WWN of the N port, the FC ID of the N port, or the fabric pWWN of the
virtual Fibre Channel interface.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Default zone membership includes all ports or WWNs that do not have a specific membership
association. Access between default zone members is controlled by the default zone policy.

» You can configure up to 8000 zones per VSAN and a maximum of 8000 zonesfor all VSANs on the
switch.

N
Note  Interface-based zoning only works with Cisco SAN switches. Interface-based zoning does not work for
V SANSs configured in interop mode.

Zoning Example

Figure 16-1 shows a zone set with two zones, zone 1 and zone 2, in afabric. Zone 1 provides access from
all three hosts (H1, H2, H3) to the data residing on storage systems S1 and S2. Zone 2 restricts the data
on S3 to access only by H3. H3 resides in both zones.

Figure 16-1 Fabric with Two Zones
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You can use other waysto partition this fabric into zones. Figure 16-2 shows another possibility. Assume
that there is a need to isolate storage system S2 for the purpose of testing new software. To achieve this,
zone 3 is configured, which contains only host H2 and storage S2. You can restrict accessto only H2 and
S2in zone 3, and to H1 and S1 in zone 1.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 16-2 Fabric with Three Zones
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Zone Implementation

Cisco Nexus 5000 Series switches automatically support the following basic zone features (no additional
configuration is required):

Zones are contained in aVSAN.

Hard zoning cannot be disabled.

Name server queries are soft-zoned.

Only active zone sets are distributed.

Unzoned devices cannot access each other.

A zone or zone set with the same name can exist in each VSAN.

Each VSAN has a full database and an active database.

Active zone sets cannot be changed, without activating a full zone database.
Active zone sets are preserved across switch reboots.

Changes to the full database must be explicitly saved.

Zone reactivation (a zone set is active and you activate another zone set) does not disrupt existing
traffic.

If required, you can additionally configure the following zone features:

Propagate full zone setsto all switches on a per VSAN basis.
Change the default policy for unzoned members.

Interoperate with other vendors by configuring aV SAN in the interop mode. You can also configure
one VSAN in the interop mode and another VSAN in the basic mode in the same switch without
disrupting each other.

Bring E ports out of isolation.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Active and Full Zone Set Configuration Guidelines

Note

Before configuring a zone set, consider the following guidelines:

Each VSAN can have multiple zone sets but only one zone set can be active at any given time.
When you create a zone set, that zone set becomes a part of the full zone set.

When you activate a zone set, a copy of the zone set from the full zone set is used to enforce zoning,
and is called the active zone set. An active zone set cannot be modified. A zone that is part of an
active zone set is called an active zone.

The administrator can modify the full zone set even if a zone set with the same nameis active.
However, the modification will be enforced only upon reactivation.

When the activation is done, the active zone set is automatically stored in persistent configuration.
This enables the switch to preserve the active zone set information across switch resets.

All other switches in the fabric receive the active zone set so they can enforce zoning in their
respective switches.

Hard and soft zoning are implemented using the active zone set. Modifications take effect during
zone set activation.

An FC ID or Nx port that is not part of the active zone set belongs to the default zone and the default
zone information is not distributed to other switches.

If one zone set is active and you activate another zone set, the currently active zone set is automatically
deactivated. You do not need to explicitly deactivate the currently active zone set before activating a new
zone set.

Figure 16-3 shows a zone being added to an activated zone set.

[ oL-16598-01
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Figure 16-3 Active and Full Zone Sets
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After activating Zone set Z1 again
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Configuring Zones

This section describes how to configure zones and includes the following topics:
- About the Zone Configuration Tool, page 16-7
» Configuring Zones Using the Zone Configuration Tool, page 16-8
- Adding Zone Members, page 16-10
» Configuring the Default Zone Policy, page 16-12

About the Zone Configuration Tool

The Zone Configuration tool allows you to zone across multiple switches and all zoning features are
available through the Edit Local Full Zone Database dialog box (see Figure 16-4).

Figure 16-4 Edit Local Full Zone Database Dialog Box
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1 |You can display information for a specific 3 |You can add zoning characteristics based on
VSAN by selecting the VSAN in the the aliases in different folders.
drop-down menu, and then pressing the Enter
key.

2 |You can use the Add to zone button to move |4 |You can triple-click to rename zone sets,
devices up or down by alias or by zone. zones, or aliases in the tree.
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N

Note

Jo

Tip

The Device Aliasradio button isvisible only if device aliasisin enhanced mode. For more information,
see the “Configuring Device Alias Modes” section on page 17-4.

Expand Switchesfrom the Physical Attributes paneto retrieve the switch world-wide name (SWWN). If
you do not provide a sSWWN, the software automatically uses the local SWWN.

Configuring Zones Using the Zone Configuration Tool

Step 1

Step 2

To create a zone and move it into a zone set using Fabric Manager, perform this task:

Click the Zoneicon in the toolbar (See Figure 16-5).
Figure 16-5 Zone Icon
Edit Local Full Zone Database

File “iew Fone Togs Performance

acm E£E

g f
S~

o
o
v
=
[ap]
—

You see the Select VSAN dialog box.
Choose the VSAN where you want to create a zone and click OK.
You see the Edit Local Full Zone Database dialog box as shown in Figure 16-6.
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Step 3

Step 4
Step 5

Step 6

Step 7

Figure 16-6 Edit Local Full Zone Database Dialog Box
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If you want to view zone membership information, right-click in the All Zone M ember ship(s) column,
and then choose Show Details for the current row or all rows from the pop-up menu.

Click Zones in the left pane and click the Insert icon to create a zone.
You see the Create Zone dialog box as shown in Figure 16-7.

Figure 16-7 Create Zone Dialog Box

@) Create Zone - /SAN/Fabric sw1... E]
Fane Marme:

[] Read Cnly
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[] Restrict Broadeast Frames to Zone Members
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Enter a zone name.

Check one of the following check boxes:

a. Read Only—The zone permits read and denies write.

b. Permit QoS traffic with Priority—You set the priority from the drop-down list.
c. Restrict Broadcast framesto Zone Members

Click OK to create the zone.

If you want to move this zone into an existing zone set, skip to Step 8.

Click Zoneset in the left pane and click the Insert icon to create a zone set.

You see the Zoneset Name dialog box as shown in Figure 16-8.
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Figure 16-8 Zoneset Name Dialog Box
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Step8  Enter azone set name and click OK.

N

Note  One of these symbols ($, -, ~, _) or al alphanumeric characters are supported. In interop mode
2 and 3, this symbol () or all alphanumeric characters are supported.

Step9  Choose the zone set where you want to add a zone and click the Insert icon, or you can drag and drop
Zone3 over Zoneset1.

You see the Select Zone dialog box as shown in Figure 16-9.

Figure 16-9 Select Zone Dialog Box

| =4 Zonesets
[ orieset ]

_J Zones
o O Select Zone

Filter |
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Step10 Click Add to add the zone.

Adding Zone Members

After you create a zone, you can add members to the zone. You can add members using multiple port
identification types.

To add a member to a zone using Fabric Manager, perform this task:

Stepl  Choose Zone > Edit Local Full Zone Database.
You see the Select VSAN dialog box.
Step2  ChooseaVSAN and click OK.
You see the Edit Local Full Zone Database dialog box (see Figure 16-10) for the selected VSAN.
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Figure 16-10 Edit Local Full Zone Database Dialog Box
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Step3  Select the members you want to add from the Fabric pane and click Add to Zone or click the zone where
you want to add members and click the Insert icon.

You see the Add Member to Zone dialog box as shown in Figure 16-11.

Figure 16-11 Add Member to Zone Dialog Box
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Note  The Device Aliasradio button isvisible only if device aliasisin enhanced mode. For more
information, see the “ Configuring Device Alias Modes” section on page 17-4.

Step4  Click the browse button and choose a port name or check the L UN check box and click the browse button
to configure LUNS.
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Step5  Click Add to add the member to the zone.

N
Note  When configuring azone member, you can specify that asingle LUN has multiple |Ds depending
on the operating system. You can select from six different operating systems.

Configuring the Default Zone Policy

To permit or deny traffic in the default zone using Fabric Manager, perform this task:

Stepl  Choose Zone > Edit Local Full Zone Database.
You see the Select VSAN dialog box.

Step2  Choose a VSAN and click OK.
You see the Edit Local Full Zone Database dialog box for the selected VSAN.

Step3  Choose Edit > Edit Default Zone Attributes to configure the default zone QoS priority attributes.
You see the Modify Default Zone Properties dialog box as shown in Figure 16-12.

Figure 16-12 Modify Default Zone Properties Dialog Box

[ ] Modify Default Zone Properties - /SAN/Fab... @

Palicy:

Propagation: activeZone...

[]Read Only
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[] Restrict Broadeast Frames to Zone Members
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Step4  Set the Policy drop-down list to per mit to permit traffic in the default zone, or set it to deny to block
traffic in the default zone.

Step5  Click OK to save these changes.

Zone Sets

This section describes zone sets and includes the following topics:
» About Zone Set Creation, page 16-13
« Activating a Zone Set, page 16-13
« Displaying Zone Membership Information, page 16-15
» About the Default Zone, page 16-16
- Configuring the Default Zone, page 16-16
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» About FC Alias Creation, page 16-17

» Creating FC Aliases, page 16-17

» Adding Membersto Aliases, page 16-18

« Converting Zone Members to pWWN-Based Members, page 16-20
- Zone Enforcement, page 16-21

About Zone Set Creation

In Figure 16-13, two separate sets are created, each with its own membership hierarchy and zone

members.
Figure 16-13 Hierarchy of Zone Sets, Zones, and Zone Members
Zone set A Zone set B

Ll
Ll
Ll

== = .
H1 H2 H3 s1 s2 ¢

Zones provide amethod for specifying access control, while zone sets are agrouping of zonesto enforce
access control in the fabric. Either zone set A or zone set B can be activated (but not together).

Tip Zone sets are configured with the names of the member zones and the VSAN (if the zone set isin a
configured VSAN).

Activating a Zone Set

Changes to a zone set do not take effect in afull zone set until you activate it.

To activate an existing zone set using Fabric Manager, perform this task:

Stepl  Choose Zone > Edit Local Full Zone Database.
You see the Select VSAN dialog box.
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Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Choose a VSAN and click OK.
You see the Edit Local Full Zone Database dialog box for the selected VSAN.
Click Activate to activate the zone set.

You see the preactivation check dialog box as shown in Figure 16-14.

Figure 16-14 Pre-Activation Check Dialog Box

Pre-activation check - /SAN/Fabric sw172-22-46-... &‘
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Click Yesto review the differences.

You see the Local vs. Active Differences dialog box as shown in Figure 16-15.

Figure 16-15 Local vs. Active Differences Dialog Box
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Click Close to close the dialog box.
You see the Save Configuration dialog box as shown in Figure 16-16.

Figure 16-16 Save Configuration Dialog Box

@) save Configuration - /[SAN/Fabric s... @
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Check the Save Running to Startup Configuration check box to save all changes to the startup
configuration.

Click Continue Activation to activate the zone set, or click Cancel to close the dialog box and discard
any unsaved changes.
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Zone Sets M

You see the Zone Log dialog box, which shows if the zone set activation was successful (see

Figure 16-17).

Figure 16-17

Zone Log Dialog Box
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To deactivate an existing zone set, perform this task:

Stepl  Right-click the zone set you want to deactivate, and then choose Deactivate from the pop-up menu.

Step2  Click OK in the confirmation dialog box to deactivate the zone set.

Displaying Zone Membership Information

To display zone membership information for members assigned to zonesin Fabric Manager, perform this

You see the Edit Local Full Zone Database dialog box for the selected VSAN.

task:

Stepl  Choose Zone > Edit Local Full Zone Database.
You see the Select VSAN dialog box.

Step2  ChooseaVSAN and click OK.

Step 3

Click Zones in the left pane. The right pane lists the members for each zone.
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N
Note  The default zone members are explicitly listed only when the default zone policy is configured

as permit. When the default zone policy is configured as deny, the members of this zone are not
shown. See the “Verifying Zone Information” section on page 16-28.

About the Default Zone

Each member of afabric (in effect a device attached to an Nx port) can belong to any zone. If a member
is not part of any active zone, it is considered to be part of the default zone. Therefore, if no zone set is
active in the fabric, all devices are considered to be in the default zone. Even though a member can
belong to multiple zones, a member that is part of the default zone cannot be part of any other zone. The
switch determines whether a port is a member of the default zone when the attached port comes up.

Note  Unlike configured zones, default zone information is not distributed to the other switches in the fabric.

Traffic can either be permitted or denied among members of the default zone. This information is not
distributed to all switches; it must be configured in each switch.

Note  When the switchisinitialized for the first time, no zones are configured and all members are considered
to be part of the default zone. Members are not permitted to communicate with each other.

Configure the default zone policy on each switch in the fabric. If you change the default zone policy on
one switch in afabric, be sure to change it on all the other switches in the fabric.

Note  The default settings for default zone configurations can be changed.

The default zone members are explicitly listed when the default policy is configured as permit or when
azone set is active. When the default policy is configured as deny, the members of this zone are not
explicitly enumerated when you view the active zone set.

You can change the default zone policy for any VSAN by choosing VSANxx > Default Zone from the
Logical Domains pane and clicking the Policies tab. It is recommended that you establish connectivity
among devices by assigning them to a nondefault zone.

Configuring the Default Zone

To permit or deny traffic to members in the default zone using Fabric Manager, perform this task:

Stepl1  Expand aVSAN, and then choose Default Zone in the Fabric Manager Logical Domains pane.
Step2  Click the Policies tab in the Information pane.

You see the zone policies information in the Information pane (see Figure 16-18).
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Step 3

Figure 16-18 Default Zone Policies

..l'!iﬂﬁ'lhd: - 1 BEAFSANDOOS [adming kecalbost] - Fabric Manager 3.0 [0, 150]

Fla Yew Jom Poch Pofomece Soee Hele

5 > | 0 =
At 4N BENERE | G2 YLES ¢ ] adenced
Logacad Do ﬁd-@." X1 T,
VAN -
! Membeirs | Linired | Polices | Sighys | Erfarced | Read Orfy Viciahors | Siafistics | LUM Toring Tlafisfics
VEAM dvibades Dtndl fore  Dwfet Jorw Deted fore Detsul Jone  Deet Tore
§ Diceraiirs Miarwinyir Eebch Deraricar FaadOniy Gl Qe Priceity  Devasdcasf  Propsgation Fapsged Froms  Shabon
A A0 et jm] m| [ lsctvelorase stischesii ri
Perl Securiy
Pt B -
- [
Privsical ARrkades e

law
b soe

1544

The active zone set is shown initalic type. After you make changes to the active zone set and before you
activate the changes, the zone set is shown in boldface italic type.

In the Default Zone Behavior field, choose either per mit or deny from the drop-down list.

About FC Alias Creation

Je

You can assign an alias hame and configure an alias member using the following values:
« PWWN—The WWN of the N port isin hex format (for example, 10:00:00:23:45:67:89:ab).

« fWWN—The WWN of the fabric port nameisin hex format (for example,
10:00:00:23:45:67:89:ab).

e« FCID—The N port ID isin 0xhhhhhh format (for example, Oxce00d1).

e Domain ID—Thedomain ID is an integer from 1 to 239. A mandatory port number of a non-Cisco
switch is required to complete this membership configuration.

» Interface—Interface-based zoning is similar to port-based zoning because the switch interface is
used to configure the zone. You can specify a switch interface as a zone member for both local and
remote switches. To specify aremote switch, enter the remote switch WWN (SWWN) or the domain
ID in the particular VSAN.

ﬁ The switch supports a maximum of 2048 aliases per VSAN.
Creating FC Aliases

To create an FC alias using Fabric Manager, perform this task:

Stepl  Choose Zone > Edit Local Full Zone Database.
You see the Select VSAN dialog box.

Step2  Choose a VSAN and click OK.
You see the Edit Local Full Zone Database dialog box for the selected VSAN.

Step3  Click FC-Aliasesin the lower left pane (see Figure 16-19). The right pane lists the existing aliases.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 16

Configuring and Managing Zones |

W Zone Sets

Send comments to nx5000-docfeedback@cisco.com

Step 4

Step 5
Step 6

Figure 16-19 Creating an FC Alias
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Click the Insert icon to create an alias.

You see the Create Alias dialog box as shown in Figure 16-20.

Figure 16-20 Create Alias Dialog Box
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Set the Alias Name and the pWWN.
Click OK to create the alias.

Adding Members to Aliases

Step 1

Step 2

To add a member to an alias using Fabric Manager, perform this task:

Choose Zone > Edit L ocal Full Zone Database.

You see the Select VSAN dialog box.
Choose a VSAN and click OK.

You see the Edit Local Full Zone Database dialog box for the selected VSAN as shown in Figure 16-21.
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Figure 16-21 Edit Local Full Zone Database Dialog Box
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Step 3
Step 4

Step 5

Click the alias (in the FC-Aliases folder) where you want to add members.

Select the member(s) you want to add from the Fabric pane (see Figure 16-21) and click Add to Alias.

Fabric Manager provides an alternative method for adding members to the alias. Instead of step 4,

perform steps 5 through 7.

Click the alias where you want to add members and click the I nsert icon.

You see the Add Member to Alias dialog box as shown in Figure 16-22.

Figure 16-22
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Step 6

Step 7

N

Note  The Device Alias radio button is visible only if device aliasisin enhanced mode. For more
information, see Configuring Device Alias Modes, page 17-4.

Click the browse button and choose a port name or check the L UN check box and click the browse button
to configure LUNS.

Click Add to add the member to the alias.

Converting Zone Members to pWWN-Based Members

Step 1

Step 2

Step 3
Step 4

Step 5
Step 6

Tip

Note

Note

You can convert zone and alias members from switch port or FC ID based membership to pWWN-based
membership. You can use this feature to convert to pWWN so that your zone configuration does not
change if a switch is changed in your fabric.

To convert switch port and FC ID membersto pWWN members using Fabric Manager, perform thistask:

Choose Zone > Edit Local Full Zone Database.

You see the Select VSAN dialog box.

Choose a VSAN and click OK.

You see the Edit Local Full Zone Database dialog box for the selected VSAN.

Click the zone you want to convert.

Choose Tools > Convert Switch Port/FCID membersto By pWWN.

You see the conversion dialog box, listing all members that will be converted.

Verify the changes and click Continue Conversion.

Click Yesin the confirmation dialog box to convert that member to pWWN-based membership.

You do not have to copy the running configuration to the startup configuration to store the active zone
set. However, you need to copy the running configuration to the startup configuration to explicitly store
full zone sets.

The pWWN of the virtual target does not appear in the zoning end devices database in Fabric Manager.
If you want to zonethevirtual device withapWWN, you must enter it in the Add Member to Zone dialog
box when creating a zone. However, if the device alias is in enhanced mode, the virtual device names
appear in the device alias database in the Fabric Manager zoning window. In this case, users can choose
to select either the device alias name or enter the pWWN in the Add Member to Zone dialog box. For
more information, see the “Adding Zone Members” section on page 16-10.

Be sure you understand how device alias modes work before enabling them. See Chapter 17,
“Distributing Device Alias Services’ for details and requirements about device alias modes.
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Zone Enforcement

Note

Zoning can be enforced in two ways: soft and hard. Each end device (N port) discovers other devicesin
the fabric by querying the name server. When adevicelogsin to the name server, the name server returns
the list of other devices that can be accessed by the querying device. If an N port does not know about

the FC IDs of other devices outside its zone, it cannot access those devices.

In soft zoning, zoning restrictions are applied only during interaction between the name server and the
end device. If an end device somehow knows the FC ID of a device outside its zone, it can access that
device.

Hard zoning is enforced by the hardware on each frame sent by an N port. As frames enter the switch,
source-destination I|Ds are compared with permitted combinationsto allow the frame at wire speed. Hard
zoning is applied to all forms of zoning.

Hard zoning enforces zoning restrictions on every frame, and prevents unauthorized access.

Cisco Nexus 5000 Series switches support both hard and soft zoning.

Zone Set Distribution

You can distribute full zone sets using one of two methods: one-time distribution or full zone set
distribution. Table 16-1 lists the differences between the methods.

Table 16-1 Zone Set Distribution Differences
One-Time Distribution Full Zone Set Distribution
Distributes the full zone set immediately. Does not distribute the full zone set immediately.

Does not distribute the full zone set information |Remembers to distribute the full zone set
along with the active zone set during activation, |information along with the active zone set during
deactivation, or merge process. activation, deactivation, and merge processes.

This section describes zone set distribution and includes the following topics:
» Enabling Full Zone Set Distribution, page 16-21
» Enabling a One-Time Distribution, page 16-22
« About Recovering from Link Isolation, page 16-23
- Importing and Exporting Zone Sets, page 16-23

Enabling Full Zone Set Distribution

All switches in the Cisco Nexus 5000 Series distribute active zone sets when new E port links come up
or when a new zone set is activated in a VSAN. The zone set distribution takes effect while sending
merge requests to the adjacent switch or while activating a zone set.

[ oL-16598-01
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Step 1

Step 2

Step 3
Step 4

To enable full zone set and active zone set distribution to all switches on aper VSAN basis using Fabric
Manager, perform this task:

Expand aVSAN and choose a zone set in the Logical Domains pane.

You see the zone set configuration in the Information pane. The Active Zones tab is the default.
Click the Policies tab.

You see the configured policies for the zone as shown in Figure 16-23.

Figure 16-23 Configured Policies for the Zone
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In the Propagation column, choose Full Zoneset from the drop-down list.
Click Apply Changes to propagate the full zone set.

Enabling a One-Time Distribution

Step 1

Step 2
Step 3

¢

Note

You can perform a one-time distribution of inactive, unmodified zone sets throughout the fabric.
To propagate a one-time distribution of the full zone set using Fabric Manager, perform this task:

Choose Zone > Edit Local Full Zone Database.

You see the Edit Local Full Zone Database dialog box.

Click the appropriate zone from the list in the left pane.

Click Distribute to distribute the full zone set across the fabric.

This procedure only distributes the full zone set information, it does not save the information to the
startup configuration. To save the full zone set, you must explicitly save the running configuration to the
startup configuration.

The one-time distribution of the full zone set is supported in interop 2 and interop 3 modes, and not in
interop 1 mode.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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About Recovering from Link Isolation

When two switches in afabric are merged using a TE or E port, these TE and E ports may become
isolated when the active zone set databases are different between the two switches or fabrics. WhenaTE
port or an E port become isolated, you can recover that port from its isolated state using one of three
options:

Import the neighboring switch's active zone set database and replace the current active zone set (see
Figure 16-24).

Export the current database to the neighboring switch.

Manually resolve the conflict by editing the full zone set, activating the corrected zone set, and then
bringing up the link.

Figure 16-24 Importing and Exporting the Database
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Importing and Exporting Zone Sets

Step 1

Step 2

To import or export the zone set information from or to an adjacent switch using Fabric Manager,
perform this task:

Choose Zone > Edit Local Full Zone Database.
You see the Edit Local Full Zone Database dialog box.

Choose Tools > Zone Merge Fail Recovery.

You see the Zone Merge Failure Recovery dialog box as shown in Figure 16-25.

[ oL-16598-01
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Figure 16-25 Zone Merge Failure Recovery Dialog Box
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Step3  Click the Import Active Zoneset or the Export Active Zoneset radio button.

Step4  Choose the switch from which to import or export the zone set information from the drop-down list.
Step5  Choose the VSAN from which to import or export the zone set information from the drop-down list.
Step6  Choose the interface to use for the import process.

Step7  Click OK toimport or export the active zone set.

Note  Enter theimport and export from a single switch. Importing from one switch and exporting from
another switch can lead to isolation again.

Zone Set Duplication

You can make a copy and then edit it without altering the existing active zone set. You can copy an active
zone set from the bootflash: directory, volatile: directory, or slotO to one of the following areas:

» Tothefull zone set
« Toaremote location (using FTP, SCP, SFTP, or TFTP)

The active zone set is not part of the full zone set. You cannot make changes to an existing zone set and
activate it if the full zone set islost or is not propagated.

A

Caution  Copying an active zone set to afull zone set may overwrite a zone with the same nameif it already exists
in the full zone set database.

This section includes the following topics:
» Copying Zone Sets, page 16-25
« About Backing Up and Restoring Zones, page 16-25
» Backing Up and Restoring Zones, page 16-25
» Renaming Zones, Zone Sets, and Aliases, page 16-26
» Cloning Zones, Zone Sets, FC Aliases, and Zone Attribute Groups, page 16-27

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Migrating a Non-MDS Database, page 16-28
» Clearing the Zone Server Database, page 16-28

Copying Zone Sets

On Cisco Nexus 5000 Series switches, you cannot edit an active zone set. However, you can copy an
active zone set to create a new zone set that you can edit.

To make a copy of a zone set using Fabric Manager, perform this task:

Stepl  Choose Zone > Copy Full Zone Database.
You see the Copy Full Zone Database dialog box as shown in Figure 16-26.

Figure 16-26 Copy Full Zone Database Dialog Box
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Step2  Click the Active or the Full radio button, depending on which type of database you want to copy.
Step3  Choose the source VSAN from the drop-down list.

Step4  If you selected Copy Full, choose the source switch and the destination VSAN from those drop-down
lists.

Step5  Choose the destination switch from the drop-down list.
Step6  Click Copy to copy the database.

About Backing Up and Restoring Zones

You can back up the zone configuration to aworkstation using TFTP. This zone backup file can then be
used to restore the zone configuration on a switch. Restoring the zone configuration overwrites any
existing zone configuration on a switch.

Backing Up and Restoring Zones

To back up or restore the full zone configuration using Fabric Manager, perform this task:

Stepl  Choose Zone > Edit Local Full Zone Database.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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You see the Select VSAN dialog box.
Step2  Choose a VSAN and click OK.
You see the Edit Local Full Zone Database dialog box for the selected VSAN.

Step3  ChooseFile> Backup to back up the existing zone configuration to aworkstation using TFTP, or choose
File > Restore to restore a saved zone configuration.

You see the Restore Zone Configuration dialog box as shown in Figure 16-27.

Figure 16-27 Restore Zone Configuration Dialog Box
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You can edit this configuration before restoring it to the switch.

Step4  Click Continue Restore, or click Close to close the dialog box without restoring.

Renaming Zones, Zone Sets, and Aliases

To rename a zone, zone set, or alias using Fabric Manager, perform this task:

Stepl  Choose Zone > Edit Local Full Zone Database.
You see the Select VSAN dialog box.
Step2  Choose a VSAN and click OK.
You see the Edit Local Full Zone Database dialog box for the selected VSAN as shown in Figure 16-28.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 16-28 Edit Local Full Zone Database Dialog Box
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Step3  Click azone or zone set in the left pane.
Step4  Choose Edit > Rename.
An edit box appears around the zone or zone set name.
Step 5 Enter a new name.
Step6  Click Activate or Distribute.

Cloning Zones, Zone Sets, FC Aliases, and Zone Attribute Groups

To clone a zone, zone set, fcalias, or zone-attribute-group, perform this task:

Stepl  Choose Zone > Edit Local Full Zone Database.

You see the Select VSAN dialog box.
Step2  ChooseaVSAN and click OK.

You see the Edit Local Full Zone Database dialog box for the selected VSAN.
Step3  Choose Edit > Clone.

You see the Clone Zoneset dialog box as shown in Figure 16-29. The default name is the word Clone
followed by the original name.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 4
Step 5

Figure 16-29 Clone Zoneset Dialog Box
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Change the name for the cloned entry.
Click OK to save the new clone.
The cloned database now appears along with the original database.

Migrating a Non-MDS Database

Step 1

Step 2

To use the Zone Migration Wizard to migrate a non-M DS database using Fabric Manager, perform this
task:

Choose Zone > Migrate Non-M DS Database.
You see the Zone Migration Wizard.
Follow the prompts in the wizard to migrate the database.

Clearing the Zone Server Database

You can clear all configured information in the zone server database for the specified VSAN.

To clear the zone server database, see the Cisco Cisco Nexus 5000 Series CLI Configuration Guide.

Clearing a zone set only erases the full zone database, not the active zone database.

After clearing the zone server database, you must explicitly copy the running configuration to the startup
configuration to save the configuration.

Verifying Zone Information

Step 1

To view zone information and statistics using Fabric Manager, perform this task:

Expand a VSAN and click a zone set in the Logical Domains pane.

You see the zone configuration in the Information pane.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 2
the selected zone.

Enhanced Zoning

Click the Read Only Violations, Statistics tab or the LUN Zoning Statistics tab to view statistics for

The zoning feature complieswith the FC-GS-4 and FC-SW-3 standards. Both standards support the basic
zoning functionalities explained in the previous section and the enhanced zoning functionalities

described in this section.

This section includes the following topics:

« About Enhanced Zoning, page 16-29

« Changing from Basic Zoning to Enhanced Zoning, page 16-30

- Changing from Enhanced Zoning to Basic Zoning, page 16-30

» Enabling Enhanced Zoning, page 16-31
» Merging the Database, page 16-31
- Analyzing a Zone Merge, page 16-32

» Configuring Zone Merge Control Policies, page 16-32

About Enhanced Zoning
Table 16-2 lists the advantages of the enhanced zoning feature in all switches in the Cisco Nexus 5000
Series.
Table 16-2 Advantages of Enhanced Zoning
Basic Zoning Enhanced Zoning Enhanced Zoning Advantages

Administrators can make simultaneous
configuration changes. Upon activation, one
administrator can overwrite another administrator’'s
changes.

Performs all configurations within a
single configuration session. When you
begin a session, the switch locks the
entire fabric to implement the change.

One configuration session for
the entire fabric to ensure
consistency within the fabric.

If azoneis part of multiple zone sets, you create an
instance of this zone in each zone set

References to the zone are used by the
zone sets as required once you define
the zone.

Reduced payload size as the
zone is referenced. The size
is more pronounced with
bigger databases.

The default zone policy is defined per switch. To
ensure smooth fabric operation, all switchesin the
fabric must have the same default zone setting.

Enforces and exchanges the default
zone setting throughout the fabric.

Fabric-wide policy
enforcement reduces
troubleshooting time.

To retrieve the results of the activation on a per
switch basis, the managing switch provides a
combined status about the activation. It does not
identify the failure switch.

Retrieves the activation results and the
nature of the problem from each remote
switch.

Enhanced error reporting
eases the troubleshooting
process

[ oL-16598-01
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Table 16-2 Advantages of Enhanced Zoning (continued)

Basic Zoning

Enhanced Zoning

Enhanced Zoning Advantages

To distribute the zoning database, you must
reactivate the same zone set. The reactivation may
affect hardware changesfor hard zoning on the local
switch and on remote switches.

Implements changes to the zoning
database and distributes it without
reactivation.

Distribution of zone sets
without activation avoids
hardware changes for hard
zoning in the switches.

The Cisco-specific zone member types (symbolic
node name, and other types) may be used by other
non-Cisco switches. During a merge, the

Cisco-specific types can be misunderstood by the

Provides a vendor ID along with a
vendor-specific type value to uniquely
identify a member type.

Unique vendor type.

non-Cisco switches.

The fWWN-based zone membership is only Supports fWWN-based membershipin |The fWWN-based member
supported in Cisco interop mode. the standard interop mode (interop type is standardized.
mode 1).

Changing from Basic Zoning to Enhanced Zoning

Step 1

Step 2

Tip

To change to the enhanced zoning mode from the basic mode, perform this task:

Verify that all switches in the fabric are capable of working in the enhanced mode.

If one or more switches are not capable of working in enhanced mode, then your request to move to
enhanced mode is rejected.

Set the operation mode to enhanced zoning mode.

You will automatically start a session, acquire a fabric wide lock, distribute the active and full zoning
database using the enhanced zoning data structures, distribute zoning policies and then release the lock.
All switches in the fabric then move to the enhanced zoning mode.

After moving from basic zoning to enhanced zoning, we recommend that you save the running
configuration.

Changing from Enhanced Zoning to Basic Zoning

Cisco SAN switches allow you to change from enhanced zoning to basic zoning to enable you to
downgrade and upgrade to other Cisco NX-OS releases.
To change to the basic zoning mode from the enhanced mode, perform this task:

Verify that the active and full zone set do not contain any configuration that is specific to the enhanced

If such configurations exist, delete them before proceeding with this procedure. If you do not delete the

Step 1

zoning mode.

existing configuration, the switch software automatically removes them.
Step2  Set the operation mode to basic zoning mode.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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You will automatically start a session, acquire afabric-wide lock, distribute the zoning information using
the basic zoning data structure, apply the configuration changes and release the lock from all switches
in the fabric. All switches in the fabric then move to basic zoning mode.

Enabling Enhanced Zoning

By default, the enhanced zoning feature is disabled in all switchesin the Cisco Nexus 5000 Series.
To enable enhanced zoning in a VSAN using Fabric Manager, perform this task:

Stepl  IntheLogical Domains pane, expand aVVSAN, and then choose a zone set.
You see the zone set configuration in the Information pane.
Step2  Click the Enhanced tab.
You see the current enhanced zoning configuration.
Step3  Inthe Action drop-down list, choose enhanced to enable enhanced zoning in this VSAN.
Step4  Click Apply Changesto save these changes.

Merging the Database

The merge method depends on the fabric-wide merge control setting:
« Restrict—If the two databases are not identical, the I SLs between the switches are isolated.
« Allow—The two databases are merged using the merge rules specified in Table 16-3.

Table 16-3 Database Zone Merge Status

Local Database Adjacent Database Merge Status |Results of the Merge

The databases contain zone sets with the same name but | Successful. The union of the local and

different zones, aliases, and attributes groups. adjacent databases.

The databases contains a zone, zone alias, or zone Failed. ISLs are isolated.

attribute group object with same name! but different

members.

Empty. Contains data. Successful. The adjacent database
information populates the
local database.

Contains data. Empty. Successful. The local database
information populates the
adjacent database.

1. Intheenhanced zoning mode, the active zone set does not have anamein interop mode 1. The zone set names are only present
for full zone sets.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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The merge process operates as follows:
1. The software compares the protocol versions. If the protocol versions differ, then the ISL isisolated.

2. If the protocol versions are the same, then the zone policies are compared. If the zone policies differ,
then the ISL isisolated.

3. If the zone merge options are the same, then the comparison is implemented based on the merge
control setting.

a. If the setting isrestrict, the active zone set and the full zone set should be identical. Otherwise,
the link isisolated.

b. If the setting is allow, then the merge rules are used to perform the merge.

Analyzing a Zone Merge

To perform a zone merge analysis using Fabric Manager, perform this task:

Stepl  Choose Zone > Merge Analysis.

You see the Zone Merge Analysis dialog box as shown in Figure 16-30.

Figure 16-30 Zone Merge Analysis Dialog Box
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Step2  Choose the first switch to be analyzed from the Check Switch 1 drop-down list.
Step3  Choose the second switch to be analyzed from the And Switch 2 drop-down list.

Step4  Enter the VSAN ID wherethe zone set merge failure occurred in the For Active Zoneset M erge Problems
in VSAN Id field.

Step5  Click Analyze to analyze the zone merge.
Step6  Click Clear to clear the analysis data in the Zone Merge Analysis dialog box.

Configuring Zone Merge Control Policies

To configure merge control policies, see the Cisco Cisco Nexus 5000 Series CLI Configuration Guide.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Compacting the Zone Database

You can delete excess zones and compact the zone database for the VSAN.

N
Note A merge failure occurs when a switch supports more than 2000 zones per VSAN but its neighbor does

not. Also, zone set activation can fail if the switch has more than 2000 zones per VSAN and not all
switches in the fabric support more than 2000 zones per VSAN.

To compact the zone database for downgrading, see the Cisco Cisco Nexus 5000 Series CLI
Configuration Guide.

Default Settings

Table 16-4 lists the default settings for basic zone parameters.

Table 16-4 Default Basic Zone Parameters

Parameters Default

Default zone policy Denied to all members.

Full zone set distribute The full zone set(s) is not distributed.
Enhanced zoning Disabled.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 1;

Distributing Device Alias Services

Switches in the Cisco Nexus 5000 Series support Distributed Device Alias Services (device aliases) on
afabric-wide basis.

This chapter includes the following sections:
« Information About Device Aliases, page 17-1
» Device Alias Databases, page 17-3
» Legacy Zone Alias Conversion, page 17-7
» Database Merge Guidelines, page 17-8
» Default Settings, page 17-9

Information About Device Aliases

When the port WWN (pWWN) of a device must be specified to configure features (for example, zoning,
DPVM, or port security) in a Cisco Nexus 5000 Series switch, you must assign the correct device name
each time you configure these features. An inaccurate device name may cause unexpected results. You
can circumvent this problem if you define a user-friendly name for apWWN and use thisnamein all the
configuration commands as required. These user-friendly names are referred to as device aliases in this
chapter.

This section includes the following topics:
» Device Alias Features, page 17-1
- Device Alias Requirements, page 17-2
« Zone Aliases Versus Device Aliases, page 17-2

Device Alias Features

Device aliases have the following features:
» Thedevicealiasinformation isindependent of the VSAN configuration.

- Thedevicealias configuration and distribution isindependent of the zone server and the zone server
database.

= You can import legacy zone alias configurations without losing data.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Thedevice alias application uses the Cisco Fabric Services (CFS) infrastructure to enable efficient
database management and distribution. Device aliases use the coordinated distribution mode and the
fabric-wide distribution scope (see Chapter 7, “Using Cisco Fabric Services').

- Basic and enhanced modes. See the “Device Alias Modes” section on page 17-3.

- Device aliases used to configure zones, VR zones, or port security features are displayed
automatically with their respective p?tWWNSs in the show command output.

Device Alias Requirements

Device aliases have the following requirements:
» You can only assign device aliases to pWWNs.
» There must be a one-to-one relationship between the p?WWWN and the device alias that mapsto it.

» A device alias nameisrestricted to 64 alphanumeric characters and may include one or more of the
following characters:

- atozandAtoZz

— Device alias names must begin with an al phabetic character (ato z or A to Z).
- 1to9

— - (hyphen) and _ (underscore)

— $(dollar sign) and » (up caret)

Zone Aliases Versus Device Aliases

Table 17-1 compares the configuration differences between zone-based alias configuration and device
alias configuration.

Table 17-1 Comparison Between Zone Aliases and Device Aliases
Zone-Based Aliases Device Aliases
Aliases are limited to the specified VSAN. Y ou can define device aliases without specifying the VSAN number.

Y ou can also use the same definition in one or more V SANs without
any restrictions.

Zone aliases are part of the zoning configuration. The |Device aliases can be used with any feature that uses the pWWN.
alias mapping cannot be used to configure other features.

You can use any zone member type to specify the end Only pWWNs are supported.

devices.
Configuration is contained within the zone server Device aliases are not restricted to zoning. Device alias
database and is not available to other features. configuration is available to the FCNS, zone, fcping, and

traceroute applications.
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Device Alias Databases

The device alias feature uses two databases to accept and implement device alias configurations.
- Effective database—The database currently used by the fabric.

» Pending database—Your subsequent device alias configuration changes are stored in the pending
database.

If you modify the device alias configuration, you need to commit or discard the changes as the fabric
remains locked during this period.

This section includes the following topics:
» Device Alias Modes, page 17-3
« Changing Device Alias Mode Guidelines, page 17-3
- Configuring Device Alias Modes, page 17-4
» About Device Alias Distribution, page 17-5
- Distributing the Device Alias Database, page 17-5
« About Creating a Device Alias, page 17-5
» Creating aDevice Alias, page 17-6
« Committing Changes, page 17-6
» Discarding Changes, page 17-7

Device Alias Modes

You can specify that aliases operate in basic or enhanced modes.

When operating in basic mode, which is the default mode, the device alias isimmediately expanded to
apWWN. In basic mode, when device aliases are changed to point to a new HBA, for example, that
change is not reflected in the zone server. Users must remove the previous HBA's pWWN, add the new
HBA’s pWWN, and then reactivate the zoneset.

When operating in enhanced mode, applications accept a device alias name in its “native” format.
Instead of expanding the device alias to a pWWN, the device alias name is stored in the configuration
and distributed in its native device alias format. So applications such as zone server, PSM or DPVM can
automatically keep track of the device alias membership changes and enforce them accordingly. The
primary benefit of operating in enhanced mode is that you have a single point of change.

Whenever you change device alias modes, the change is distributed to other switchesin the network only
if device alias distribution is enabled or on. Otherwise, the mode change only takes place on the local
switch.

Note  Enhanced mode, or native device alias-based configurations are not accepted in interop mode VSANSs.
IVR zoneset activation will fail in interop mode VSANs if the corresponding zones have native device
alias-based members.

Changing Device Alias Mode Guidelines

When changing device alias modes, follow these guidelines:

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
[ oL-16598-01 .m



Chapter 17 Distributing Device Alias Services |

B Device Alias Databases

Send comments to nx5000-docfeedback@cisco.com

If two fabricsrunning in different device alias modes are joined together, the device alias merge will
fail. There is no automatic conversion to one mode or the other during the merge process. In this
situation, you must to select one mode over the other.

Before changing from enhanced to basic mode, you must first explicitly remove all native device
alias-based configurations from both local and remote switches, or, replace all device alias-based
configuration members with the corresponding pWWN.

If you remove a device alias from the device alias database, all applications will automatically stop
enforcing the corresponding device alias. If that corresponding device alias is part of an active
zoneset, all the traffic to and from that pWWN is disrupted.

Renaming the device alias not only changes the device alias name in the device alias database, but
also replaces the corresponding device alias configuration in all the applications.

When a new device alias is added to the device alias database, and the application configuration is
present on that device alias, it automatically takes effect. For example, if the corresponding device
aliasispart of the active zoneset and the deviceisonline, then zoning is enforced automatically. You
do not have to reactivate the zoneset.

If adevice alias name is mapped to a new HBA's pWWN, then the application’s enforcement
changes accordingly. In this case, the zone server automatically enforces zoning based on the new
HBA’s pWWN.

Configuring Device Alias Modes

Step 1

Step 2
Step 3

Step 4

To configure device aliases to operate in enhanced mode using Fabric Manager, perform this task:

Expand End Devices, and then choose Device Alias in the Physical Attributes pane.
You see the device alias configuration in the Information pane as shown in Figure 17-1.
Click the M ode tab.

Choose enhanced from the ConfigM ode drop-down list.

Figure 17-1
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Click Apply Changes to commit and distribute these changes, or click Undo Changes to discard any

unsaved changes.
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About Device Alias Distribution

By default, device alias distribution is enabled. The device alias feature uses CFS to distribute the
modifications to all switchesin afabric.

If device alias distribution is disabled, database changes are not distributed to the switchesin the fabric.
The same changes would have to be performed manually on all switchesin the fabric to keep the device
alias database up-to-date. Database changes immediately take effect, so there would not be any pending
database and commit or abort operations either. If you have not committed the changes and you disable
distribution, then a commit task will fail.

The following example displays a failed device alias status:

Distributing the Device Alias Database

Step 1

Step 2
Step 3
Step 4
Step 5

To enable the device alias distribution using Fabric Manager, perform this task:

Expand End Devices, and then choose Device Alias in the Physical Attributes pane.

You see the device alias configuration in the Information pane as shown in Figure 17-2.

Figure 17-2 Device Aliases in Fabric Manager
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Click the CFStab.
Choose enable from the Feature Admin column to enable switch aliases.
Choose commitChanges from the Config Action column for the newly enabled switches.

Click Apply Changesto commit and distribute these changes, or click Undo Changes to discard any
unsaved changes.

About Creating a Device Alias

When you perform any device alias configuration task (regardless of which device alias task), the fabric
is automatically locked for the device alias feature. Once you lock the fabric, the following situations
apply:

» No other user can make any configuration changes to this feature.

» A copy of the effective database is obtained and used as the pending database. Subsequent
modifications are made to the pending database. The pending database remains in use until you
commit the modifications to the pending database or discard (abort) the changes to the pending
database.

[ oL-16598-01
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Creating a Device Alias

To lock the fabric using Fabric Manager, perform this task:

N

Note  You create adevice alias for alocked fabric in the pending database.

Stepl  Expand End Devices, and then choose Device Alias in the Physical Attributes pane.
You see the device alias configuration in the Information pane.

Step2  Click the Configuration tab and click the Create Row icon.
You see the Create Device Alias dialog box as shown in Figure 17-3.

Figure 17-3 Create Device Alias Dialog Box
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Step3  Complete the Alias name and pWWN fields.
Step4  Click Createto create this alias.

Committing Changes

If you commit the changes made to the pending database, the following events occur:
1. The pending database content overwrites the effective database content.

2. The pending database is distributed to the switches in the fabric and the effective database on those
switches is overwritten with the new changes.

3. The pending database is emptied of its contents.
4. Thefabric lock is released for this feature.
To commit the changes to the device alias database using Fabric Manager, perform this task:

Stepl  Expand End Devices, and then choose Device Alias in the Physical Attributes pane.
You see the device alias configuration in the Information pane.

Step2  Click the CFStab.

Step3  Choose enable from the Feature Admin column to enable switch aliases.

Step4  Choose commitChanges from the Config Action column for the newly enabled switches.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step5  Click Apply Changesto commit and distribute these changes, or click Undo Changes to discard any
unsaved changes.

Discarding Changes

If you discard the changes made to the pending database, the following events occur:
1. The effective database contents remain unaffected.

2. The pending database is emptied of its contents.

3. Thefabric lock isreleased for this feature.
To discard the device alias session using Fabric Manager, perform this task:

Step1  Expand End Devices, and then choose Device Alias in the Physical Attributes pane.
You see the device alias configuration in the Information pane.

Step2  Click the CFStab.

Step3  Choose abort from the Config Action column for the newly enabled switches.

Step4  Click Apply Changes to discard the changes.

Legacy Zone Alias Conversion

You can import legacy zone alias configurations to use this feature without losing dataiif they satisfy the
following restrictions:

- Each zone dias has only one member.
» The member type is pWWN.

If any name or definition conflict exists, the zone aliases are not imported.

Tip Ensure that you copy any required zone aliases to the device alias database as required by your
configuration.

When an import operation is complete, the modified alias database is distributed to all other switchesin
the physical fabric when you perform the commit operation. If you do not want to distribute the
configuration to other switchesin the fabric, you can perform the abort operation and the merge changes
are completely discarded.

Using Device Aliases or FC Aliases

You can change whether Fabric Manager uses FC aliases or global device aliases from Fabric Manager
Client without restarting Fabric Manager Server.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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To change whether Fabric Manager uses FC aliases or global device aliases, perform this task:

Stepl  Click Server > Admin.
You see the Control Panel dialog box with the Fabrics tab open (see Figure 17-4).

Figure 17-4 Control Panel Dialog Box
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Step2  Check the FC Alias check box to use FC aliases or uncheck to use global device aliases for each fabric
that you are managing with Fabric Manager Server.

Step3  Click Apply to save these changes.

Database Merge Guidelines

When merging two device alias databases, follow these guidelines:
» Verify that two device aliases with different names are not mapped to the same pWWN.
« Verify that two identical p®WWNs are not mapped to two different device aliases.

» Verify that the combined number of device aliases in both databases does not exceed 8K (8191
devicealiases) in fabrics running Cisco MDS SAN-OSrelease 3.0 (x) and earlier, and 20K in fabrics
running Cisco MDS SAN-OS release 3.1(x) and later.

If the combined number of device entries in both databases exceeds the supported configuration
limit, then the merge will fail. For example, if database N has 6000 device aliases and database M
has 2192 device aliases, and you are running SAN-OS 3.0(x) or earlier, then this merge operation
will fail. Merge operations will also fail if there is a device alias mode mismatch.

For additional information, see the “CFS Merge Support” section on page 7-6.
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Default Settings

Table 17-2 lists the default settings for device alias parameters.

Table 17-2 Default Device Alias Parameters

Parameters Default

Device alias distribution Enabled.

Device alias mode Basic.

Database in use Effective database.

Database to accept changes Pending database.

Device alias fabric lock state L ocked with the first device alias task.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 18

Configuring Fibre Channel Routing Services and
Protocols

Fabric Shortest Path First (FSPF) is the standard path selection protocol used by Fibre Channel fabrics.
The FSPF feature is enabled by default on the E mode and TE mode Fibre Channel interfaces on Cisco
Nexus 5000 Series switches. Except in configurationsthat require special consideration, you do not need
to configure any FSPF services. FSPF automatically calculates the best path between any two switches
in afabric. FSPF provides the following capabilities:

Dynamically computes routes throughout a fabric by establishing the shortest and quickest path
between any two switches.

Selects an alternative path in the event of the failure of a given path. FSPF supports multiple paths
and automatically computes an alternative path around afailed link. It provides a preferred route
when two equal paths are available.

This chapter provides details on Fibre Channel routing services and protocols. It includes the following
sections:

Information About FSPF, page 18-1
FSPF Global Configuration, page 18-3
FSPF Interface Configuration, page 18-5
FSPF Routes, page 18-11

In-Order Delivery, page 18-12

Default Settings, page 18-16

Information About FSPF

FSPFisthe protocol currently standardized by the T11 committee for routing in Fibre Channel networks.
The FSPF protocol has the following characteristics and features:

Supports multipath routing.

Bases path status on alink state protocol.

Routes hop by hop, based only on the domain ID.

Runs only on E ports or TE ports and provides a loop free topology.

Runs on a per VSAN basis. Connectivity in agiven VSAN in afabric is guaranteed only for the
switches configured in that VSAN.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 18  Configuring Fibre Channel Routing Services and Protocols |

M information About FSPF

Send comments to nx5000-docfeedback@cisco.com

» Uses atopology database to keep track of the state of the links on all switches in the fabric and
associates a cost with each link.

- Guarantees a fast reconvergence time in case of a topology change. Uses the standard Dijkstra
algorithm, but there is a static dynamic option for a more robust, efficient, and incremental Dijkstra
algorithm. The reconvergence time is fast and efficient as the route computation is done on a per
VSAN basis.

FSPF Examples

This section provides examples of topologies and applications that demonstrate the benefits of FSPF.

S

Note  The FSPF feature can be used on any topology.

Fault Tolerant Fabric Example

Figure 18-1 depicts a fault tolerant fabric using a partial mesh topology. If alink goes down anywhere
inthefabric, any switch can still communicate with all othersinthefabric. In the sameway, if any switch
goes down, the connectivity of the rest of the fabric is preserved.

Figure 18-1 Fault Tolerant Fabric
A B C
&y & &5

D’ ’E

For example, if all links are of equal speed, the FSPF calculates two equal paths from A to C: A-D-C
(green) and A-E-C (blue).

79541

Redundant Link Example

To improve on the topology in Figure 18-1, each connection between any pair of switches can be
replicated; two or more links can be present between a pair of switches. Figure 18-2 shows this
arrangement. Because switches in the Cisco Nexus 5000 Series support port channels, each pair of
physical links can appear to the FSPF protocol as one single logical link.

By bundling pairs of physical links, FSPF efficiency is considerably improved by the reduced database
size and the frequency of link updates. Once physical links are aggregated, failures are not attached to a
single link but to the entire SAN port channel. This configuration also improves the resiliency of the
network. The failure of alink in a SAN port channel does not trigger a route change, which reduces the
risks of routing loops, traffic loss, or fabric downtime for route reconfiguration.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 18-2 Fault Tolerant Fabric with Redundant Links

79542

For example, if all links are of equal speed and no SAN port channels exist, the FSPF cal culates four
equal pathsfrom A to C: A1-E-C, A2-E-C, A3-D-C, and A4-D-C. If SAN port channels exist, these paths
are reduced to two.

FSPF Global Configuration

By default, FSPF is enabled on switches in the Cisco Nexus 5000 Series.

Some FSPF features can be globally configured in each VSAN. By configuring a feature for the entire
VSAN, you do not have to specify the VSAN number for every command. This global configuration
feature also reduces the chance of typing errors or other minor configuration errors.

N

Note  FSPFisenabled by default. Generally, you do not need to configure these advanced features.

A

Caution  Thedefault for the backbone regionis0 (zero). You do not need to change this setting unless your region
is different from the default. If you are operating with other vendors using the backbone region, you can
change this default to be compatible with those settings.

This section includes the following topics:
» About SPF Computational Hold Times, page 18-3
« About Link State Records, page 18-3
» Configuring FSPF on a VSAN, page 18-4
» Resetting FSPF to the Default Configuration, page 18-5
» Enabling or Disabling FSPF, page 18-5

About SPF Computational Hold Times
The SPF computational hold time sets the minimum time between two consecutive SPF computations

on the VSAN. Setting this to a small value means that FSPF reacts faster to any fabric changes by
recomputing paths on the VSAN. A small SPF computational hold time uses more switch CPU time.

About Link State Records

Each time a new switch enters the fabric, alink state record (LSR) is sent to the neighboring switches,
and then flooded throughout the fabric.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 18-1 displays the default settings for switch responses.

Table 18-1 LSR Default Settings
LSR Option Default Description
Acknowledgment 5seconds |Thetime aswitch waitsfor an acknowledgment from the LSR
interval (Rxmtlnterval) before retransmission.
Refresh time 30 minutes | The time a switch waits before sending an L SR refresh
(LSRefreshTime) transmission.
Maximum age (MaxAge) |60 minutes |The time a switch waits before dropping the LSR from the
database.

The LSR minimum arrival time is the period between receiving L SR updates on this VSAN. Any LSR
updates that arrive before the LSR minimum arrival time are discarded.

The LSR minimum interval time is the frequency at which this switch sends L SR updates on a VSAN.

Configuring FSPF on a VSAN

To configure an FSPF feature for the entire VSAN using Fabric Manager, perform this task:

Stepl  Expand a Fabric, expand a VSAN, and then choose FSPF for aVSAN that you want to configure for
FSPF.

You see the FSPF configuration in the Information pane as shown in Figure 18-3.

Figure 18-3 FSPF General Information
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You can enter valuesfor Regionl D, Spf Comp Holdtime, LSR Min Arrival, and LSR Min Interval. These
values apply to all interfaces on the VSAN.

Step2  Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.
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Resetting FSPF to the Default Configuration

To return the FSPF VSAN global configuration to its factory default using Fabric Manager, perform this
task:

Stepl  Expand a Fabric, expand a VSAN and then choose FSPF for a VSAN that you want to configure for
FSPF.

You see the FSPF configuration in the Information pane as shown in Figure 18-3.
Step2  Check the SetToDefault check box for a switch.

Step3  Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

Enabling or Disabling FSPF

To enable or disable FSPF using Fabric Manager, perform this task:

Step1  Expand a Fabric, expand aVSAN, and then choose FSPF for a VSAN that you want to configure for
FSPF.

You see the FSPF configuration in the Information pane as shown in Figure 18-3.
Step2  Set the Status Admin drop-down list to up to enable FSPF or to down to disable FSPF.

Step3  Click Apply Changesto save these changes, or click Undo Changes to discard any unsaved changes.

FSPF Interface Configuration

Several FSPF commands are available on a per-interface basis. These configuration procedures apply to
an interface in a specific VSAN.

This section includes the following topics:
» About FSPF Link Cost, page 18-6
- Configuring FSPF Link Cost, page 18-6
« About Hello Time Intervals, page 18-6
« Configuring Hello Time Intervals, page 18-7
« About Dead Time Intervals, page 18-7
« Configuring Dead Time Intervals, page 18-7
- About Retransmitting Intervals, page 18-7
» Configuring Retransmitting Intervals, page 18-8
» About Disabling FSPF for Specific Interfaces, page 18-8
» Disabling FSPF for Specific Interfaces, page 18-8
» Displaying the FSPF Database, page 18-9

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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» Viewing FSPF Statistics, page 18-10

About FSPF Link Cost

FSPF tracksthe state of links on all switchesin the fabric, associates a cost with each link in its database,
and then chooses the path with a minimal cost. The cost associated with an interface can be
administratively changed to implement the FSPF route selection. The integer value to specify cost can
range from 1 to 65,535. The default cost for 1 Gbpsis 1000 and for 2 Gbpsis 500.

Configuring FSPF Link Cost

To configure FSPF link cost using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.
Step2  Click the FSPF tab.

You see the FSPF interface configuration in the Information pane as shown in Figure 18-4.

Figure 18-4 Fibre Channel Physical FSPF Interface
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Step3  Double-click in the Cost field of a switch and change the value.

Step4  Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

About Hello Time Intervals

You can set the FSPF Hello time interval to specify theinterval between the periodic hello messages sent
to verify the health of the link. The integer value can range from 1 to 65,535 seconds.

S

Note  Thisvalue must be the same in the ports at both ends of the ISL.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuring Hello Time Intervals

To configure the FSPF Hello time interval using Fabric Manager, perform this task:

Stepl  Inthe Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.
Step2  Click the FSPF tab.
You see the FSPF interface configuration in the Information pane as shown in Figure 18-4.
Step3  Change the Hello Interval field for a switch.
Step4  Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

About Dead Time Intervals

You can set the FSPF dead time interval to specify the maximum interval for which a hello message must
be received before the neighbor is considered lost and removed from the database. The integer value can
range from 1 to 65,535 seconds.

N

Note  Thisvalue must be the same in the ports at both ends of the ISL.

Configuring Dead Time Intervals

To configure the FSPF dead time interval using Fabric Manager, perform this task:

Step1  Inthe Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.
Step2  Click the FSPF tab.
You see the FSPF interface configuration in the Information pane as shown in Figure 18-4.
Step3  Double-click the Dead Interval field for a switch and provide a new value.

Step4  Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

About Retransmitting Intervals

You can specify the time after which an unacknowledged link state update should be transmitted on the
interface. The integer value to specify retransmit intervals can range from 1 to 65,535 seconds.

N

mte This value must be the same on the switches on both ends of the interface.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuring Retransmitting Intervals

Step 1

Step 2

Step 3
Step 4

To configure the FSPF retransmit time interval using Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.

You see the interface configuration in the Information pane.

Click the FSPF tab.

You see the FSPF interface configuration in the Information pane as shown in Figure 18-4.
Double-click the ReTx Interval field and enter a value.

Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

About Disabling FSPF for Specific Interfaces

~

Note

You can disable the FSPF protocol for selected interfaces. By default, FSPF is enabled on all E portsand
TE ports. This default can be disabled by setting the interface as passive.

FSPF must be enabled at both ends of the interface for the protocol to work.

Disabling FSPF for Specific Interfaces

Step 1

Step 2

Step 3
Step 4

You can disable the FSPF protocol for selected interfaces. By default, FSPF is enabled on all E portsand
TE ports. This default can be disabled by setting the interface as passive.

To disable FSPF for a specific interface using Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.

You see the interface configuration in the Information pane.

Click the FSPF tab.

You see the FSPF interface configuration in the Information pane as shown in Figure 18-4.

In the Admin Status drop-down list, choose down.

Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

You can disable the FSPF protocol for selected interfaces. By default, FSPF is enabled on all E portsand
TE ports. This default can be disabled by setting the interface as passive.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Displaying the FSPF Database

Step 1

Step 2

The FSPF database for a specified VSAN includes the following information:
« Link State Record (LSR) type
« Domain ID of the LSR owner
« Domain ID of the advertising router
- LSRage
- LSRincarnation member
»  Number of links
To display the FSPF database using Device Manager, perform this task:

Choose FC > Advanced > FSPF.
You see the FSPF dialog box as shown in Figure 18-5.

Figure 18-5 FSPF Dialog Box in Device Manager
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Click the LSDB L SRs tab.
You see the FSPF database information as shown in Figure 18-6.
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FSPF Database Information in the LSDB LSRs Tab

Figure 18-6
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Step3  Click Close to close the dialog box.

Viewing FSPF Statistics

To view FSPF statistics using Fabric Manager, perform this task:

Stepl  Expand a Fabric, expand a VSAN, and then choose FSPF in the Logical Domains pane.
You see the FSPF configuration dialog box.
Step2  Click the Statistics tab.
You see the FSPF VSAN statistics in the Information pane as shown in Figure 18-7.
Figure 18-7 FSPF VSAN Statistics
& AANIF sbaic vl TF 27 461 SUVEIMODD| [segmented @ we] 7257 46 M) [adrminglecalheai] - Fabric Manages T0[0. ¥5]
Do Yew e fom Pwleesds ees D
ati I CRBOERE GR WEES | ¢ ¥ s
[ Ae— :@, & H =Y, --..4._.._..,.I_.ul__r_fnf._..zn_‘r-pfnv:m—mhl.m
: ;_'1‘?,:.':_::::'““ Gl ey ey pe—"———
§ VLN | gt ) w1 T T ik e g
" N s e v B SN T I T
Step3  Click the Interface Statistics tab.
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You see the FSPF interface statistics in the Information pane.

FSPF Routes

FSPF routes traffic across the fabric, based on entries in the FSPF database. These routes can be learned
dynamically, or configured statically.

This section includes the following topics:
« About Fibre Channel Routes, page 18-11
- Configuring Fibre Channel Routes, page 18-11

About Fibre Channel Routes

Each port implements forwarding logic, which forwards frames based on its FC ID. Using the FC ID for
the specified interface and domain, you can configure the specified route (for example, FC ID 111211
and domain ID 3) in the switch with domain ID 1 (see Figure 18-8).

Figure 18-8 Fibre Channel Routes

Domain ID 7

Domaln ID 1 Domain ID 3

/

FCID 111211

79944

Configuring Fibre Channel Routes

If you disable FSPF, you can manually configure a Fibre Channel route. To configure a Fibre Channel
route using Device Manager, perform this task:

Stepl  Click FC > Advanced > Routes.
You see the FC Static Route Configuration dialog box as shown in Figure 18-9.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 2

Step 3
Step 4
Step 5
Step 6
Step 7
Step 8

Figure 18-9 Fibre Channel Static Route Configuration Dialog Box
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Click Create to create a static route.
You see the Create Route dialog box as shown in Figure 18-10.

Figure 18-10 Create Fibre Channel Route Dialog Box
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Choose the VSAN ID that for which you are configuring this route.

Fill in the destination address and destination mask for the device you are configuring a route.
Choose the interface that you want to use to reach this destination.

Choose the next hop domain ID and route metric.

Check either the local or remote radio button.

Click Create to save these changes, or click Close to discard any unsaved changes.

In-Order Delivery

In-order delivery (I0OD) of dataframes guarantees frame delivery to a destination in the same order that
they were sent by the originator.

Some Fibre Channel protocols or applications cannot handle out-of-order frame delivery. In these cases,
switchesin the Cisco Nexus 5000 Series preserve frame ordering in the frame flow. The source ID (SID),
destination ID (DID), and optionally the originator exchange ID (OX 1D) identify the flow of the frame.

On aswitch with IOD enabled, all frames received by a specific ingress port and destined to a certain
egress port are always delivered in the same order in which they were received.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Use 10D only if your environment cannot support out-of-order frame delivery.

pe

Tip If you enable the in-order delivery feature, the graceful shutdown feature is not implemented.

This section includes the following topics:
« About Reordering Network Frames, page 18-13
« About Reordering SAN Port Channel Frames, page 18-13
« About Enabling In-Order Delivery, page 18-14
« Enabling In-Order Delivery Globally, page 18-15
- Enabling In-Order Delivery for a VSAN, page 18-15
- Configuring the Drop Latency Time, page 18-15

About Reordering Network Frames

When you experience a route change in the network, the new selected path may be faster or less
congested than the old route.

Figure 18-11 Route Change Delivery
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\\‘
’ Frame 4H Frame 3‘ 57
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In Figure 18-11, the new path from Switch 1 to Switch 4 is faster. In this scenario, Frame 3 and Frame
4 may be delivered before Frame 1 and Frame 2.

If the in-order guarantee feature is enabled, the frames within the network are delivered as follows:
« Framesin the network are delivered in the order in which they are transmitted.

» Framesthat cannot be delivered in order within the network latency drop period are dropped inside
the network.

About Reordering SAN Port Channel Frames

When alink change occursin a SAN port channel, the frames for the same exchange or the same flow
can switch from one path to another faster path.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
[ oL-16598-01 .m



Chapter 18  Configuring Fibre Channel Routing Services and Protocols |

M In-Order Delivery

Send comments to nx5000-docfeedback@cisco.com

Figure 18-12 Link Congestion Delivery
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In Figure 18-12, the port of the old path (red dot) is congested. In this scenario, Frame 3 and Frame 4
can be delivered before Frame 1 and Frame 2.

When the in-order delivery feature is enabled and a port channel link change occurs, the frames crossing
the SAN port channel are delivered as follows:

» Frames using the old path are delivered before new frames are accepted.

- Thenew framesare delivered through the new path after the network latency drop period has el apsed
and all old frames are flushed.

Frames that cannot be delivered in order through the old path within the network latency drop period are
dropped. See the “ Configuring the Drop Latency Time” section on page 18-15.

About Enabling In-Order Delivery

Je

Tip

You can enable the in-order delivery feature for a specific VSAN or for the entire switch. By default,
in-order delivery is disabled on switches in the Cisco Nexus 5000 Series.

We recommend that you only enable this feature when devices that cannot handle any out-of-order
framesare present in the switch. Load-balancing algorithms within the Cisco Nexus 5000 Series switch
ensure that frames are delivered in order during normal fabric operation. The |oad-balancing algorithms
based on source FC ID, destination FC ID, and exchange ID are enforced in hardware without any
performance degradation. However, if the fabric encounters afailure and the in-order delivery featureis
enabled, the recovery will be delayed because of an intentional pausing of fabric forwarding to purgethe
fabric of resident frames that could potentially be forwarded out-of-order.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Enabling In-Order Delivery Globally

To ensure that the in-order delivery parameters are uniform across all VSANs on the switch, enable
in-order delivery globally.

Only enable in-order delivery globally if thisis arequirement across your entire fabric. Otherwise,
enable 10D only for the VSANSs that require this feature.

Enabling In-Order Delivery for a VSAN

Step 1
Step 2

Step 3
Step 4

When you create a VSAN, that VSAN automatically inherits the global in-order guarantee value. You
can override this global value by enabling or disabling in-order guarantee for the new VSAN.

To use the lowest domain switch for the multicast tree computation using Fabric Manager, perform this
task:

Expand afabric and then choose All VSANS.
Click the Attributes tab.

You see the general VSAN attributes in the Information pane as shown in Figure 18-13.

Figure 18-13 General VSAN Attributes
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Check the InOrder Delivery check box to enable |OD for the switch.

Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

Configuring the Drop Latency Time

Step 1

Step 2

You can change the default latency time for either the entire switch or a specified VSAN in a switch.
To configure the drop latency time for a switch using Fabric Manager, perform this task:

Expand a fabric and then choose All VSANS.
You see the VSAN configuration in the Information pane.
Click the Attributes tab.

[ oL-16598-01
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Step 3
Step 4

You see the general VSAN attributes in the Information pane as shown in Figure 18-14.

Figure 18-14 General VSAN Attributes
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Double-click the Network Latency field and change the value.

Click Apply Changes to save these changes, or click Undo Changes to discard any unsaved changes.

Default Settings

Table 18-2 lists the default settings for FSPF features.

Table 18-2 Default FSPF Settings

Parameters Default

FSPF Enabled on all E ports and TE ports.

SPF computation Dynamic.

SPF hold time 0.

Backbone region 0.

Acknowledgment interval (Rxmtinterval) |5 seconds.

Refresh time (L SRefreshTime) 30 minutes.

Maximum age (MaxAge) 60 minutes.

Hello interval 20 seconds.

Dead interval 80 seconds.

Distribution tree information Derived from the principal switch (root node).

Routing table FSPF stores up to 16 equal cost paths to a given
destination.

Load balancing Based on destination I D and source I D on different, equal
cost paths.

In-order delivery Disabled.

Drop latency Disabled.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 18-2 Default FSPF Settings (continued)

Parameters Default

Static route cost If the cost (metric) of the route is not specified, the
default is 10.

Remote destination switch If the remote destination switch is not specified, the
default is direct.

Multicast routing Uses the principal switch to compute the multicast tree.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 19

Managing FLOGI, Name Server, FDMI, and RSCN
Databases

This chapter describes the fabric login (FLOGI) database, the name server features, the Fabric-Device
Management Interface (FDM1), and Registered State Change Notification (RSCN) information provided
in Cisco Nexus 5000 Series switches. It includes the following sections:

- Information About Fabric Login, page 19-1
< Name Server Proxy, page 19-2

- FDMI, page 19-4

- Displaying FDMI, page 19-4

« RSCN, page 19-5

» Default Settings, page 19-8

Information About Fabric Login

In aFibre Channel fabric, each host or disk requires an FC ID. If the required device is displayed in the
FLOGI table, the fabric login is successful. Examine the FLOGI database on a switch that is directly
connected to the host HBA and connected ports. See the “Default Company ID List” section on

page 22-7 and the “ Switch Interoperability” section on page 22-7.

To verify that a storage device is in the fabric login (FLOGI) table using Fabric Manager, perform this
task:

Stepl  Inthe Physical Attributes pane, expand Switches > | nterfaces, and then choose FC Physical.
You see the interface configuration in the Information pane.

Step2  Click the FLOGI tab.
You see all end devices that are logged into the fabric as shown in Figure 19-1.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 19-1 FLOGI Physical Interfaces
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Name Server Proxy

The name server functionality maintains a database containing the attributes for all hosts and storage
devices in each VSAN. Name servers allow a database entry to be modified by a device that originally
registered the information.

The proxy feature is useful when you need to modify (update or delete) the contents of a database entry
that was previously registered by a different device.

This section includes the following topics:
» About Registering Name Server Proxies, page 19-2
» Registering Name Server Proxies, page 19-2
» About Rejecting Duplicate pWWNSs, page 19-3
» Rejecting Duplicate pWWNs, page 19-3
» About Name Server Database Entries, page 19-3
« Viewing Name Server Database Entries, page 19-3

About Registering Name Server Proxies

All name server registration requests come from the same port whose parameter is registered or changed.
If it does not, then the request is rejected.

This authorization enables WWNSs to register specific parameters for another node.

Registering Name Server Proxies

Step 1

Step 2

To register the name server proxy using Fabric Manager, perform this task:

Expand afabric, expand a VSAN, and then choose Advanced.

You see the VSAN advanced configuration in the Information pane.

Click the NS Proxies tab.

You see the existing name server proxy for the selected VSAN as shown in Figure 19-2.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 19-2 Name Server Proxies
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Step3  Double-click the PortName field and enter a new value to register a new name server proxy.

Step4  Click Apply Changes to save these changes, or click Undo Changes to cancel any unsaved changes.

About Rejecting Duplicate pWWNs

You can prevent malicious or accidental log in using another device’s p?WWN. These pWWNSs are
allowed to log in to the fabric and replace the first device in the name server database.

Rejecting Duplicate pWWNSs

To reject duplicate pWWNs, see the Cisco Cisco Nexus 5000 Series CLI Configuration Guide.

About Name Server Database Entries

The name server stores name entries for all hostsin the FCNS database. The name server permits an Nx
port to register attributes during a PLOGI (to the name server) to obtain attributes of other hosts. These
attributes are deregistered when the Nx port logs out either explicitly or implicitly.

In amultiswitch fabric configuration, the name server instances running on each switch shares
information in a distributed database. One instance of the name server process runs on each switch.

Viewing Name Server Database Entries

To view the name server database using Device Manager, perform this task:

Stepl  Click FC > Name Server.

You see the Name Server dialog box as shown in Figure 19-3.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 2

Step 3

FDMI

Figure 19-3 Name Server Dialog Box
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The General tab is the default tab; you see the name server database.
Click the Statistics tab.

You see the name server statistics.

Click Close to close the dialog box.

Cisco Nexus 5000 Series switches provide support for the Fabric-Device Management Interface (FDMI)
functionality, as described in the FC-GS-4 standard. FDM| enables management of devicessuch asFibre
Channel host bus adapters (HBAS) through in-band communications. This addition complements the
existing Fibre Channel name server and management server functions.

Using the FDM1 functionality, the switch software can extract the following management information
about attached HBAs and host operating systems without installing proprietary host agents:

- Manufacturer, model, and serial number
» Node name and node symbolic name
- Hardware, driver, and firmware versions
» Host operating system (OS) name and version number
All FDMI entries are stored in persistent storage and are retrieved when the FDMI process is started.

Displaying FDMI

Step 1

Step 2

To display the FDMI database information using Device Manager, perform this task:

Click FC > Advanced > FDMI
You see the FDMI dialog box.
Click the HBA tab, the Versions tab or the Tar gets tab.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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RSCN

The Registered State Change Notification (RSCN) is a Fibre Channel service that informs hosts about
changes in the fabric. Hosts can receive this information by registering with the fabric controller
(through SCR). These notifications provide a timely indication of one or more of the following events:

- Disksjoining or leaving the fabric

« A name server registration change

« A new zone enforcement

» |P address change

« Any other similar event that affects the operation of the host
This section includes the following topics:

» About RSCN Information, page 19-5

» Displaying RSCN Information, page 19-5

« About the multi-pid Option, page 19-6

« Configuring the multi-pid Option, page 19-6

» Configuring the multi-pid Option, page 19-6

» Configuring the multi-pid Option, page 19-6

- Clearing RSCN Statistics, page 19-7

« RSCN Timer Configuration Distribution Using CFS, page 19-7

» Configuring the RSCN Timer with CFS, page 19-8

About RSCN Information

A switch RSCN (SW-RSCN) is sent to registered hosts and to all reachable switches in the fabric.

N

Note  The switch sends an RSCN to notify registered nodes that a change has occurred. It is up to the nodes to
guery the name server again to obtain the new information. The details of the changed information are
not delivered by the switch in the RSCN sent to the nodes.

Displaying RSCN Information

To display RSCN information using Fabric Manager, perform this task:

Stepl  Expand afabric, expand a VSAN, and then choose Advanced.
You see the VSAN advanced configuration in the Information pane.
Step2  Click the RSCN Reg tab or the RSCN Statistics tab (see Figure 19-4).
You see the RSCN Statistics pane as shown in Figure 19-4.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 19-4 RSCN Statistics
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About the multi-pid Option

N

Note

If the RSCN multi-pid option is enabled, then RSCNs generated to the registered Nx ports may contain
more than one affected port I Ds. In this case, zoning rules are applied before putting the multipl e affected
port IDstogether in asingle RSCN. By enabling this option, you can reduce the number of RSCNs. For
example, you have two disks (D1, D2) and a host (H) connected to switch 1. Host H is registered to
receive RSCNs. D1, D2 and H belong to the same zone. If disks D1 and D2 are online at the same time,
one of the following actions applies:

« The multi-pid option is disabled on switch 1— Two RSCNs are generated to host H: one for the
disk D1 and another for disk D2.

« Themulti-pid optionisenabled on switch 1—A single RSCN is generated to host H, and the RSCN
payload lists the affected port IDs (in this case, both D1 and D2).

Some Nx ports may not support multi-pid RSCN payloads. If so, disable the RSCN multi-pid option.

Configuring the multi-pid Option

Step 1

Step 2

To configure the multi-pid option using Fabric Manager, perform this task:

Expand afabric, expand aVSAN, and then choose Advanced.

You see the VSAN advanced configuration in the Information pane.
Click the RSCN Multi-PID tab.

You see the RSCN Multi-PID pane as shown in Figure 19-5.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 19-5 RSCN Multi-PID
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Step3  Check the Enable check box.
Step4  Click Apply Changes to save these changes, or click Undo Changes to cancel any unsaved changes.

Clearing RSCN Statistics

You can clear the counters and later view the counters for adifferent set of events. For example, you can
keep track of how many RSCNs or SW-RSCNs are generated on a particular event (such as ONLINE or
OFFLINE events). You can use these statistics to monitor responses for each event in the VSAN.

To clear the RSCN statistics for the specified VSAN, see the Cisco Cisco Nexus 5000 Series CLI
Configuration Guide.

RSCN Timer Configuration Distribution Using CFS

Because the timeout value for each switch is configured manually, a misconfiguration occurs when
different switches time out at different times. This means different N-ports in a network can receive
RSCNs at different times. Cisco Fabric Services (CFS) alleviates this situation by automatically
distributing configuration information to all switches in afabric. This also reduces the number of
SW-RSCNs.

RSCN supports two modes, distributed and nondistributed. In distributed mode, RSCN uses CFS to
distribute configuration to all switches in the fabric. In nondistributed mode, only the configuration
commands on the local switch are affected.

Note  All configuration commands are not distributed. Only the rscn event-tov tov vsan vsan command is
distributed.

The RSCN timer is registered with CFS during initialization and switchover. For high availability, if the
RSCN timer distribution crashes and restarts or a switchover occurs, it resumes normal functionality
from the state prior to the crash or switchover.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
[ oL-16598-01 .m



Chapter 19 Managing FLOGI, Name Server, FDMI, and RSCN Databases |

M Default Settings

Send comments to nx5000-docfeedback@cisco.com

N

Note

Before performing a downgrade, make sure that you revert the RCSN timer value in your network to the
default value. Failure to do so will disable the links across your VSANs and other devices.

Compatibility across various software releases during an upgrade or downgrade is supported by
conf-check provided by CFS. You are required to disable RSCN timer distribution support before you
downgrade. By default, the RSCN timer distribution capability is disabled.

Configuring the RSCN Timer with CFS

Step 1
Step 2

Step 3
Step 4

To configure the RSCN timer with CFS using Fabric Manager, perform this task:

Expand afabric, expand aVSAN, and then choose Advanced in the Logical Domains pane.
Click the RSCN Event tab.

You see the VSAN advanced configuration in the Information pane as shown in Figure 19-6.

Figure 19-6 VSAN Advanced Configuration
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Double-click the TimeOut value to change the value (in milliseconds) for the selected VSAN.

Click Apply Changes to save these changes, or click Undo Changes to cancel any unsaved changes.

In this example the event time-out value is set to 300 milliseconds for VSAN 12.

Default Settings

Table 19-1 lists the default settings for RSCN.

Table 19-1 Default RSCN Settings

Parameters Default

RSCN timer value 2000 milliseconds for Fibre Channel VSANs
RSCN timer configuration distribution Disabled

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuring SPAN

The Switched Port Analyzer (SPAN) feature (sometimes called port mirroring or port monitoring)
selects network traffic for analysis by a network analyzer. The network analyzer can be a Cisco
SwitchProbe, a Fibre Channel Analyzer, or other Remote Monitoring (RMON) probes.

This section includes the following topics:
« Information About SPAN Sources, page 20-1
« Information About SPAN Destinations, page 20-2
« Configuring SPAN, page 20-3
» Default SPAN Settings, page 20-5

Information About SPAN Sources

Note

SPAN sources refer to the interfaces from which traffic can be monitored. The Cisco Nexus 5000 Series
switch supports Ethernet, virtual Ethernet, Fibre Channel, virtual Fibre Channel, Port Channels, SAN
port channels, VLANS, and VSANSs as SPAN sources. In the case of VLANs or VSANS, all supported
interfaces in the specified VLAN or VSAN are included as SPAN sources. You can choose the SPAN
traffic in the ingress direction, the egress direction, or both directions for Ethernet, virtual Ethernet,
Fibre Channel, and virtual Fibre Channel source interfaces:

« Ingress source (Rx)—Traffic entering the switch through this source interface is copied to the SPAN
destination port.

» Egress source (Tx)—Traffic exiting the switch through this source interface is copied to the SPAN
destination port.

Device Manager does not support the configuration of Ethernet or virtual Ethernet interfaces as source
ports.

Characteristics of Source Ports

A source port, also called amonitored port, is a switched interface that you monitor for network traffic
analysis. The switch supports any number of ingress source ports (up to the maximum number of
available ports on the switch) and any number of source VLANSs or VSANS.

A source port has these characteristics:

[ oL-16598-01
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» Canbeany port type: Ethernet, virtual Ethernet, Fibre Channel, virtual Fibre Channel, Port Channel,
SAN-Port Channel, VLAN, and VSAN.

« Cannot be monitored in multiple SPAN sessions.
» Cannot be a destination port.

» Each source port can be configured with adirection (ingress, egress, or both) to monitor. For VLAN,
VSAN, Port Channel, and SAN-Port Channel sources, the monitored direction can only be ingress
and applies to all physical portsin the group.

» Source ports can be in the same or different VLANs or VSANS.

« For VLAN or VSAN SPAN sources, all active portsin the source VLAN or VSAN are included as
source ports.

- The switch supports a maximum of two egress SPAN source ports.

Information About SPAN Destinations

SPAN destinations refer to the interfaces that monitors source interfaces. The Cisco Nexus 5000 Series
switch supports Ethernet and Fibre Channel interfaces as SPAN destinations.

S,

Note  Device M anager does not support the configuration of Ethernet interfaces as destination ports.

Source SPAN Dest SPAN
Ethernet Ethernet

Fibre Channel Fibre Channel
Fibre Channel Ethernet (FCoE)
Virtual Ethernet Ethernet

Virtual Fibre Channel Fibre Channel
Virtual Fibre Channel Ethernet (FCoE)

Characteristics of Destination Ports

Each local SPAN session must have adestination port (also called a monitoring port) that receives acopy
of traffic from the source ports, VLANS, or VSANSs. A destination port has these characteristics:

- Canbeany physical port: Ethernet, Ethernet (FCoE), or Fibre Channel. Virtual Ethernet and virtual
Fibre Channel ports cannot be destination ports.

» Cannot be a source port.
» Cannot be a Port Channel or SAN-Port Channel group.
» Does not participate in spanning tree while the SPAN session is active.

» Isexcluded from the source list and is not monitored, if it belongs to a source VLAN of any SPAN
session.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Receives copies of sent and received traffic for all monitored source ports. If a destination port is
oversubscribed, it can become congested. This congestion can affect traffic forwarding on one or
more of the source ports.

Configuring SPAN

You can configure a SPAN session to duplicate packets from source ports to the specified destination
ports on the switch. This section includes the following topics:

» Configuring SPAN Using Device Manager, page 20-3

» Creating SPAN Sessions Using Device Manager, page 20-3
» Editing SPAN Sources Using Device Manager, page 20-4

» Deleting SPAN Sessions Using Device Manager, page 20-5

Configuring SPAN Using Device Manager

Step 1
Step 2
Step 3

Step 1

Step 2
Step 3
Step 4

To monitor network traffic using SD ports, perform this task:

Configure the SD port.
Attach the SD port to a specific SPAN session.

Monitor network traffic by adding source interfaces to the session.

To configure an SD port for SPAN monitoring using Device Manager, perform this task:

Right-click the port that you want to configure and click Configure.
You see the general port configuration dialog box.

Under Mode, choose SD.

Click Apply to accept the change.

Close the dialog box.

Creating SPAN Sessions Using Device Manager

To create SPAN sessions using Device Manager, perform this task:

Stepl  Choose I nterface > SPAN.
You see the SPAN dialog box.
Step2  Click the Sessions tab.
Step3  Click Create.
You see the Create SPAN Sessions dialog box as shown in Figure 20-1.
Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 20-1 Create SPAN Sessions Dialog Box
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Step4  Choose the session ID (from 1-16) using the up or down arrows and click Create.
Step5  Repeat Step 4 for each session that you want to create.

Step6  Enter the destination interface in the Dest Interface field for the appropriate session.
Step7  Enter thefilter VSAN list in the Filter VSAN List field for the appropriate session.
Step8  Choose active or in active admin status in the Admin drop-down list.

Step9  Click Apply to save your changes.

Step 10  Close the two dialog boxes.

Editing SPAN Sources Using Device Manager

To edit a SPAN source using Device Manager, perform this task:

Stepl  Choose I nterface > SPAN.
You see the SPAN dialog box.
Step2  Click the Sources tab.
You see the SPAN Sources dialog box as shown in Figure 20-2.

Figure 20-2 SPAN Sources Tab
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Step3  Enter the VSAN list name in the VSAN List field.
Step4  Click Edit Interface List.

You see the Source Interfaces dialog box.
Step5  Click Create.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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You see the Source Interfaces Interface Sources dialog box as shown in Figure 20-3.

Figure 20-3 Source Interfaces Interface Sources Dialog Box
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Step6  Click the browse button to display the list of available FC ports.
Step7  Choose a port and click OK.

Step8  Check the direction (receive or transmit) that you want.

Step9  Click Createto create the FC interface source.

Step10 Click Close in each of the three open dialog boxes.

Deleting SPAN Sessions Using Device Manager

To delete a SPAN session using Device Manager, perform this task:

Step1  Choose I nterface > SPAN.
You see the SPAN dialog box.
Step2  Click the Sessions tab.
Step3  Click the SPAN session that you want to delete.
Step4  Click Delete.
The SPAN session is deleted.
Step5  Close the dialog box.

Default SPAN Settings

Table 20-1 lists the default settings for SPAN parameters.

Table 20-1 Default SPAN Configuration Parameters

Parameters Default

SPAN session Active.

If filters are not specified SPAN traffic includes traffic through a specific interface from all active
VSANS.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 20-1 Default SPAN Configuration Parameters (continued)
Parameters Default

Encapsulation Disabled.

SD port Output frame format is Fibre Channel.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 21

Discovering SCSI Targets

This chapter describes the SCSI LUN discovery feature provided in switches in the Cisco Nexus 5000
Series. It includes the following sections:

- Information About SCSI LUN Discovery, page 21-1
» Displaying SCSI LUN Information, page 21-3

Information About SCSI LUN Discovery

Small Computer System Interface (SCSI) targets include disks, tapes, and other storage devices. These
targets do not register logical unit numbers (LUNSs) with the name server.

The name server requires LUN information for the following reasons:

- Todisplay LUN storage device information so that a Network Management System (NMS) can
access this information.

- To report device capacity, serial number, and device ID information.
» To register the initiator and target features with the name server.

The SCSI LUN discovery feature uses the local domain controller Fibre Channel address. It uses the
local domain controller asthe source FC ID, and performs SCSI INQUIRY, REPORT LUNS, and READ
CAPACITY commands on SCSI devices.

The SCSI LUN discovery featureisinitiated on demand, through CLI or SNMP. Thisinformation isalso
synchronized with neighboring switches, if those switches belong to the Cisco Nexus 5000 Series.

This section includes the following topics:
- About Starting SCSI LUN Discovery, page 21-1
- Starting SCSI LUN Discovery, page 21-2
« About Initiating Customized Discovery, page 21-2
« Initiating Customized Discovery, page 21-2

About Starting SCSI LUN Discovery

SCSI LUN discovery is done on demand.

Only Nx ports that are present in the name server database and that are registered as FC4 Type =
SCSI_FCP are discovered.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Starting SCSI LUN Discovery

To begin SCSI LUN discovery using Device Manager, perform this task:

Stepl1  Choose FC > Advanced > L UNs.
You see the LUN Configuration dialog box as shown in Figure 21-1.

Figure 21-1 LUN Configuration Dialog Box
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Step2  Set StartDiscovery to local, remote or both.
Step3  Choose the DiscoveryType and OS.
Step4  Click Apply to begin discovery.

About Initiating Customized Discovery

Customized discovery consists of alist of VSAN and domain pairs that are selectively configured to
initiate adiscovery. The domain ID isanumber from 0 to 255 in decimal or anumber from 0x0 to OxFF
in hex.

Initiating Customized Discovery

To initiate a customized discovery using Device Manager, perform this task:

Stepl  Click the VSAN drop-down menu and choose the VSAN in which you want to initiate a customized
discovery.

Step2  Choose FC > Advanced > L UNs.

You see the LUN Configuration dialog box.
Step3  Set StartDiscovery to local, remote or both.
Step4  Fill in the DiscoveryType and OS fields.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step5  Click Apply to begin discovery.

Displaying SCSI LUN Information

To display the results of the discovery using Device Manager, perform this task:

Stepl  Choose FC > Advanced > LUNs
You see the LUN Configuration dialog box.
Step2  Click the LUN tab or the Targets tab.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 22

Advanced Features and Concepts

This chapter describes the advanced Fibre Channel features provided in Cisco Nexus 5000 Series
switches. It includes the following sections:

Fibre Channel Timeout Values, page 22-1
World Wide Names, page 22-5

FC 1D Allocation for HBAS, page 22-6
Switch Interoperability, page 22-7
Default Settings, page 22-12

Fibre Channel Timeout Values

You can modify Fibre Channel protocol-related timer values for the switch by configuring the following
timeout values (TOVS):

Y

Distributed services TOV (D_S TOV)—The valid rangeisfrom 5,000 to 10,000 milliseconds. The
default is 5,000 milliseconds.

Error detect TOV (E_D_TOV)—The valid range is from 1,000 to 10,000 milliseconds. The default
is 2,000 milliseconds. This value is matched with the other end during port initialization.

Resource allocation TOV (R_A_TOV)—Thevalid range is from 5,000 to 10,000 milliseconds. The
default is 10,000 milliseconds. This value is matched with the other end during port initialization.

Note  The fabric stability TOV (F_S _TOV) constant cannot be configured.

This section includes the following topics:

Timer Configuration Across All VSANS, page 22-2
Timer Configuration Per-VSAN, page 22-3

About fctimer Distribution, page 22-4

Enabling or Disabling fctimer Distribution, page 22-4
Database Merge Guidelines, page 22-4

[ oL-16598-01
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Timer Configuration Across All VSANs

A

You can modify Fibre Channel protocol related timer values for the switch.

Caution

A

Note

Step 1

Step 2

Step 1

TheD_S TOV,E D _TOV,and R_A_ TOV values cannot be globally changed unless all VSANsin the
switch are suspended.

If aVSAN isnot specified when you change the timer value, the changed value is applied to all VSANSs
in the switch.

To configure timersin Fabric Manager, perform this task:

Expand Switches > FC Services, and then choose Timers & Policies in the Physical Attributes pane.
You see the timers for multiple switches in the Information pane.

Click the Change Timeouts button to configure the timeout values.

You see the dialog box as shown in Figure 22-1.

Figure 22-1 Configure Timers in Fabric Manager
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To configure timersin Device Manager, perform this task:

Choose FC > Advanced > Timer s/Policies.

You see the timers for a single switch in the dialog box as shown in Figure 22-2.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Figure 22-2 Configure Timers in Device Manager
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Timer Configuration Per-VSAN

You can also issue the fctimer for a specified VSAN to configure different TOV values for VSANs with
special links such as Fibre Channel. You can configure different E_ D_TOV,R_A_TOV,and D_S TOV
values for individual VSANSs. Active VSANSs are suspended and activated when their timer values are
changed.

Note  This configuration must be propagated to all switchesin the fabric. Be sure to configure the same value
in all switchesin the fabric.

To configure per-VSAN Fiber Channel timers using Device Manager, perform this task:

Stepl  Choose FC > Advanced > VSAN Timers.
You see the VSANSs Timer dialog box as shown in Figure 22-3.

Figure 22-3 VSAN Timers in Device Manager

@sw172-22-46-220 - VSAN Timer...

FROIEHS
wSan Id R_a_TOW D_S5_Tow E_D_TOW MNetworkDropLatency {ms)
1 10000 5000 2000 2000
2 10000 5000 2000 2000
3 10000 5000 2000 2000
444 10000 5000 2000 2000
501 10000 5000 2000 2000
1153 10000 5000 2000 2000
999 10000 5000 2000 2000
4001 10000 5000 2000 2000
4002 10000 5000 2000 2000
4003 10000 S000 2000 2001

[ Refresh H Help ][ Close ] =

o

10 rows) %

Step2  Fill in the timer values that you want to configure.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 3

Click Apply to save these changes.

About fctimer Distribution

You can enable per-V SAN fctimer fabric distribution for all Cisco SAN switchesin the fabric. When you
perform fctimer configurations, and distribution is enabled, that configuration is distributed to all the
switchesin the fabric.

You automatically acquire afabric-wide lock when you enter the first configuration command after you
enabled distribution in a switch. The fctimer application uses the effective and pending database model
to store or commit the commands based on your configuration.

See Chapter 7, “Using Cisco Fabric Services,” for more information on the CFS application.

Enabling or Disabling fctimer Distribution

Step 1

Step 2
Step 3
Step 4

To enable and distribute fctimer configuration changes using Device Manager, perform this task:

Choose FC > Advanced > VSAN Timers.

You see the VSANSs Timer dialog box as shown in Figure 22-3.
Fill in the timer values that you want to configure.

Click Apply to save these changes.

Choose commit from the CFS drop-down list to distribute these changes or choose abort from the CFS
drop-down list to discard any unsaved changes.

When you commit the fctimer configuration changes, the effective database is overwritten by the
configuration changes in the pending database and all the switches in the fabric receive the same
configuration. When you commit the fctimer configuration changes without implementing the session
feature, the fctimer configurations are distributed to all the switches in the physical fabric.

Database Merge Guidelines

When merging two fabrics, follow these guidelines:
- Beaware of the following merge conditions:

— The merge protocol is not implemented for distribution of the fctimer values. You must
manually merge the fctimer values when afabric is merged.

— The per-VSAN fctimer configuration is distributed in the physical fabric.

— The fctimer configuration is only applied to those switches containing the VSAN with a
modified fctimer value.

— The global fctimer values are not distributed.
» Do not configure global timer values when distribution is enabled.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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N

Note  The number of pending fctimer configuration operations cannot be more than 15. After 15 operations,
you must commit or abort the pending configurations before performing any more operations.

See the “CFS Merge Support” section on page 7-6 for additional information.

World Wide Names

Theworld wide name (WWN) in the switch is equivalent to the Ethernet MAC address. Aswiththe MAC
address, you must uniquely associate the WWN to a single device. The principal switch selection and
the allocation of domain IDs rely on the WWN.

Cisco Nexus 5000 Series switches support three network address authority (NAA) address formats

(see Table 22-1).

Table 22-1 Standardized NAA WWN Formats

NAA Address NAA Type WWN Format

|EEE 48-bit address Type 1 = 0001b 000 0000 0000b 48-bit MAC address
|EEE extended Type 2 = 0010b Locally assigned 48-bit MAC address
| EEE registered Type 5= 0101b |EEE company ID: 24 bits |V SID: 36 bits

A

Caution  Changes to the world-wide names should be made by an administrator or individual who is completely
familiar with switch operations.

This section includes the following topics:
« Verifying WWN Information, page 22-5
e Link Initialization WWN Usage, page 22-5
» Configuring a Secondary MAC Address, page 22-6

Verifying WWN Information

To display WWN information using Device Manager, choose FC > Advanced > WWN Manager. You
see thelist of allocated WWNSs.

Link Initialization WWN Usage

Exchange Link Protocol (ELP) and Exchange Fabric Protocol (EFP) use WWNSs during link
initialization. EL Ps and EFPs both use the VSAN WWN by default during link initialization. However,
the EL P usage changes based on the peer switch’s usage:

» If the peer switch ELP uses the switch WWN, then the local switch also uses the switch WWN.
« If the peer switch ELP uses the VSAN WWN, then the local switch also uses the VSAN WWN.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
[ oL-16598-01 .m



Chapter 22 Advanced Features and Concepts |

W FC D Allocation for HBAs

Send comments to nx5000-docfeedback@cisco.com

Configuring a Secondary MAC Address

Step 1

Step 2
Step 3

To alocate secondary MAC addresses using Device Manager, perform this task:

Choose FC > Advanced > WWN M anager.
You see the list of allocated WWNSs as shown in Figure 22-4.

Figure 22-4 Allocated World Wide Names in Device Manager

sjk-sangw-swi - WWN Manager @

Switchvewel: 20:00:00:0d:ec:0c:b4:30
~Type 1 WWNs
Max: 64
Available! 48
Reserved: 16
~Type 2 & 5 WWNs
Max: 524288
Available: 449791
Reserved: 73728
—Enable 5econda_rv__|_-qh_en more \_'J!:'JNs_m_aet__it_:d —
BaseMacAddress: | D0:00:00:00:00:00

MacaddressRange: 0 (0 or 64)

[ Refresh ][ Help ][ Close ]

182700

Fill in the BaseMacAddress and MacAddressRange fields with the appropriate val ues.

Click Apply to save these changes, or click Close to discard any unsaved changes.

FC ID Allocation for HBAs

Fibre Channel standards require aunique FC ID to be allocated to an N port attached to an F port in any
switch. To conserve the number of FC IDs used, Cisco Nexus 5000 Series switches use a special
allocation scheme.

Some HBASs do not discover targets that have FC |Ds with the same domain and area. The switch
software maintains alist of tested company IDs that do not exhibit this behavior. These HBASs are
allocated with single FC IDs. If the HBA can discover targets within the same domain and area, a full
areais allocated.

To alow further scalability for switches with numerous ports, the switch software maintains a list of
HBAsthat can discover targets within the same domain and area. Each HBA isidentified by its company
ID (also known as Organizational Unique Identifier, or OUI) used in the pWWN during afabric log in.
A full areaisallocated to the N ports with company IDsthat are listed and for the others, asingle FC ID
is allocated. Regardless of the type (whole area or single) of FC ID allocated, the FC ID entries remain
persistent.

This section includes the following topics:
» Default Company ID List, page 22-7
» Verifying the Company ID Configuration, page 22-7

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Default Company ID List

All Cisco Nexus 5000 Series switches contain a default list of company IDs that require area allocation.
Using the company 1D reduces the number of configured persistent FC ID entries. You can configure or
modify these entries using the CLI.

A

Caution  Persistent entriestake precedence over company | D configuration. If the HBA failsto discover
atarget, verify that the HBA and the target are connected to the same switch and have the same
areain their FC IDs, then perform the following procedure:

1. Shut down the port connected to the HBA.

2. Clear the persistent FC ID entry.

3. Get the company 1D from the port WWN.

4. Add the company ID to the list that requires area allocation.
5. Bring up the port.

Thelist of company IDs have the following characteristics:

» A persistent FC ID configuration always takes precedence over the list of company I1Ds. Even if the
company ID is configured to receive an area, the persistent FC ID configuration results in the
allocation of asingle FC ID.

» New company IDs added to subsequent releases are automatically added to existing company IDs.
« Thelist of company IDsis saved as part of the running and saved configuration.

« Thelist of company IDsis used only when the fcinterop FC ID allocation scheme is in auto mode.
By default, the interop FC ID allocation is set to auto, unless changed.

Tip We recommend that you set the fcinterop FC I D allocation scheme to auto and use the company
ID list and persistent FC 1D configuration to manipulate the FC ID device allocation.

See the Cisco Cisco Nexus 5000 Series CLI Configuration Guide to change the FC ID allocation.
The following example adds a new company ID to the default list.

switch(config)# fcid-allocation area company-id 0x003223

Verifying the Company ID Configuration

To view the configured company |1Ds using Device Manager, choose FC > Advanced > Fcld Area
Allocation. You can implicitly derive the default entries shipped with a specific release by combining
the list of Company |Ds displayed without any identification with the list of deleted entries.

Some WWN formats do not support company IDs. In these cases, you may need to configurethe FC ID
persistent entry.

Switch Interoperability

Interoperability enables the products of multiple vendors to interwork with each other. Fibre Channel
standards guide vendors towards common external Fibre Channel interfaces.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Not all vendors follow the standards in the same way, which results in the need for interoperability
modes. This section briefly explains the basic concepts of these modes.

Each vendor has a regular mode and an equivalent interoperability mode, which specifically turns off
advanced or proprietary features and provides the product with a standards-compliant implementation.

This section includes the following topics:
« About Interop Mode, page 22-8
« Configuring Interop Mode 1, page 22-9
- Verifying Interoperating Status, page 22-11

About Interop Mode

Cisco NX-0S software supports the following four interop modes:

« Mode 1— Standards-based interop mode that requires all other vendorsin thefabric to bein interop
mode.

» Mode 2—Brocade native mode (Core PID 0).
» Mode 3—Brocade native mode (Core PID 1).
» Mode 4—McData native mode.

For information about configuring interop modes 2, 3, and 4, see the Cisco MDS 9000 Family
Switch-to-Switch Interoperability Configuration Guide.

Table 22-2 lists the changes in switch operation when you enable interoperability mode. These changes
are specific to Cisco Nexus 5000 Series switches while in interop mode.

Table 22-2 Changes in Switch Operation When Interoperability Is Enabled
Switch Feature Changes if Interoperability Is Enabled
Domain IDs Some vendors cannot use the full range of 239 domains within a fabric.

Domain IDs are restricted to the range 97 to 127, to accommodate McData's
nominal restriction to this same range. Domain IDs can either be static or
preferred, which operate as follows:;

- Static: Cisco switches accept only one domain ID; if aswitch does not get
that domain ID it isolates itself from the fabric.

» Preferred: If the switch does not get itsrequested domain ID, it accepts any
assigned domain ID.

Timers All Fibre Channel timers must be the same on all switches as these values are
exchanged by E ports when establishing an ISL. Thetimersare F S TOV,
D S TOV,E D TOV,andR_A_TOV.

F S ToV Verify that the Fabric Stability Time Out Value timers match exactly.
D_S Tov Verify that the Distributed Services Time Out Value timers match exactly.
E D_TOV Verify that the Error Detect Time Out Value timers match exactly.

R A TOV Verify that the Resource Allocation Time Out Value timers match exactly.
Trunking Trunking is not supported between two different vendor’s switches. This

feature may be disabled on a per port or per switch basis.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Note

Table 22-2

Changes in Switch Operation When Interoperability Is Enabled (continued)

Switch Feature

Changes if Interoperability Is Enabled

Default zone

The default zone operation of permit (all nodes can see all other nodes) or deny
(all nodes are isolated when not explicitly placed in a zone) may change.

Zoning attributes

Zones may be limited to the pWWN and other proprietary zoning methods
(physical port number) may be eliminated.

Note  On aBrocade switch, use the cfgsave command to save fabric-wide
zoning configuration. This command does not have any effect on Cisco
Nexus 5000 Series switches if they are part of the same fabric. You
must explicitly save the configuration on each Cisco Nexus 5000 Series

switch.

Zone propagation

Some vendors do not pass the full zone configuration to other switches, only
the active zone set gets passed.

Verify that the active zone set or zone configuration has correctly propagated
to the other switches in the fabric.

VSAN

Interop mode only affects the specified VSAN.

Note  Interop modes cannot be enabled on FICON-enabled VSANS.

TE ports and SAN
port channel s

TE ports and SAN port channels cannot be used to connect Cisco switches to
non-Cisco SAN switches. Only E ports can be used to connect to non-Cisco
SAN switches. TE ports and SAN port channels can still be used to connect a
Cisco switch to other Cisco SAN switches even when in interop mode.

FSPF The routing of frames within the fabric is not changed by the introduction of
interop mode. The switch continues to use src-id, dst-id, and ox-id to load
balance across multiple ISL links.

Domain Thisisaswitch-wide impacting event. Brocade and McData require the entire

reconfiguration switch to be placed in offline mode and/or rebooted when changing domain

disruptive IDs.

Domain Thisevent islimited to the affected VSAN. Cisco Nexus 5000 Series switches

reconfiguration
nondisruptive

have the capability to restart only the domain manager process for the affected
VSAN and not the entire switch.

Name server

Verify that al vendors have the correct values in their respective name server
database.

Theinterop model in Cisco Nexus 5000 Series switches can be enabled disruptively or nondisruptively.

Brocade’'s msplmgmtdeactivate command must explicitly be run prior to connecting from a Brocade
switch to either Cisco Nexus 5000 Series switches or to McData switches. This command uses Brocade
proprietary frames to exchange platform information, which Cisco Nexus 5000 Series switches or
McData switches do not understand. Rejecting these frames causes the common E ports to become

isolated.

To configure interop mode 1 for a VSAN using Fabric Manager, perform this task:

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 22 Advanced Features and Concepts |

M Switch Interoperability

Send comments to nx5000-docfeedback@cisco.com

Step 1
Step 2
Step 3
Step 4

Step 5

Step 6

Step 7

Choose VSANxxx > VSAN Attributes from the Logical Domains pane.

Choose I nterop-1 from the Interop drop-down list.

Click Apply Changes to save this interop mode.

Expand VSANxxx, and then choose Domain M anager from the Logical Domains pane.

You see the Domain Manager configuration in the Information pane as shown in Figure 22-5.

Figure 22-5 Domain Manager Configuration
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Set the Domain ID in the range of 97 (0x61) through 127 (Ox7F).

a. Click the Configuration tab.

b. Click inthe Config Domain ID column under the Configuration tab.
c. Click the Running tab and verify that the change has been made.

Note  Thedomain ID range limit is to accommodate McData switches.

Note  When changing the domain ID, the FC IDs assigned to N ports also change.

Change the Fibre Channel timers (if they have been changed from the system defaults).

S

Note  TheCisco, Brocade, and McData FC error detect (ED_TOV) and resource alocation (RA_TOV)
timers default to the same values. They can be changed if needed. The RA_TOV default is 10
seconds, and the ED_TOV default is 2 seconds. Per the FC-SW2 standard, these values must be
the same on each switch within the fabric.

a. Expand Switches > FC Services, and then choose Timers and Poalicies.
You see the timer settings in the Information pane.

b. Click Change Timeouts to modify the time-out values.

c. Click Apply to save the new time-out values.

(Optional) Choose VSANxxx > Domain M anager, click the Configuration tab, and choose disruptive
or nonDisruptive in the Restart drop-down list to restart the domain.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Verifying Interoperating Status

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

This section highlights the steps used to verify if the fabric is up and running in interoperability mode.

To verify the interoperability status of the Cisco Cisco Nexus 5000 Series switch using Fabric Manager,
perform this task:

Choose Switches in the Physical Attributes pane and check the release number in the Information pane
to verify the Cisco SAN-OS release.

In the Physical Attributes pane, expand Switches > Interfaces, and then choose FC Physical to verify
the interface modes for each switch.

Expand Fabricxx in the Logical Domains pane, and then choose All VSANSs to verify the interop mode
for all VSANSs.

Expand Fabricxx > All VSANSs, and then choose Domain M anager to verify thedomain IDs, local, and
principal sSWWNs for all VSANS (see Figure 22-6).

Figure 22-6 Domain Manager Information
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Using Device Manager, choose FC > Name Ser ver to verify the name server information.
You see the Name Server dialog box as shown in Figure 22-7.

Figure 22-7 Name Server Dialog Box
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Click Close to close the dialog box.
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N

Note

The Cisco switch name server shows both local and remote entries, and does not time out the entries.

Default Settings

Table 22-3 lists the default settings for the features included in this chapter.

Table 22-3 Default Settings for Advanced Features
Parameters Default
CIM server Disabled
CIM server security protocol HTTP

D_S TOV 5,000 milliseconds
E D TOV 2,000 milliseconds
R_A_TOV 10,000 milliseconds
Timeout period to invoke fctrace 5 seconds

Number of frame sent by the fcping feature |5 frames

Remote capture connection protocol TCP

Remote capture connection mode Passive

Local capture frame limits 10 frames

FC ID allocation mode Auto mode

L oop monitoring Disabled

Interop mode Disabled

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 23

Configuring FC-SP and DHCHAP

Fibre Channel Security Protocol (FC-SP) capabilities provide switch-to-switch and host-to-switch
authentication to overcome security challenges for enterprise-wide fabrics. Diffie-Hellman Challenge
Handshake Authentication Protocol (DHCHAP) is an FC-SP protocol that provides authentication
between Cisco Nexus 5000 Series switches and other devices. DHCHAP consists of the CHAP protocol
combined with the Diffie-Hellman exchange.

This chapter includes the following sections:
» Information About Fabric Authentication, page 23-1
» DHCHAP, page 23-2
» Default Settings, page 23-10

Information About Fabric Authentication

All Cisco Nexus 5000 Series switches enable fabric-wide authentication from one switch to another
switch, or from a switch to a host. These switch and host authentications are performed locally or
remotely in each fabric. As storageislands are consolidated and migrated to enterprise-wide fabrics new
security challenges arise. The approach of securing storage islands cannot always be guaranteed in
enterprise-wide fabrics. For example, in acampus environment with geographically distributed switches,
someone could maliciously interconnect incompatible switches or you could accidentally do so,
resulting in Inter-Switch Link (ISL) isolation and link disruption.

[ oL-16598-01
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Cisco Nexus 5000 Series switches support authentication features to address physical security (see

Figure 23-1).
Figure 23-1 Switch and Host Authentication
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DHCHAP

DHCHAP is an authentication protocol that authenticates the devices connecting to a switch. Fibre
Channel authentication allows only trusted devices to be added to afabric, which prevents unauthorized
devices from accessing the switch.

Note  Theterms FC-SP and DHCHAP are used interchangeably in this chapter.

DHCHAP is a mandatory password-based, key-exchange authentication protocol that supports both
switch-to-switch and host-to-switch authentication. DHCHAP negotiates hash algorithms and DH
groups before performing authentication. It supports MD5 and SHA-1 algorithm-based authentication.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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To configure DHCHAP authentication using the local password database, perform this task:

Stepl  Enable DHCHAP.

Step2  ldentify and configure the DHCHAP authentication modes.

Step3  Configure the hash algorithm and DH group.

Step4  Configure the DHCHAP password for the local switch and other switches in the fabric.
Step5  Configure the DHCHAP timeout value for reauthentication.

Step6  Verify the DHCHAP configuration.

This section includes the following topics:
- DHCHAP Compatibility with Fibre Channel Features, page 23-3
About Enabling DHCHAP, page 23-4
« Enabling DHCHAP, page 23-4
e About DHCHAP Authentication Modes, page 23-4
» Configuring the DHCHAP Mode, page 23-5
e About the DHCHAP Hash Algorithm, page 23-6
- Configuring the DHCHAP Hash Algorithm, page 23-6
» About the DHCHAP Group Settings, page 23-6
» Configuring the DHCHAP Group Settings, page 23-6
» About the DHCHAP Password, page 23-7
» Configuring DHCHAP Passwords for the Local Switch, page 23-7
« About Password Configuration for Remote Devices, page 23-8

» Configuring DHCHAP Passwords for Remote Devices, page 23-8
« About the DHCHAP Timeout Value, page 23-8

» Configuring the DHCHAP Timeout Value, page 23-9

« Configuring DHCHAP AAA Authentication, page 23-9

» Enabling FC-SP on ISLs, page 23-9

DHCHAP Compatibility with Fibre Channel Features

This section identifies theimpact of configuring the DHCHAP feature along with existing Cisco NX-OS
features:

« SAN port channel interfaces—If DHCHAP is enabled for ports belonging to a SAN port channel,
DHCHAP authentication is performed at the physical interface level, not at the port channel level.

» Port security or fabric binding—Fabric-binding policies are enforced based on identities
authenticated by DHCHAP.

 VSANs—DHCHAP authentication is not done on a per-VSAN basis.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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About Enabling DHCHAP

By default, the DHCHAP feature is disabled in all Cisco Nexus 5000 Series switches.

You must explicitly enable the DHCHAP feature to access the configuration and verification commands
for fabric authentication. When you disable this feature, all related configurations are automatically
discarded.

Enabling DHCHAP

To enable DHCHAP for a Cisco MDS switch using Fabric Manager, perform this task:

Stepl  Expand Switches, expand Security, and then choose FC-SP.
You see the FC-SP (DHCHAP) configuration in the Information pane as shown in Figure 23-2.

Figure 23-2 FC-SP Configuration
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The Control tab is the default. You see the FC-SP enable state for all switches in the fabric.
Step2  Inthe Command drop-down list, choose enable for all switches that you want to enable FC-SP on.
Step3  Click the Apply Changes icon to enable FC-SP and DHCHAP on the selected switches.

About DHCHAP Authentication Modes

The DHCHAP authentication status for each interface depends on the configured DHCHAP port mode.

When the DHCHAP feature is enabled in a switch, each Fibre Channel interface or FCIP interface may
be configured to be in one of four DHCHAP port modes:

« On—During switch initialization, if the connecting device supports DHCHAP authentication, the
software performs the authentication sequence. If the connecting device does not support DHCHAP
authentication, the link is placed in an isolated state.

« Auto-Active—During switch initialization, if the connecting device supports DHCHAP
authentication, the software performs the authentication sequence. If the connecting device does not
support DHCHA P authentication, the software continues with therest of theinitialization sequence.

» Auto-Passive (default)—The switch does not initiate DHCHAP authentication, but participatesin
DHCHAP authentication if the connecting device initiates DHCHAP authentication.

- Off—The switch does not support DHCHAP authentication. Authentication messages sent to ports
in this mode return error messages to the initiating switch.
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Note

Whenever DHCHAP port mode is changed to a mode other than the Off mode, reauthentication is
performed.

Table 23-1 identifies switch-to-switch authentication between two Cisco switches in various modes.

Table 23-1 DHCHAP Authentication Status Between Two MDS Switches
Switch N Switch 1 DHCHAP Modes
DHCHAP
Modes on auto-active auto-passive off
FC-SP FC-SPauthentication |FC-SP authentication |Link is brought
on authentication is is performed. is performed. down.
auto-Active | Performed. FC-SP
FC-SP authentication |2uthentication is
auto-Passive is not performed. not performed.
Link is brought FC-SP authentication is not performed.
off down.

Configuring the DHCHAP Mode

Step 1

Step 2

Step 3

Step 4

To configure the DHCHAP mode for a particular interface using Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose FC Physical.
You see the interface configuration in the Information Pane.

Click the FC-SP tab.

You see the FC-SP (DHCHAP) configuration in the Information pane as shown in Figure 23-3.

Figure 23-3 FC-SP (DHCHAP) Interface Modes
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In the M ode drop-down list, choose DHCP authentication mode for each interface that you want to
support FC-SP.

Click the Apply Changesicon to save these DHCHAP port mode settings.

[ oL-16598-01
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About the DHCHAP Hash Algorithm

Cisco SAN switches support a default hash algorithm priority list of MD5 followed by SHA-1 for
DHCHAP authentication.

Je

Tip If you change the hash algorithm configuration, then change it globally for all switches in the fabric.

A

Caution  RADIUSand TACACS+ protocols always use MD5 for CHAP authentication. Using SHA-1 as the hash
algorithm may prevent RADIUS and TACACS+ usage, even if these AAA protocols are enabled for
DHCHAP authentication.

Configuring the DHCHAP Hash Algorithm

To configure the hash algorithm using Fabric Manager, perform this task:

Stepl  Choose Switches > Security, and then choose FC-SP.
Step2  Click the General/Password tab.

You see the DHCHAP general settings mode for each switch as shown in Figure 23-4.

Figure 23-4 General/ Password Tab
@@ d>daF
Canbred | GoraraliPananed Locd Paiswordi | Bawole Paiswerdi
Tty Tirracait (28 DO Plahliat [R-CP Groupl it GararicPaiovecd
s Te-dd-Hr i 20 el ol 1500 0 L TR DO -
wl ) 0 mcf il 1506 D Oha: L OREEIME (RS (]
B Te-dd -Hr il 20 el ol 1506; 3004 IR D0He [T g
Wl i s 0 e it il 150 06 [ 1o s (o)
ol T2 T2 22 Wt shal ol 1535 SO0 | PR TAE [reen o] =3

Step3  Change the DHCHAP HashList for each switch in the fabric.
Step4  Click the Apply Changesicon to save the updated hash algorithm priority list.

About the DHCHAP Group Settings

All Cisco Nexus 5000 Series switches support all DHCHAP groups specified in the standard: 0 (null DH
group, which does not perform the Diffie-Hellman exchange), 1, 2, 3, or 4.

Jo

% If you change the DH group configuration, change it globally for all switchesin the fabric.

Configuring the DHCHAP Group Settings

To change the DH group settings using Fabric Manager, perform this task:

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step1  Expand Switches > Security, and then choose FC-SP.

Step2  Click the General/Password tab.

Step3  Change the DHCHAP GroupList for each switch in the fabric.

Step4  Click the Apply Changesicon to save the updated hash algorithm priority list.

About the DHCHAP Password

DHCHAP authentication in each direction requires a shared secret password between the connected
devices. To do this, you can use one of three configurations to manage passwords for all switchesin the
fabric that participate in DHCHAP:

» Configuration 1—Use the same password for all switches in the fabric. Thisis the simplest
configuration. When you add a new switch, you use the same password to authenticate that switch
in thisfabric. It is also the most vulnerable configuration if someone from the outside maliciously
attempts to access any one switch in the fabric.

« Configuration 2—Use a different password for each switch and maintain that password list in each
switch in the fabric. When you add a new switch, you create a new password list and update all
switches with the new list. Accessing one switch yields the password list for all switchesin that
fabric.

» Configuration 3—Use different passwords for different switchesin the fabric. When you add a new
switch, multiple new passwords corresponding to each switch in the fabric must be generated and
configured in each switch. Even if one switch is compromised, the password of other switches are
still protected. This configuration requires considerable password maintenance by the user.

Note  All passwords are restricted to 64 alphanumeric characters and can be changed, but not deleted.

Tip We recommend using RADIUS or TACACS+ for fabrics with more than five switches. If you need to
use alocal password database, you can continue to do so using Configuration 3 and using the Cisco MDS
9000 Family Fabric Manager to manage the password database.

Configuring DHCHAP Passwords for the Local Switch

To configure the DHCHAP password for the local switch using Fabric Manager, perform this task:

Stepl  Expand Switches > Security, and then choose FC-SP.
You see the FC-SP configuration in the Information pane.
Step2  Click the Local Passwords tab.
Step3  Click the Create Row icon to create a new local password.
You see the Create Local Passwords dialog box.
Step4  (Optional) Check the switches that you want to configure the same local password on.
Step5  Select the switch WNN and fill in the Password field.

[ oL-16598-01
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Step6  Click Create to save the updated password.

About Password Configuration for Remote Devices

You can configure passwordsin the local authentication database for other devicesin afabric. The other
devices are identified by their device name, which is also known as the switch WWN or device WWN.
The password is restricted to 64 characters and can be specified in clear text (0) or in encrypted text (7).

Note  The switch WWN identifies the physical switch. This WWN is used to authenticate the switch and is
different from the VSAN node WWN.

Configuring DHCHAP Passwords for Remote Devices

To locally configure the remote DHCHAP password for another switch in the fabric using Fabric
Manager, perform this task:

Stepl  Right-click an ISL and choose Enable FC-SP from the drop-down list.
You see the Enable FC-SP dialog box as shown in Figure 23-5.

Figure 23-5 Enable FC-SP Dialog Box
Q Enable FC-SP on Selected ISLs/SAN/Fabric sw172-22-46-220 -
~Please fill in Password for the following switches
Swikch Generic Passward
[sw172-22-46-174 prosa |
Ewl7z-22-46-220 |
o
o

Step2  Click Apply to save the updated password.

About the DHCHAP Timeout Value

During the DHCHAP protocol exchange, if the Cisco Nexus 5000 Series switch does not receive the
expected DHCHAP message within aspecified timeinterval, authentication failure is assumed. Thetime
ranges from 20 (no authentication is performed) to 1000 seconds. The default is 30 seconds.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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When changing the timeout value, consider the following factors:
e Theexisting RADIUS and TACACS+ timeout values.

- The same value must also be configured on all switches in the fabric.

Configuring the DHCHAP Timeout Value

Step 1

Step 2

Step 3
Step 4

To configure the DHCHAP timeout value using Fabric Manager, perform this task:

Expand Switches > Security, and then choose FC-SP.
You see the FC-SP configuration in the Information pane.
Click the General/Password tab.

You see the DHCHAP general settings mode for each switch as shown in Figure 23-6.

Figure 23-6 General/Password Tab
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Change the DHCHAP timeout value for each switch in the fabric.
Click the Apply Changes icon to save the updated information.

Configuring DHCHAP AAA Authentication

You can configure AAA authentication to use a RADIUS or TACACS+ server group. If AAA

authentication is not configured, local authentication is used by default.

pHcHAP W

To configure the AAA authentication, see the Cisco Cisco Nexus 5000 Series CLI Configuration Guide.

Enabling FC-SP on ISLs

Thereisan ISL pop-up menu in Fabric Manager called Enable FC-SP that enables FC-SP on switches

at either end of the ISL. You are prompted for an FC-SP generic password, then asked to set FC-SP
interface mode to On for affected ports. Right-click an ISL and click Enable FC-SP to access this

feature.

[ oL-16598-01
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Default Settings

Table 23-2 lists the default settings for all fabric security featuresin any switch.

Table 23-2 Default Fabric Security Settings

Parameters Default

DHCHAP feature Disabled

DHCHAP hash algorithm A priority list of MD5 followed by SHA-1 for DHCHAP
authentication

DHCHAP authentication mode Auto-passive

DHCHAP group default priority 0,4, 1, 2, and 3, respectively

exchange order

DHCHAP timeout value 30 seconds

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTERZ I

Configuring Port Security

Cisco Nexus 5000 Series switches provide port security features that reject intrusion attempts and report
these intrusions to the administrator.

Port security is supported on virtual Fibre Channel ports and physical Fibre Channel ports.

This chapter includes the following sections:

Information About Port Security, page 24-1
Configuring Port Security, page 24-3

Enabling Port Security, page 24-5

Port Security Activation, page 24-6

Auto-Learning, page 24-10

Port Security Manual Configuration, page 24-13
Port Security Configuration Distribution, page 24-15
Database Merge Guidelines, page 24-18

Database Interaction, page 24-18

Default Settings, page 24-21

Information About Port Security

Typically, any Fibre Channel device in a SAN can attach to any SAN switch port and access SAN
services based on zone membership. Port security features prevent unauthorized access to a switch port
in the Cisco Nexus 5000 Series switch, using the following methods:

Login requests from unauthorized Fibre Channel devices (N ports) and switches (XE ports) are
rejected.

All intrusion attempts are reported to the SAN administrator through system messages.

Configuration distribution uses the CFS infrastructure, and is limited to those switches that are CFS
capable. Distribution is disabled by default.

Configuring the port security policy requires the Storage Protocol Services license.

[ oL-16598-01
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This section includes the following topics:
» Port Security Enforcement, page 24-2
« About Auto-Learning, page 24-2
» Port Security Activation, page 24-3

Port Security Enforcement

To enforce port security, configure the devices and switch port interfaces through which each device or
switch is connected, and activate the configuration.

» Usethe port world wide name (pWWN) or the node world wide name (nN\WWN) to specify the N port
connection for each device.

» Use the switch world wide name (SWWN) to specify the XE port connection for each switch.
Each N and XE port can be configured to restrict a single port or a range of ports.
Enforcement of port security policies are done on every activation and when the port tries to come up.
The port security feature uses two databases to accept and implement configuration changes.

» Configuration database—All configuration changes are stored in the configuration database.

- Active database—The database currently enforced by the fabric. The port security feature requires
all devices connecting to a switch to be part of the port security active database. The software uses
this active database to enforce authorization.

About Auto-Learning

You can instruct the switch to automatically learn (auto-learn) the port security configurations over a
specified period. This feature allows any Cisco Nexus 5000 Series switch to automatically learn about
devices and switches that connect to it. Use this feature when you activate the port security feature for
the first time as it saves tedious manual configuration for each port. You must configure auto-learning
on aper-VSAN basis. If enabled, devices and switches that are allowed to connect to the switch are
automatically learned, even if you have not configured any port access.

When auto-learning is enabled, learning happens only for the devices or interfaces that were not already
logged into the switch. Learned entries on a port are cleaned up after you shut down that port if
auto-learning is still enabled.

L earning does not override the existing configured port security policies. For example, if aninterfaceis
configured to allow a specific pWWWN, then auto-learning will not add a new entry to allow any other
pWWN on that interface. All other p?tWNs will be blocked even in auto-learning mode.

No entries are learned for a port in the shutdown state.

When you activate the port security feature, auto-learning is also automatically enabled.

Note If you enable auto-learning before activating port security, you cannot activate port security until
auto-learning is disabled.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Port Security Activation

By default, the port security feature is not activated in Cisco Nexus 5000 Series switches.
When you activate the port security feature, the following operations occur:
« Auto-learning is also automatically enabled, which means:

— From this point, auto-learning happens only for the devices or interfaces that were not logged
into the switch.

— You cannot activate the database until you disable auto-learning.
» All the devices that are already logged in are learned and are added to the active database.
- All entries in the configured database are copied to the active database.

After the database is activated, subsequent device login is subject to the activated port bound WWN
pairs, excluding the auto-learned entries. You must disable auto-learning before the auto-learned entries
become activated.

When you activate the port security feature, auto-learning is also automatically enabled. You can choose
to activate the port security feature and disable auto-learning.

Tip If aport is shut down because of adenied login attempt, and you subsequently configure the database to
allow that login, the port does not come up automatically. You must explicitly enter ano shutdown CLI
command to bring that port back online.

Configuring Port Security

The steps to configure port security depend on which features you are using. Auto-learning works
differently if you are using CFS distribution.

This section includes the following topics:
» Configuring Port Security with Auto-Learning and CFS Distribution, page 24-3
- Configuring Port Security with Auto-Learning without CFS, page 24-4
« Configuring Port Security with Manual Database Configuration, page 24-5

Configuring Port Security with Auto-Learning and CFS Distribution

To configure port security, using auto-learning and CFS distribution, perform this task:

Stepl  Enable port security.
See the “Enabling Port Security” section on page 24-5.
Step2  Enable CFSdistribution.
See the “Enabling Distribution” section on page 24-16.
Step3  Activate port security on each VSAN.
This action turns on auto-learning by default. See the “Activating Port Security” section on page 24-7.
Step4  Issue a CFS commit to copy this configuration to all switchesin the fabric.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 5
Step 6

Step 7

Step 8

Step 9

Step 10

See the “ Committing the Changes” section on page 24-17. All switches have port security activated with
auto-learning enabled.

Wait until all switches and all hosts are automatically learned.

Disable auto-learn on each VSAN.

See the" Disabling Auto-Learning” section on page 24-11.

Issue a CFS commit to copy this configuration to all switches in the fabric.

See the “Committing the Changes’ section on page 24-17. The auto-learned entries from every switch
are combined into a static active database that is distributed to all switches.

Copy the active database to the configure database on each VSAN.
See the “ Copying the Port Security Database” section on page 24-20.
Issue a CFS commit to copy this configuration to all switches in the fabric.

See the “ Committing the Changes” section on page 24-17. This ensures that the configure database is
the same on all switches in the fabric.

Copy the running configuration to the startup configuration, using the fabric option.

This step saves the port security configure database to the startup configuration on all switches in the
fabric.

Configuring Port Security with Auto-Learning without CFS

Step 1

Step 2

Step 3
Step 4

Step 5

Step 6

Step 7

To configure port security using auto-learning without CFS, perform this task:

Enable port security.

See the “Enabling Port Security” section on page 24-5.

Activate port security on each VSAN, which turns on auto-learning by default.
See the “Activating Port Security” section on page 24-7.

Wait until all switches and all hosts are automatically learned.

Disable auto-learn on each VSAN.

See the “Disabling Auto-Learning” section on page 24-11.

Copy the active database to the configure database on each VSAN.

See the “ Copying the Port Security Database” section on page 24-20.

Copy the running configuration to the startup configuration, which saves the port security configuration
database to the startup configuration.

Repeat Step 1 through Step 6 for all switchesin the fabric.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuring Port Security with Manual Database Configuration

To configure port security and manually configure the port security database, perform this task:

Stepl  Enable port security.
See the “Enabling Port Security” section on page 24-5.
Step2  Manually configure all port security entries into the configure database on each VSAN.
See the “ Configuring Port Security with Manual Database Configuration” section on page 24-5.
Step3  Activate port security on each VSAN. This turns on auto-learning by default.
See the “Disabling Auto-Learning” section on page 24-11.
Step4  Disable auto-learn on each VSAN.
See the “Disabling Auto-Learning” section on page 24-11.

Step5  Copy the running configuration to the startup configuration, which saves the port security configuration
database to the startup configuration.

Step6  Repeat Step 1 through Step 5 for all switchesin the fabric.

Enabling Port Security

By default, the port security feature is disabled in Cisco Nexus 5000 Series switches.

To enable port security using Fabric Manager, perform this task:

Stepl  Expand aVSAN, and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane as shown in Figure 24-1.

Figure 24-1 Port Security Configuration
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Step2  Click the CFStab.
You see the information shown in Figure 24-2.
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Figure 24-2 Port Security CFS
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Step3  Enable CFSon all participating switchesin the VSAN by clicking each entry in the Global column and
selecting enable.
Step4  Click Apply Changesto enable CFS distribution for the port security feature.

Step5  Click the Control tab.
You see the port security enable state for all switchesin the selected VSAN as shown in Figure 24-3.

Figure 24-3 Port Security Configuration
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Step6  Inthe Status column, choose enable for each switch in the VSAN.

Step7  Click the CFStab and in the Command column choose commit on all participating switchesin the
VSAN.

Step8  Click Apply Changes to distribute the enabled port security to all switchesin the VSAN.

Port Security Activation

This section includes the following topics:
- Activating Port Security, page 24-7
- Database Activation Rejection, page 24-7
» Forcing Port Security Activation, page 24-8
» Database Reactivation, page 24-8
« Copying an Active Database to the Config Database, page 24-9
« Displaying Activated Port Security Settings, page 24-9
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- Displaying Port Security Statistics, page 24-9
- Displaying Port Security Violations, page 24-10

Activating Port Security

To activate port security using Fabric Manager, perform this task:

Stepl1  Expand aVSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.
Step2  Click the Actions tab.

Step3  Inthe Action column under Activation, choose the switch or VSAN on which you want to activate port
security. You see a drop-down list with the following options:

- activate—Valid port security settings are activated.
- activate (TurnL earningOff)—Valid port security settings are activated and auto-learn turned off.
- forceActivate—Activation is forced.
» forceActivate(TurnL earningOff)—Activation is forced and auto-learn is turned off.
- deactivate—All currently active port security settings are deactivated.
» NoSelection— No action is taken.
Step4  Set the Action field you want for that switch.
Step5  Uncheck the AutoL earn check box for each switch in the VSAN to disable auto-learning.
Step6  Click the CFS tab and set the command column to commit on all participating switchesin the VSAN.
Step7  Click Apply Changesin Fabric Manager to save these changes.

Database Activation Rejection

Database activation is rejected in the following cases:
- Missing or conflicting entries exist in the configuration database but not in the active database.

» The auto-learning feature was enabled before the activation. To reactivate a database in this state,
disable auto-learning.

» The exact security is not configured for each port channel member.
« The configured database is empty but the active database is not.

If the database activation is rejected due to one or more conflicts listed in the previous section, you may
decide to proceed by forcing the port security activation.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Forcing Port Security Activation

N

Note

Step 1

Step 2
Step 3

Step 4
Step 5

Step 6

If the port security activation request is rejected, you can force the activation.

If you force the activation, existing devices are logged out if they violate the active database.

To forcefully activate the port security database using Fabric Manager, perform this task:

Expand a VSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.
Click the Actions tab.

In the Action column under Activation, choose the switch or VSAN on which you want to activate port
security and choose the for ceactivate option.

Choose the Action field you want for that switch.

Click the CFS tab and in the command column choose commit for all participating switchesin the
VSAN.

Click Apply Changes in Fabric Manager to save these changes.

Database Reactivation

Jo

Tip

Step 1
Step 2

Step 3
Step 4

If auto-learning is enabled, and you cannot activate the database, you will not be allowed to proceed.

To reactivate the port security database using Fabric Manager, perform this task:

Disable auto-learning.
Copy the active database to the configured database.

Jo

% If the active database is empty, you cannot perform this step.

Make the required changes to the configuration database.
Activate the database.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Copying an Active Database to the Config Database

To copy the active database to the config database using Fabric Manager, perform this task:

Stepl  Expand aVSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.

Step2  Click the Actions tab.
You see the switches for that VSAN.

Step3  Check the CopyActive ToConfig check box next to the switch for which you want to copy the database.
The active database is copied to the config database when the security setting is activated.

Step4  Uncheck the CopyActive ToConfig check box if you do not want the database copied when the security
setting is activated.

Step5  Click the CFS tab and in the command column choose commit for all participating switches in the
VSAN.

Step6  Click Apply Changes to save these changes or click Undo Changes to discard any unsaved changes.

Displaying Activated Port Security Settings

To display active port security settings using Fabric Manager, perform this task:

Stepl1  Expand aVSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.
Step2  Click the Active Database tab.
You see the active port security settings for that VSAN.

Displaying Port Security Statistics

To display port security statistics using Fabric Manager, perform this task:

Stepl  Expand aVSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.
Step2  Click the Statistics tab.
You see the port security statistics for that VSAN.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
[ oL-16598-01 .m



Chapter 24  Configuring Port Security |

MW Auto-Learning

Send comments to nx5000-docfeedback@cisco.com

Displaying Port Security Violations
Port violations are invalid login attempts (for example, login requests from unauthorized Fibre Channel
devices). You can display alist of these attempts on a per-VSAN basis, using Fabric Manager.
To display port security violations, perform this task:

Stepl  Expand aVSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.
Step2  Click the Violations tab.
You see the port security violations for that VSAN.

Auto-Learning

This section includes the following topics:
» About Enabling Auto-L earning, page 24-10
- Enabling Auto-Learning, page 24-11
- Disabling Auto-Learning, page 24-11
« Auto-Learning Device Authorization, page 24-12
- Authorization Scenario, page 24-12

About Enabling Auto-Learning

The state of the auto-learning configuration depends on the state of the port security feature:
« |If the port security feature is not activated, auto-learning is disabled by default.

« |If the port security feature is activated, auto-learning is enabled by default (unless you explicitly
disabled this option).

Jo

ﬁ If auto-learning is enabled on a VSAN, you can only activate the database for that VSAN by using the
force option.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Enabling Auto-Learning

Step 1

Step 2
Step 3

Step 4
Step 5
Step 6

To enable auto-learning using Fabric Manager, perform this task:

Expand a VSAN and then choose Port Security in the Logical Domains pane.

You see the port security configuration for that VSAN in the Information pane as shown in Figure 24-4.

Figure 24-4 Port Security Configuration
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Click the Actions tab.

In the Action column under Activation, choose the switch or VSAN on which you want to activate port
security. You see a drop-down list with the following options:

- activate—Valid port security settings are activated.
« activate (TurnLearningOff)—Valid port security settings are activated and auto-learn turned off.
- forceActivate—Activation is forced.
- forceActivate(TurnL earningOff)—Activation is forced and auto-learn is turned off.
- deactivate—All currently active port security settings are deactivated.
» NoSelection— No action is taken.
Choose one of the port security options for that switch.
Check the AutoL earn check box for each switch in the VSAN to enable auto-learning.
Click the Apply Changesicon to save these changes.

Disabling Auto-Learning

Step 1

Step 2

Step 3
Step 4

To disable auto-learning using Fabric Manager, perform this task:

Expand a VSAN and then choose Port Security in the Logical Domains pane.

You see the port security configuration for that VSAN in the Information pane (see Figure 24-4).
Click the Actions tab.

You see the switches for that VSAN.

Uncheck the AutoL earn check box next to the switch if you want to disable auto-learning.

Click the Apply Changesicon to save these changes.

[ oL-16598-01
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Auto-Learning Device Authorization

Table 24-1 summarizes the authorized connection conditions for device requests.

Table 24-1 Authorized Auto-Learning Device Requests
Condition |Device (pWWN, nWWN, sWWN) Requests Connectionto  |Authorization
1 Configured with one or more switch A configured switch port |Permitted
2 ports Any other switch port Denied
3 Not configured A switch port that isnot | Permitted if
configured auto-learning
enabled
4 Denied if
auto-learning
disabled
5 Configured or not configured A switch port that allows |Permitted
any device

Configured to log in to any switch port |Any port on the switch  |Permitted

Not configured A port configured with  |Denied
some other device

Authorization Scenario

Assume that the port security feature is activated and the foll owing conditions are specified in the active
database:

« A pWWN (P1) is allowed access through interface fc2/1 (F1).

A pWWN (P2) is allowed access through interface fc2/2 (F1).

A nWWN (N1) is allowed access through interface fc2/2 (F2).

« Any WWN is allowed access through interface vfc3/1 (F3).

« A nWWN (N3) is allowed access through any interface.

« A pWWN (P3) is allowed access through interface fc2/4 (F4).

« A SWWN (S1) is alowed access through interface fc3/1-3 (F10 to F13).
« A pWWN (P10) is allowed access through interface vfc4/1 (F11).

Table 24-2 summarizes the port security authorization results for this active database. The conditions
listed refer to the conditions from Table 24-1.

Table 24-2 Authorization Results for Scenario

Device Connection Request Authorization |Condition |Reason

P1, N2, F1 Permitted 1 No conflict.

P2, N2, F1 Permitted 1 No conflict.

P3, N2, F1 Denied 2 F1is bound to P1/P2.
P1, N3, F1 Permitted 6 Wildcard match for N3.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |



| Chapter24

Configuring Port Security

Port Security Manual Configuration

Send comments to nx5000-docfeedback@cisco.com

Port Security Manual Configuration

Step 1

Step 2
Step 3
Step 4

Table 24-2 Authorization Results for Scenario (continued)

Device Connection Request Authorization |Condition |Reason

P1, N1, F3 Permitted 5 Wildcard match for F3.

P1, N4, F5 Denied 2 P1is bound to F1.

P5, N1, F5 Denied 2 N1 isonly allowed on F2.

P3, N3, F4 Permitted 1 No conflict.

S1, F10 Permitted 1 No conflict.

S2, F11 Denied 7 P10 is bound to F11.

P4, N4, F5 (auto-learning on) | Permitted 3 No conflict.

P4, N4, F5 (auto-learning off)  |Denied 4 No match.

S3, F5 (auto-learning on) Permitted 3 No conflict.

S3, F5 (auto-learning off) Denied 4 No match.

P1, N1, F6 (auto-learning on)  |Denied 2 P1isbound to F1.

P5, N5, F1 (auto-learning on)  |Denied 7 Only P1 and P2 bound to F1.

S3, F4 (auto-learning on) Denied 7 P3 paired with F4.

S1, F3 (auto-learning on) Permitted 5 No conflict.

P5, N3, F3 Permitted 6 Wildcard ( * ) match for F3
and N3.

P7, N3, F9 Permitted 6 Wildcard ( * ) match for N3.

To configure port security on a Cisco Nexus 5000 Series switch, perform this task:

Identify the WWN of the ports that need to be secured.
See the “Adding Authorized Port Pairs” section on page 24-14.
Secure the fWWN to an authorized nWWN or pWWN.
Activate the port security database.

Verify your configuration.

This section includes the following topics:

< WWN Ildentification Guidelines, page 24-14

« Adding Authorized Port Pairs, page 24-14
» Deleting Port Security Setting, page 24-15

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

[ oL-16598-01



Chapter 24  Configuring Port Security |

M Port Security Manual Configuration

Send comments to nx5000-docfeedback@cisco.com

WWN ldentification Guidelines

If you decide to manually configure port security, note the following guidelines:

Identify switch ports by the interface or by the fWWN.
Identify devices by the p?tWWN or by the nWWN.

If an N port is allowed to log in to SAN switch port F, then that N port can only log in through the
specified F port.

If an N port’'s nWWN is bound to an F port WWN, then all pWWWNs in the N port are implicitly
paired with the F port.

TE port checking is done on each VSAN in the allowed VSAN list of the VSAN trunk port.

All port channel XE ports must be configured with the same set of WWNs in the same SAN port
channel.

E port security isimplemented in the port VSAN of the E port. In this case, the SWWN is used to
secure authorization checks.

Once activated, the configuration database can be modified without any effect on the active
database.

By saving the running configuration, you save the configuration database and activated entriesin the
active database. Learned entries in the active database are not saved.

Adding Authorized Port Pairs

Je

Tip

Step 1
Step 2
Step 3

After identifying the WWN pairs that need to be bound, add those pairs to the port security database.

Remote switch binding can be specified at the local switch. To specify the remote interfaces, you can
use either the fWWN or sSWWN-interface combination.

To add authorized port pairs for port security using Fabric Manager, perform this task:

Expand a VSAN and then choose Port Security in the Logical Domains pane.
Click the Config Database tab.
Click Create Row to add an authorized port pair.

You see the Create Port Security dialog box as shown in Figure 24-5.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 4
Step 5
Step 6
Step 7

Figure 24-5 Create Port Security Dialog Box
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Double-click the device from the available list for which you want to create the port security setting.
Double-click the port from the available list to which you want to bind the device.

Click Create to create the port security setting.

Click the Apply Changes icon to save these changes.

Deleting Port Security Setting

Step 1
Step 2

Step 3
Step 4

Step 5
Step 6

To delete a port security setting from the configured database on a switch, perform this task:

Expand a VSAN and then choose Port Security in the Logical Domains pane.

Click the Config Database tab.

You see the configured port security settings for that VSAN.

Click in the row you want to delete.

Choose Delete Row.

You see the confirmation dialog box.

Click Yesto delete the row, or click No to close the confirmation dialog box without deleting the row.

Click the Apply Changesicon to save these changes.

Port Security Configuration Distribution

The port security feature uses the Cisco Fabric Services (CFS) infrastructure to enabl e efficient database
management, provide a single point of configuration for the entire fabric in the VSAN, and enforce the
port security policies throughout the fabric (see Chapter 7, “Using Cisco Fabric Services”).

[ oL-16598-01
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This section contains the following topics:
- Enabling Distribution, page 24-16
» Locking the Fabric, page 24-16
» Committing the Changes, page 24-17
- Activation and Auto-Learning Configuration Distribution, page 24-17

Enabling Distribution

Note

All the configurations performed in distributed mode are stored in a pending (temporary) database. If
you modify the configuration, you need to commit or discard the pending database changes to the
configurations. The fabric remains locked during this period. Changes to the pending database are not
reflected in the configurations until you commit the changes.

Port activation or deactivation and auto-learning enable or disable do not take effect until after a CFS
commit if CFSdistribution is enabled. Always follow any one of these operations with a CFS commit to
ensure proper configuration. See the “Activation and Auto-L earning Configuration Distribution” section
on page 24-17.

Tip We recommend that you perform a commit after you activate port security and after you enable auto

learning.
To enable distribution using Fabric Manager, perform this task:

Stepl  Expand aVSAN and then choose Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane as shown in Figure 24-4.

Step2  Click the Control tab.
You see the switches for that VSAN.

Step3  Inthe Command column, choose enable or disable from the drop-down list.

Step4  Click the Apply Changesicon to save the changes.

Locking the Fabric

The first action that modifies the existing configuration creates the pending database and locks the
feature in the VSAN. Once you lock the fabric, the following situations apply:

« No other user can make any configuration changes to this feature.
« A copy of the configuration database becomes the pending database.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Committing the Changes

If you commit the changes made to the configurations, the configurations in the pending database are
distributed to other switches. On a successful commit, the configuration change is applied throughout
the fabric and the lock is released.

Activation and Auto-Learning Configuration Distribution

Activation and auto-learning configurations in distributed mode are remembered as actions to be
performed when you commit the changes in the pending database.

Learned entries are temporary and do not have any rolein determining if alogin is authorized or not. As
such, learned entries do not participate in distribution. When you disable learning and commit the
changes in the pending database, the |earned entries become static entries in the active database and are
distributed to all switchesinthe fabric. After the commit, the active database on all switches areidentical
and learning can be disabled.

If the pending database contains more than one activation and auto-learning configuration when you
commit the changes, the activation and auto-learning changes are consolidated and the resulting
operation may change (see Table 24-3).

Table 24-3

Scenarios for Activation and Auto-learning Configurations in Distributed Mode

Scenario Actions

Distribution = OFF

Distribution = ON

A andB existinthe | 1.
configuration
database,
activation is not
done and devices

You activate the port
security databaseand
enableauto-learning.

configuration database = { A,B}
active database = {A,B, C!, D*}

configuration database = { A,B}
active database = { null}

pending database = { A,B + activation to
be enabled}

C,D areloggedin. | 5.
added to the
configuration
database.

A new entry Eis

configuration database = {A,B,
E}

active database = { A,B, C*, D*}

configuration database = { A,B}
active database = {null}

pending database = { A,B, E + activation
to be enabled}

3. You issue a commit.

Not applicable

configuration database = {A,B, E}
active database = {A,B, E, C*, D*}
pending database = empty

[ oL-16598-01
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Table 24-3 Scenarios for Activation and Auto-learning Configurations in Distributed Mode (continued)

Scenario Actions Distribution = OFF Distribution = ON

A andBexistinthe | 1. You activate the port |configuration database ={A,B} |configuration database = {A,B}
configuration security databaseand |, ;e gatabase = {A,B, C*, D*} | active database = { null}

database, enableauto-learning.

activation is not pending database = { A,B + activation to
done and devices be enabled}

C.Dareloggedin. | 2 Youdisablelearning. |configuration database = {A,B}  |configuration database = { A,B}
active database = { A,B, C, D} active database = {null}

pending database = { A,B + activation to
be enabled +
learning to be disabled}

3. Youissue acommit. |Not applicable configuration database = { A,B}

active database = { A,B} and devices C
and D arelogged out. Thisisequal to an
activation with auto-learning disabled.

pending database = empty

1. The* (asterisk) indicates learned entries.

Je

% In this case, we recommend that you perform a commit at the end of each operation: after you activate
port security and after you enable auto-learning.

Database Merge Guidelines

A database merge refers to a union of the configuration database and static (unlearned) entries in the
active database. See the “CFS Merge Support” section on page 7-6 for detailed concepts.

When merging the database between two fabrics, follow these guidelines:;
« Verify that the activation status and the auto-learning status is the same in both fabrics.

- Verify that the combined number of configurations for each VSAN in both databases does not
exceed 2000.

A

Caution  If you do not follow these two conditions, the merge will fail. The next distribution will forcefully
synchroni ze the databases and the activation states in the fabric.

Database Interaction

This section includes the following topics:
- Database Scenarios, page 24-19
» Copying the Port Security Database, page 24-20

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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» Deleting the Port Security Database, page 24-20
» Clearing the Port Security Database, page 24-21

Database Scenarios

Figure 24-6 illustrates various scenarios showing the active database and the configuration database
status based on port security configurations.

Figure 24-6 Port Security Database Scenarios
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Copying the Port Security Database

Jo

Tip

Step 1
Step 2

Step 3
Step 4

Step 1
Step 2

Step 3

Step 4

We recommend that you copy the active database to the config database after disabling auto-learning.
This action will ensure that the configuration database is in synchronization with the active database. If
distribution is enabled, this command creates a temporary copy (and consequently a fabric lock) of the
configuration database. If you lock the fabric, you need to commit the changes to the configuration
databasesin all the switches.

To copy the active database to the configuration database, using Fabric Manager, perform this task:

Expand a Fabric, expand a VSAN, and then choose Port Security in the Logical Domains pane.
Click the Actions tab.

You see all the configuration databases.

Choose the appropriate configuration database and check the Copy Active to Config checkbox.
Click the Apply Changesicon to save your changes.

To view the differences between the active database and the configuration database using Fabric
Manager, perform this task:

Expand a Fabric, expand a VSAN, and then choose Port Security in the Logical Domains pane.
You see the Port Security information in the Information pane.

Click the Database Differences tab.

You see all the configuration databases.

Choose the appropriate configuration database. Choose the Active or Config option to compare the
differences between the selected database and the active or configuration database.

Click the Apply Changes icon to save your changes.

Deleting the Port Security Database

Jo

0

Step 1

Step 2

If the distribution is enabled, the deletion creates a copy of the database. An explicit deletionisrequired
to actually delete the database.

To delete a port security database using Fabric Manager, perform this task:

Expand a Fabric, expand a VSAN, and then choose Port Security in the Logical Domains pane.
You see the Port Security information in the Information pane.

Click the Config Database tab.

You see all the configuration databases.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step3  Choose the appropriate configuration database and click the Delete Row button.
Step4  Click Yesif you want to delete the configuration database.

Clearing the Port Security Database

To clear all existing statistics from the port security database for a specified VSAN using Fabric
Manager, perform this task:

Stepl  Expand aFabric, expand a VSAN, and then choose Port Security in the Logical Domains pane.
You see the Port Security information in the Information pane (see Figure 24-4).

Step2  Click the Statistics tab.
You see all the configuration databases.

Step3  Choose the appropriate configuration database and check the Clear option.

Step4  Click the Apply Changesicon to save your changes.

To clear any learned entries in the active database for a specified interface within aVVSAN using Fabric
Manager, perform this task:

Stepl  Expand aFabric, expand a VSAN, and then choose Port Security in the Logical Domains pane.
You see the Port Security information in the Information pane.

Step2  Click the Actions tab.
You see all the configuration databases.

Step3  Choose the appropriate configuration database and check the AutoL earn option.

Step4  Click the Apply Changesicon to save your changes.

Note  You can clear the Statistics and the AutoL earn option only for switches that are local and do not acquire
locks. Also, learned entries are only local to the switch and do not participate in distribution.

Default Settings

Table 24-4 lists the default settings for all port security features in any switch.

Table 24-4 Default Security Settings
Parameters Default
Auto-learn Enabled if port security is enabled.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 24-4 Default Security Settings (continued)
Parameters Default
Port security Disabled.
Distribution Disabled.
Note  Enabling distribution enablesit on all VSANSs in the switch.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 25

Configuring Fabric Binding

This chapter describes the fabric binding feature provided in Cisco Nexus 5000 Series switches. It
includes the following sections:

- Information About Fabric Binding, page 25-1
- Configuring Fabric Binding, page 25-3
- Default Settings, page 25-10

Information About Fabric Binding

The fabric binding feature ensures that 1SLs are only enabled between specified switches in the fabric.
Fabric binding is configured on a per-VSAN basis.

This feature helps prevent unauthorized switches from joining the fabric or disrupting current fabric
operations. It uses the Exchange Fabric Membership Data (EFM D) protocol to ensure that the list of
authorized switchesisidentical in all switchesin the fabric.

This section includes the following topics:
« Licensing Requirements, page 25-1
» Port Security Versus Fabric Binding, page 25-2
» Fabric Binding Enforcement, page 25-2

Licensing Requirements

Fabric Binding requires the Storage Protocol Services license. For additional information, refer to the
Nexus 5000 Series Switch CLI Software Configuration Guide.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Port Security Versus Fabric Binding

Port security and fabric binding are two independent features that can be configured to complement each

other. Table 25-1 compares the two features.

Table 25-1

Fabric Binding and Port Security Comparison

Fabric Binding

Port Security

Uses a set of SWWNs and a persistent domain
ID.

Uses pWWNs/NWWNs or fWWNs/SWWNSs.

Binds the fabric at the switch level.

Binds devices at the interface level.

Authorizes only the configured SWWN stored in
the fabric binding database to participate in the
fabric.

Allows a preconfigured set of Fibre Channel
devicesto logically connect to a SAN port. The
switch port, identified by a WWN or interface
number, connects to a Fibre Channel device (a host
or another switch), also identified by a WWN. By
binding these two devices, you lock these two ports
into agroup (or list).

Requires activation on a per VSAN basis.

Requires activation on a per VSAN basis.

Allows specific user-defined switches that are
allowed to connect to thefabric, regardless of the
physical port to which the peer switch is
connected.

Allows specific user-defined physical ports to
which another device can connect.

Doesnot learn about switchesthat areloggingin.

L earns about switches or devicesthat arelogging in
if learning mode is enabled.

Cannot be distributed by CFS and must be
configured manually on each switch in the
fabric.

Can be distributed by CFS.

Port-level checking for XE portsis as follows:

- The switch login uses both port security binding and fabric binding for a given VSAN.

» Binding checks are performed on the port VSAN as follows:

— E port security binding check on port VSAN

— TE port security binding check on each allowed VSAN

While port security complements fabric binding, they are independent features and can be enabled or

disabled separately.

Fabric Binding Enforcement

To enforce fabric binding, configure the switch world wide name (SWWN) to specify the xE port
connection for each switch. Enforcement of fabric binding policies are done on every activation and
when the port tries to come up. For a Fibre Channel VSAN, the fabric binding feature requires all
SWWNs connected to a switch to be part of the fabric binding active database.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Configuring Fabric Binding

The fabric binding feature ensures ISLs are only enabled between specified switches in the fabric
binding configuration. Fabric binding is configured on a per-VSAN basis.

This section includes the following topics:

Configuring Fabric Binding, page 25-3

Enabling Fabric Binding, page 25-4

About Switch WWN Lists, page 25-4

Configuring Switch WWN List, page 25-4

About Fabric Binding Activation and Deactivation, page 25-5
Activating Fabric Binding, page 25-5

Forcing Fabric Binding Activation, page 25-6

Copying Fabric Binding Configurations, page 25-6

Creating a Fabric Binding Configuration, page 25-7
Deleting a Fabric Binding Configuration, page 25-7
Copying Fabric Binding to the Configuration File, page 25-8
Viewing EFMD Statistics, page 25-8

Viewing Fabric Binding Violations, page 25-8

Viewing Fabric Binding Active Database, page 25-8

Saving Fabric Binding Configurations, page 25-9

Clearing the Fabric Binding Statistics, page 25-9

Deleting the Fabric Binding Database, page 25-10

Configuring Fabric Binding

Step 1
Step 2

Step 3
Step 4
Step 5
Step 6

To configure fabric binding in each switch in the fabric, perform this task:

Enable the fabric configuration feature.

Configure alist of SWWNs and their corresponding domain IDs for devices that are allowed to access
the fabric.

Activate the fabric binding database.
Copy the fabric binding active database to the fabric binding configuration database.

Save the fabric binding configuration.

Verify the fabric binding configuration.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 25 Configuring Fabric Binding |

M Configuring Fabric Binding

Send comments to nx5000-docfeedback@cisco.com

Enabling Fabric Binding

Step 1

Step 2

Step 3

The fabric binding feature must be enabled in each switch in the fabric that participates in the fabric

binding. By default, thisfeatureis disabled in Cisco Nexus 5000 Series switches. The configuration and
verification commands for the fabric binding feature are only available when fabric binding is enabled
on aswitch. When you disable this configuration, all related configurations are automatically discarded.

To enable fabric binding on any participating switch using Fabric Manager, perform this task:

Expand the V SAN with the switches on which you want to enabl e fabric binding in the Logical Domains
pane. Expand Fabric Binding (see Figure 25-1).

Figure 25-1 Fabric Binding Configuration
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The Control tab is the default tab in the Information pane.

From the Command drop-down list, choose enable or disable to enable or disable Fabric Binding on the
switch.

Click the Apply Changesicon to save your changes.

About Switch WWN Lists

A user-specified fabric binding list contains alist of switch WWNs (SWWNs) within afabric. If an
SWWN attempts to join the fabric, and that SWWN is not on the list or the sSWWN is using adomain ID
that differs from the one specified in the allowed list, the I SL between the switch and the fabric is
automatically isolated in that VSAN and the switch is denied entry into the fabric.

Configuring Switch WWN List

Step 1

Step 2
Step 3
Step 4

To configure alist of SWWNs and domain IDs for aFICON VSAN using Fabric Manager, perform this
task:

Expand a VSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding
(see Figure 25-1).

Ensure that fabric binding is enabled for the selected VSAN.
Click the Config Database tab in the Information pane.
Click Create Row.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 5
Step 6

Step 7

You see the Create Config Database dialog box as shown in Figure 25-2.

Figure 25-2 Create Config Database Dialog Box
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Select the switches that you want to add.
Add the sSWWN and domain ID of a switch to the configured database list.
You can add the SWWN and the domain ID of more than one switches to the configured database list.

Click Create.

About Fabric Binding Activation and Deactivation

Note

The fabric binding feature maintains a configuration database (config database) and an active database.
The config database is a read-write database that collects the configurations you perform. These
configurations are only enforced upon activation. This activation overwrites the active database with the
contents of the config database. The active database is read-only and is the database that checks each
switch that attemptsto log in.

By default, the fabric binding feature is not activated. You cannot activate the fabric binding database on
the switch if entries existing in the config database conflict with the current state of the fabric. For
example, one of the already logged in switches may be denied login by the config database. You can
choose to forcefully override these situations.

After activation, any already logged in switch that violates the current active database will be logged out,
and all switchesthat were previously denied login because of fabric binding restrictions are reinitialized.

Activating Fabric Binding

Step 1

To activate, deactivate, or to force fabric bind using Fabric Manager, perform this task:

Expand a VSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
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Step 2

Step 3

Step 4

Click the Actions tab in the Information pane (see Figure 25-3).

Figure 25-3 Fabric Binding Actions Tab

Ged2sQ@SG &

Contral | Acions | Config Database | Active Database | Database Differences | Violations

Copyhckive
Swikch Action Enabled = Result | LastChange — ToConfig
wi7z-2z-46-221) activate v [false uccess nfa
\sw172-22-46-220 false success  nja ]
\sw1T2-22-46-174 [forcefctivate  |False success  nfa ]
deactivate

noSelection

183004

In the Action drop-down list, choose activate or deactivate or force activate for the Fabric Binding on
the switch.

Click the Apply Changesicon to save your changes.
The Enabled column for the switch now displays True.

Forcing Fabric Binding Activation

Step 1
Step 2
Step 3

Step 4

If the database activation is rejected due to one or more conflicts listed in the previous section, you may
decide to proceed with the activation by using the force option.

To forcefully activate the fabric binding database using Fabric Manager, perform this task:

Expand aVSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Click the Actions tab in the Information pane (see Figure 25-3).

In the Action drop-down list, choose for ceActivate for the VSAN(s) for which you want to activate
fabric binding.

Click Apply Changes to activate fabric binding.
The Enabled column for the switch now displays True.

Copying Fabric Binding Configurations

Step 1
Step 2
Step 3

When you copy the fabric binding configuration, the config database is saved to the running
configuration.

To copy the active database to the config database using Fabric Manager, perform this task:

Expand aVSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Click the Actions tab in the Information pane.
Check the Copy Active to Config check box.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 4

Click the Apply Changes icon to save your changes.

Creating a Fabric Binding Configuration

Step 1
Step 2

Step 3

Step 4
Step 5

To create a fabric binding configuration using Fabric Manager, perform this task:

Expand a VSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Click the Config Database tab in the Information pane.
You see the information as shown in Figure 25-4.

Figure 25-4 Fabric Binding Database Configuration
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Click Insert Row.

You see the Create Config Database dialog box (see Figure 25-2).

Select switches, choose an index, and indicate the peer WWN and the Domain ID.
Click Create to create the fabric binding database configuration.

When you save the fabric binding configuration, the config database and the active database are both
saved to the startup configuration and are available after a reboot.

Deleting a Fabric Binding Configuration

Step 1
Step 2

Step 3
Step 4

To delete a fabric binding configuration using Fabric Manager, perform this task:

Expand a VSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Click the Config Database tab in the Information pane.

You see the information shown in Figure 25-4.

Click in the row for the VSAN for which you want to delete the fabric binding configuration.
Click Delete Row to delete the fabric binding configuration.
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Copying Fabric Binding to the Configuration File

To copy the active fabric binding to the configuration file using Fabric Manager, perform this task:

Stepl  Expand aVSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.

Step2  Click the Actions tab in the Information pane (see Figure 25-3).

Step3  Check the CopyActive ToConfig check box for the V SAN(s) for which you want to copy fabric binding.
Step4  Click the Apply Changesicon to copy the fabric binding.

A

Caution  You cannot deactivate or disable fabric binding in a FICON-enabled VSAN.

Viewing EFMD Statistics

To view EFMD statistics using Fabric Manager, perform this task:

Stepl  Expand aVSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Step2  Click the EFMD Statistics tab.
You see the statistics information.

Viewing Fabric Binding Violations

To view fabric binding violations using Fabric Manager, perform this task:

Stepl  Expand aVSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Step2  Click the Violations tab.

You see the violations information.

Viewing Fabric Binding Active Database

To view the fabric binding active database using Fabric Manager, perform this task:

Stepl  Expand aVSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Step2  Click the Active Database tab.
You see the active database information as shown in Figure 25-5.
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Figure 25-5 Fabric Binding Active Database
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Saving Fabric Binding Configurations

Step 1
Step 2
Step 3

Step 4

When you save the fabric binding configuration, the config database and the active database are both
saved to the startup configuration and are available after a reboot.

To save the fabric binding configuration using Fabric Manager, perform this task:

Expand a VSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Click the Actions tab (see Figure 25-3).

Check the Copy Active to Config check box to copy the active database to the config database.
If the configured database is empty, this action is not successful.

Click the Database Differences tab to compare the database with the Config or Active database to view
the differences between the active database and the config database.

Clearing the Fabric Binding Statistics

Step 1
Step 2

Step 3
Step 4

To clear all existing statistics from the fabric binding database for a specified VSAN using Fabric
Manager, perform this task:

Expand a VSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Click the Statistics tab in the Information pane.

You see the statistics in the Information pane.

Check the Clear check box.

Click the Apply Changes icon to save your changes.
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Deleting the Fabric Binding Database

To delete the configured database for a specified VSAN using Fabric Manager, perform this task:

Stepl  Expand aVSAN with fabric binding in the Logical Domains pane. Expand Fabric Binding.
Step2  Click the Config Database tab in the Information pane.

Step3  Select the database that you want to delete.

Step4  Click Delete Row.

Default Settings

Table 25-2 lists the default settings for the fabric binding feature.

Table 25-2 Default Fabric Binding Settings
Parameters Default
Fabric binding Disabled
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CHAPTER 26

Configuring Fabric Configuration Servers

This chapter describes the Fabric Configuration Server (FCS) feature provided in the Cisco Nexus 5000
Series switches. It includes the following sections:

« Information About FCS, page 26-1

- Displaying FCS Discovery, page 26-3

- Displaying FCS Elements, page 26-3

» Creating an FCS Platform, page 26-4

» Displaying FCS Fabric Ports, page 26-5
» Default Settings, page 26-6

Information About FCS

The Fabric Configuration Server (FCS) provides discovery of topology attributes and maintains a
repository of configuration information of fabric elements. A management application is usually
connected to the FCS on the switch through an N port. The FCS views the entire fabric based on the
following objects:

« Interconnect element (IE) object—Each switch in the fabric corresponds to an | E object. One or
more | E objects form afabric.

» Port object—Each physical portin an | E corresponds to a port object. Thisincludesthe switch ports
(XE and F ports) and their attached N ports.

- Platform object—A set of nodes may be defined as a platform object to make it a single manageable
entity. These nodes are end-devices (host systems, storage subsystems) attached to the fabric.
Platform objects reside at the edge switches of the fabric.

Each object hasits own set of attributes and values. A null value may also be defined for some attributes.

In the Cisco Nexus 5000 Series switch environment, a fabric may consist of multiple VSANs. One
instance of the FCSis present per VSAN.

FCS supports the discovery of virtual devices. The fcs virtual-device-add command, entered in FCS
configuration submode, allows you to discover virtual devicesin a particular VSAN or in all VSANS.

If you have attached a management application to a switch, all the frames directed towards the FCSin
the switch are part of the port VSAN in the switch port (F port). Your view of the management
application is limited only to this VSAN. However, information about other VSANSs that this switch is
part of can be obtained either through the SNMP or CLI.

[ oL-16598-01
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In Figure 26-1 Management Application 1 (M1) is connected through an F port with port VSAN ID 1,
and Management Application 2 (M2) is connected through an F port with port VSAN ID 2. M1 can query
the FCS information of switches S1 and S3, and M2 can query switches S3 and S4. Switch S2
information is not known to both of them. FCS operations can be done only on those switches that are
visible in the VSAN. M2 can send FCS requests only for VSAN 2 even though S3 is also a part of
VSAN 1.

Figure 26-1 FCSs in a VSAN Environment
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FCS Characteristics

FCSs have the following characteristics:
» Support network management including the following:
— N port management application can query and obtain information about fabric elements.

— SNMP manager can use the FCS management information base (M1B) to start discovery and
obtain information about the fabric topology.

» Support TE ports in addition to the standard F and E ports.

» Can maintain a group of nodes with alogical name and management address when a platform
registerswith it. FCSs maintain a backup of all registrations in secondary storage and update it with
every change. When a restart or switchover happens, FCSs retrieve the secondary storage
information and rebuild its database.

- SNMP manager can query FCSsfor all |Es, ports, and platforms in the fabric.
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Displaying FCS Discovery
To display FCS discovery information using Device Manager, perform this task:

Stepl  Choose FC > Advanced > Fabric Config Server.
You see the Fabric Config Server dialog box as shown in Figure 26-2.

Figure 26-2 Fabric Config Server Dialog Box
@) sw-isola-220 - Fabric Config Server
Discovery | Interconnect Elements | Platforms (Enclosures) || Fabric Ports
WSAMN o Status CompleteTitne
1 databaszelnvalid nfa
300 databaszelnvalid nfa
500 databazelnvalid n'a
1000 databaszelnvalid nfa
[ Discover l [ Refresh ] ’ Help ] ’ Close ] =
4 rowelE) Iﬁ

Step2  Click the Discovery tab.
Step3  Click Discover to rediscover the fabric, or click Refresh to update the display.

Displaying FCS Elements

To display FCS interconnect element information using Device Manager, perform this task:

Stepl  Choose FC > Advanced > Fabric Config Server.
You see the Fabric Config Server dialog box.
Step2  Click the Interconnect Elements tab.
You see the dialog box shown in Figure 26-3.
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Figure 26-3 FCS Interconnect Elements Tab
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Step3  Click Close to close the dialog box.

Creating an FCS Platform

To create an FCS platform using Device Manager, perform this task:

Stepl  Choose FC > Advanced > Fabric Config Server.
You see the Fabric Config Server dialog box.
Step2  Click the Platforms (Enclosures) tab.
Step3  Click Create.
You see the Create Fabric Config Server dialog box as shown in Figure 26-4.
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Step 4
Step 5
Step 6
Step 7
Step 8
Step 9

Step 1

Step 2

Figure 26-4 Create Fabric Config Server Dialog Box
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Enter the VSAN ID, or choose the ID from the drop-down list of available VSAN IDs.
Enter the Fabric Configuration Server name in the Name field.

Choose the type of server (Gateway, Host, Storage).

Enter the WWNs for the server.

Enter the management addresses for the server.

Click Create to create the server.

152023

FCS Fabric Ports

To display FCS discovery information using Device Manager, perform this task:

Choose FC > Advanced > Fabric Config Server.
You see the Fabric Config Server dialog box.
Click the Fabric Ports tab.

You see alist of fabric ports as shown in Figure 26-5.
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Figure 26-5 FCS Fabric Ports Tab
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300, Cizco 22100000, [auta |unknown unknowen | feSM Gloff..

300, Cizco 22:11:00:0... [auta |unknown unknowen | feS9H T (off..

300, Cizco 22120000, [auta |unknoswn unknoweer | fe9M Sjoff..

300, Cisco 22130000, [auto |unknown unknowen | foS9H 9joff.. R
’ Refresh ][ Help ][ Close ]

144 rowi=)

Step3  Click Refresh to update the display.

Default Settings

Table 26-1 lists the default FCS settings.

152025

Table 26-1 Default FCS Settings

Parameters Default
Global checking of the platform name Disabled
Platform node type Unknown
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CHAPTER 2;

Configuring Port Tracking

Cisco Nexus 5000 Series switches offer the port tracking feature on physical Fibre Channel interfaces
(but not on virtual Fibre Channel interfaces). This feature uses information about the operational state
of the link to initiate afailure in the link that connects the edge device. This process of converting the
indirect failure to a direct failure triggers a faster recovery process towards redundant links. When
enabled, the port tracking feature brings down the configured links based on the failed link and forces
the traffic to be redirected to another redundant link.

This chapter includes the following sections:
- Information About Port Tracking, page 27-1
- Configuring Port Tracking, page 27-2
» Default Port Tracking Settings, page 27-7

Information About Port Tracking

Generally, hosts can instantly recover from alink failure on alink that isimmediately (direct link)
connected to a switch. However, recovering from an indirect link failure between switchesin a WAN or
MAN fabric with a keepalive mechanism is dependent on several factors such as the timeout values
(TOVs) and on registered state change notification (RSCN) information (see the “ Fibre Channel Timeout
Values” section on page 22-1 and “About RSCN Information” section on page 19-5).

In Figure 27-1, when the direct link 1 to the host fails, recovery can be immediate. However, when the
ISL 2 fails between the two switches, recovery depends on TOVs, RSCNs, and other factors.

[ oL-16598-01
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Figure 27-1 Traffic Recovery Using Port Tracking

ISL2

Direct link 1 /- |

S\
I‘_l
120490

The port tracking feature monitors and detects fail ures that cause topology changes and brings down the
links connecting the attached devices. When you enable this feature and explicitly configure the linked
and tracked ports, the switch software monitors the tracked ports and alters the operational state of the
linked ports on detecting a link state change.

The following terms are used in this chapter:

» Tracked ports—A port whose operational state is continuously monitored. The operational state of
the tracked port is used to alter the operational state of one or more ports. Fibre Channel, VSAN,
SAN port channel, or a Gigabit Ethernet port can be tracked. Generally, portsin E and TE port
modes can also be F ports.

- Linked ports—A port whose operational state isaltered based on the operational state of the tracked
ports. Only physical Fibre Channel ports can be linked ports.

Port tracking has the following features:

» Theapplication bringsthe linked port down when the tracked port goes down. When the tracked port
recovers from the failure and comes back up again, the linked port is also brought up automatically
(unless otherwise configured).

» You can forcefully continue to keep the linked port down, even though the tracked port comes back
up. In this case, you must explicitly bring up the linked port when required.

Configuring Port Tracking

Before configuring port tracking, consider the following guidelines:
» Verify that the tracked ports and the linked ports are on the same Cisco switch.
- Beaware that the linked port is automatically brought down when the tracked port goes down.

« Do not track alinked port back to itself (for example, Port fc2/2 to Port fc2/4 and back to Port fc2/2)
to avoid recursive dependency.

This section includes the following topics:
- Enabling Port Tracking, page 27-3
- About Configuring Linked Ports, page 27-3
» Operationally Binding a Tracked Port, page 27-4
« About Tracking Multiple Ports, page 27-5

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Tracking Multiple Ports, page 27-6

» About Monitoring Portsin a VSAN, page 27-6

» Monitoring Portsin a VSAN, page 27-6

» About Forceful Shutdown, page 27-6

» Forcefully Shutting Down a Tracked Port, page 27-6

Enabling Port Tracking

Step 1

Step 2

Step 3

The port tracking feature is disabled by default in Cisco Nexus 5000 Series switches. When you enable
this feature, port tracking is globally enabled for the entire switch.

To configure port tracking, enable the port tracking feature and configure the linked ports for the tracked
port.

To enable port tracking with Fabric Manager, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose Port Tracking

The port tracking information is displayed in the Information pane as shown in Figure 27-2. The default
tab is the Controls tab.

Figure 27-2 Port Tracking
jadpes@es
Cortrob | Copaiernms | Foros St
Sy Slahs  Commard  LatCommard  Resdd
o | P2 T T il e ey Frdelkection e
i receeccr,  rofelcton e
refemtor: robokedisn s
el Pt narE
reSsecen  melssction rere 4
A reeieon  Fofelectn o '-"D'?
L way] rioSedsction e (]
| T L naied rofsiecton metelection d =

In the Command column, choose enable or disable for the port tracking.
Depending on your selection the corresponding entry in the Status column changes.
Click the Apply Changes icon to save your changes.

The entry in the Result column changes to success.

About Configuring Linked Ports

You can link ports using one of two methods:
« Operationally binding the linked ports to the tracked port (default).

« Continuing to keep the linked port down forcefully, even if the tracked port has recovered from the
link failure.

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



Chapter 27 Configuring Port Tracking |

M Configuring Port Tracking

Send comments to nx5000-docfeedback@cisco.com

Operationally Binding a Tracked Port

Step 1

Step 2
Step 3

Step 4
Step 5

Step 6

Step 7

Step 8

Step 9

When you configure the first tracked port, operational binding is automatically in effect. When you use
this method, you have the option to monitor multiple ports or monitor portsin one VSAN.

To operationally bind atracked port, perform this task:

In the Physical Attributes pane, expand Switches > I nterfaces, and then choose Port Tracking

The port tracking information is displayed in the Information pane. The default tab is the Controls tab.

Figure 27-3 Port Tracking Controls Tab
jladwesQa#
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| T3 3000071 leshlad  redsiecmon  mofalection e
9| 722705200 wnabieel  redsiecten  meSslsdtion rere -
i | i T T bl e Fieakection nore g
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Click the Dependencies tab.
Click Create Row.
You see the Create Port Tracking Dependencies dialog box as shown in Figure 27-4.

Figure 27-4 Create Port Tracking Dependencies Dialog Box

@ /SANiFabric c-186/Switches/In... [X]

Swvitch: [SEEE

Linked: [
Tracked: E]
Type: () Single YSAN () All YSANS
[] ForceShut

154479

Select the switch whose ports you want to track by choosing a switch from the drop-down list.

Select the linked ports that should be bound to the tracked ports by clicking the browse button and
choosing from the list.

Click the Single VSAN radio button if you want to track these ports only in one VSAN or click the All
VSANSs radio button if you want to track these portsin all the available VSANSs.

See “About Monitoring Portsin a VSAN” section on page 27-6 for details.

If you chose Single VSAN in the previous step, enter the ID of the VSAN where these ports will be
monitored.

Check the Forceshut check box if you want to forcefully shut down the tracked port.
See “About Forceful Shutdown” section on page 27-6 for details.
Click Create to proceed with creating this dependency.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

0L-16598-01 |



| Chapter27

Configuring Port Tracking

Configuring Port Tracking

Send comments to nx5000-docfeedback@cisco.com

Step 10

If tracking is established, you see Success in the lower left corner of the dialog box as shown in
Figure 27-5.

Figure 27-5 Successful Port Tracking Established
@ /SANiFabric c-186/Switches/In... [X|
Switch: |c-186 b
Linked: | fc15 [
Tracked: | fo1m8 [:]
Type: (O Single WSAN (5) Al WSANS
[ ForceShut

Success.

154480

Click Closeto close the dialog box.

The following example shows how to enable port tracking for specific interfaces:

switch# configure
switch(config)# interface fc 2/4
switch(config-if)# port-track interface san-port-channel 2

About Tracking Multiple Ports

You can control the operational state of the linked port based on the operational states of multipletracked
ports. When more than one tracked port is associated with a linked port, the operational state of the
linked port will be set to down only if all the associated tracked ports are down. Even if one tracked port
is up, the linked port will stay up.

In Figure 27-6, only if both ISLs 2 and 3 fail, will the direct link 1 be brought down. Direct link 1 will
not be brought down if either 2 or 3 are still functioning as desired.

Figure 27-6 Traffic Recovery Using Port Tracking
Port Channel
¥ Eal
FC 3/2 \.I
3

ﬁ
&
N
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Tracking Multiple Ports

To track multiple ports, see the “Operationally Binding a Tracked Port” section on page 27-4.
The following example shows how to enable port tracking for multiple interfaces:

switch# configure

switch(config)# interface fc 2/3

switch(config-if)# port-track interface fc 2/3
switch(config-if)# port-track interface san-port-channel 2

About Monitoring Ports in a VSAN

You can optionally configure one VSAN from the set of all operational V SANs on the tracked port with
the linked port by specifying the required VSAN. Thislevel of flexibility provides higher granularity in
tracked ports. In some cases, when atracked port isa TE port, the set of operational VSANs on the port
can change dynamically without bringing down the operational state of the port. In such cases, the port
VSAN of the linked port can be monitored on the set of operational VSANSs on the tracked port.

If you configure this feature, the linked port is up only when the VSAN is up on the tracked port.

Jo

Tip The specified VSAN does not have to be the same as the port VSAN of the linked port.

Monitoring Ports in a VSAN

To monitor atracked port in a specific VSAN, see “Operationally Binding a Tracked Port” section on
page 27-4.

About Forceful Shutdown

If atracked port flaps frequently, then tracking ports using the operational binding feature may cause
frequent topology change. In this case, you may choose to keep the port in the down state until you are
able to resolve the reason for these frequent flaps. Keeping the flapping port in the down state forces the
traffic to flow through the redundant path until the primary tracked port problems are resolved. When
the problems are resolved and the tracked port is back up, you can explicitly enable the interface.

Tip If you configure this feature, the linked port continues to remain in the shutdown state even after the
tracked port comes back up. You must explicitly remove the forced shut state (by administratively
bringing up this interface) of the linked port once the tracked port is up and stable.

Forcefully Shutting Down a Tracked Port

To forcefully shut down atracked port, see“ Operationally Binding a Tracked Port” section on page 27-4.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Default Port Tracking Settings

Table 27-1 lists the default settings for port tracking parameters.

Table 27-1 Default Port Tracking Parameters

Parameters Default

Port tracking Disabled

Operational binding Enabled along with port tracking

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Network Monitoring

The primary purpose of Fabric Manager is to manage the network. In particular, SAN discovery and
network monitoring are two of its key network management capabilities.

This chapter contains the following sections:
» Information About SAN Discovery and Topology Mapping, page 28-1
- Health and Event Monitoring, page 28-4

Information About SAN Discovery and Topology Mapping

Fabric Manager provides extensive SAN discovery, topology mapping, and information viewing
capabilities. Fabric Manager collects information on the fabric topology through SNMP queries to the
switches connected to it. Fabric Manager recreates a fabric topology, presentsit in a customizable map,
and provides inventory and configuration information in multiple viewing options.

This section includes the following topics:

» Device Discovery, page 28-1

» Topology Mapping, page 28-2
« Inventory Management, page 28-3
« Viewing Logs from Device Manager, page 28-4

Device Discovery

Once Fabric Manager isinvoked, a SAN discovery process begins. Using information polled from a seed
switch, including Name Server registrations, Fibre Channel Generic Services (FC-GS), Fabric Shortest
Path First (FSPF), and SCSI-3, Fabric Manager automatically discovers all devices and interconnects on
one or more fabrics. All available switches, host bus adapters (HBAS), and storage devices are
discovered. Cisco SAN switches use Fabric-Device Management Interface (FMDI) to retrieve HBA
model, serial number and firmware version, and host operating-system type and version discovery
without host agents. Fabric Manager obtains thisinformation through SNMP queriesto each switch. The
device information discovered includes device names, software revision levels, vendor, ISLs, SAN port
channels, and VSANS.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Topology Mapping

Fabric Manager is built upon atopology representation of the fabric. Fabric Manager provides an
accurate view of multiple fabricsin a single window by displaying topology maps based on device
discovery information. You can modify the topology map icon layout with an easy-to-use, drag-and-drop
interface. The topology map visualizes device interconnections, highlights configuration information
such as zones, VSANS, and | SLs exceeding utilization thresholds. The topology map also provides a
visual context for launching command-line interface (CLI) sessions, configuring SAN port channels, and
opening device managers.

Using the Topology Map

The Fabric Manager topology map can be customized to provide a view into the fabric that varies from
showing all switches, end devices, and links, to showing only the core switches with single bold lines

for any multiple links between switches. Use the icons along the | eft side of the topology map to control
these views or right-click anywhere in the topology map to access the map controls.

You can zoom in or out on the topology map to see an overview of the SAN or focus on an area of
importance. You can also open an overview window that shows the entire fabric. From this window, you
can right-click and draw a box around the area you want to view in the main topology map view.

Another way to limit the scope of the topology display isto select afabric or VSAN from the Logical
Domains pane. The topology map displays only that fabric or VSAN.

Moving the mouse pointer over alink or switch provides a simple summary of that SAN component,
along with a status indication. Right-clicking on the component brings up a pop-up menu. You can view
the component in detail or access configuration or test features for that component.

Double-click alink to bring link status and configuration information to the information pane.
Double-click a switch to bring up Device Manager for that switch.

Saving a Customized Topology Map Layout

Step 1
Step 2

Changes made to the topology map can be saved so that the customized view is available any time you
open the Fabric Manager Client for that fabric.

To save the customized layout using Fabric Manager, perform this task:

Choose File > Preferences to open the Fabric Manager preferences dialog box.

Click the M ap tab and check the Automatically Save L ayout check box to save any changes to the
topology map (See Figure 28-1).
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Figure 28-1 Fabric Manager Preferences

i@ Preferences - Fabric Manager @

General | Snmp

Display Unselected WSAN Members

Display End Devices

Digplay End Device Labels

[] Expand Loops

Expand Muttiple Links

|:| Cpen Mew Device Manager Each Time
Select Switch o Link frotm Table

[] Lavvout Mew Devices Automatically
Use Guick Layout when Switch has == 30 End Devices
Owertide Preferences for Noh-default Layout
Automatically Save Layout

[] Detach Owerview Window

[ Apply ][ Ok ” Cloze ]

133972

Click Apply, then OK to save this change.

Using Enclosures with Fabric Manager Topology Maps

Because not all devices are capable of responding to FC-GS-3 requests, different ports of asingle server
or storage subsystem may be displayed as individual end devices on the topology map. See the
“Modifying the Device Grouping” section on page 5-20 to group these ports into a single enclosure for
Fabric Manager.

Choosing Alias->Enclosure displays hosts and storage elements in the Information pane. Thisisa
shortcut to naming enclosures. To use this shortcut, highlight each row in the host or storage table that
you want grouped in an enclosure, and then choose Alias -> Enclosure. This automatically sets the
enclosure names of each selected row with the first token of the alias.

Mapping Multiple Fabrics

To log into multiple fabrics, the same username and password must be used. The information for both
fabricsis displayed, with no need to select a seed switch. To see details of afabric, click the tab for that
fabric at the bottom of the Fabric pane, or double-click the fabric’s cloud icon.

To continuously manage a fabric using Fabric Manager, follow the instructions in the “Managing a
Fabric Manager Server Fabric” section on page 3-3.

Inventory Management

The Information pane in Fabric Manager shows inventory, configuration, and status information for all
switches, links, and hosts in the fabric. Inventory management includes vendor name and model, and
software or firmware versions. Select afabric or VSAN from the L ogical Domains pane, and then choose
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the Summary tab in the Information pane to get a count of the number of VSANS, switches, hosts, and
storage elementsin thefabric. Seethe“ Fabric Manager Client Quick Tour” section on page 5-6 for more
information on the Fabric Manager user interface.

Using the Inventory Tab from Fabric Manager Web Server

Step 1
Step 2

If you have configured Fabric Manager Web Server, you can launch this application and access the
Inventory tab to see asummary of the fabrics managed by the Fabric Manager Server. The Inventory tab
shows an inventory of the selected SAN, fabric, or switch.

See the Cisco MDS 9000 Family Fabric Manager Configuration Guide for additional information on
how to configure and use Fabric Manager Web Server.

To view system messages remotely using Fabric Manager Web Server, perform this task:

Point your browser at the Fabric Manager Web Server.
Click the Events tab, and then choose Details to view the system messages.

The columnsin the events table are sortable. In addition, you can use the Filter button to limit the scope
of messages within the table.

Viewing Logs from Device Manager

You can view system messages from Device Manager if Device Manager is running from the same
workstation as the Fabric Manager Server. Choose L ogs > Events > current to view the system
messages on Device Manager. The columnsin the events table are sortable. In addition, you can use the
Find button to locate text within the table.

You can view switch-resident logs even if you have not set up your local syslog server or your local PC
isnot in the switch’s syslog server list. Due to memory constraints, these logs will wrap when they reach
acertain size. The switch syslog has two logs: an NVRAM log that holds a limited number of critical
and greater messages and anonpersistent log that contains notice or greater severity messages. Hardware
messages are part of these logs.

Health and Event Monitoring

Fabric Manager works with the Cisco SAN switches to show the health and status of the fabric and
switches. Information about the fabric and its components is gathered from multiple sources, including
Online System Health Management, Call Home, system messages, and SNMP notifications. This
information is then made available from multiple menus on Fabric Manager or Device Manager.

Fabric Manager Events Tab

The Fabric Manager Eventstab, avail able from the topol ogy window, displaysthe events Fabric Manager
received from sources within the fabric. These sources include SNMP events, RMON events, system
messages, and system health messages. The Eventstab shows atable of events, including the event name,
the source and time of the event, a severity level, and a description of the event. The table is sortable by
any of these column headings.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Event Information in Fabric Manager Web Server Reports

The Fabric Manager web server client displays collections of information gathered by the Performance
Manager. This information includes events sent to the Fabric Manager Server from the fabric. To open
these reports, choose Performance M anager > Reports. This opens the web client in a web browser
and displays asummary of all fabrics monitored by the Fabric Manager Server. Choose afabric, and then
choose the Eventstab to see asummary or detailed report of the events that have occurred in the sel ected
fabric. The summary view shows how many switches, ISLs, hosts, or storage elements are down on the
fabric and how many warnings have been logged for that SAN entity. The detailed view shows alist of
all events that have been logged from the fabric and can be filtered by severity, time period, or type.

Events in Device Manager

Device Manager displays the events when you choose L ogs > Events. Device Manager can display the
current list of events or an older list of eventsthat has been stored on the Fabric Manager host. The event
table shows details on each event, including time, source, severity, and a brief description of the event.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Performance Manager

The primary purpose of Fabric Manager is to manage the network. A key management capability is
network performance monitoring. This chapter includes the following topics:

» Information About Performance Manager, page 29-1
» Flow Statistics Configuration, page 29-4

Information About Performance Manager

Performance Manager gathers network device statistics historically and provides this information
graphically using a web browser. It presents recent statistics in detail and older statistics in summary.
Performance Manager also integrates with external tools such as Cisco Traffic Analyzer.

The Performance Manager has three operational stages:
» Definition—The Flow Wizard sets up flows in the switches.
« Collection—The Web Server Performance Collection screen collects information on desired fabrics.

» Presentation—Generates web pages to present the collected data through Fabric Manager Web
Server.

Performance Manager can collect statistics for ISLs, hosts, storage elements, and configured flows.
Flows are defined based on a host-to-storage (or storage-to-host) link. Performance Manager gathers
statisticsfrom acrossthe fabric based on collection configuration files. Thesefiles determinewhich SAN
elements and SAN links Performance Manager gathers statistics for. Based on this configuration,
Performance Manager communicates with the appropriate devices (switches, hosts, or storage elements)
and collects the appropriate information at fixed five-minute intervals.

Performance Manager uses a round-robin database to hold the statistical data collected from the fabric.
This datais stored based on the configured parameters in the collection configuration file. At each
polling interval, Performance Manager gathers the relevant statistics and stores them in the round-robin
database. This database is a fixed size and will not grow beyond its preset limits.

Performance Manager creates a series of archived data to hold summarized information present in the
real-time round-robin database. This archived datais used to generate daily, weekly, monthly, and yearly
consolidated reports. In this way, Performance Manager maintains significant historical datawithout the
cost of an ever-increasing database size.

Note  You must restart Performance M anager if you change the user credentials on Fabric Manager Server.
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This section includes the following topics:
- Data Interpolation, page 29-2
- Data Collection, page 29-2
» Using Performance Thresholds, page 29-2
» Flow Setup Wizards, page 29-3

Data Interpolation

One of the unique features of Performance Manager isits ability to interpolate data when statistical
polling results are missing or delayed. Other performance tools may store the missing data point as zero,
but this can distort historical trending. Performance Manager interpolates the missing data point by
comparing the data point that preceded the missing data and the data point stored in the polling interval
after the missing data. This maintains the continuity of the performance information.

Data Collection

One year’s collection of datafor two variables (Rx and Tx bytes) requires a round-robin database (rrd)
filesizeof 76 KB. If errorsand discards are also collected, therrd file size becomes 110K. Thefollowing
are the default internal values:

» 600 samples of 5 minutes (2 days and 2 hours)
» 700 samples of 30 minutes (12.5 days)

» 775 samples of 2 hours (50 days)

» 300 samples of 1 day

A 1000-port SAN requires 110 MB for ayear’s collection of historical data that includes errors and
discards. If there were 20 switchesin this SAN with equal distribution of fabric ports, about two to three
SNMP packets per switch would be sent every 5 minutes for a total of about 100 request or response
SNMP packets required to monitor the data.

Flows are more difficult to predict storage space requirements for, because of their variable counter
requests. Each extra flow adds an additional 76 KB.

Note  Performance Manager does not collect statistics on nonmanageable and non-Cisco switches. Loop
devices (FL/NL) are not collected.

Using Performance Thresholds

The Performance Manager Configuration Wizard allows you to set up two thresholds that will trigger
events when the monitored traffic exceeds the percent utilization configured. These event triggers can be
set as either Critical or Warning events that are reported on the Fabric Manager web client Events
browser page.

Absolute value thresholds apply directly to the statistics gathered. These statistics, as a percent of the
total link capacity, are compared to the percent utilization configured for the threshold type. If the
statistics exceed either configured threshold, an event is shown on the Fabric Manager web client Events
tab.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Baseline thresholds create a threshold that adapts to the typical traffic pattern for each link for the same
time window each day, week, or every two weeks. Baseline thresholds are set as a percent of the average
(110 percent to 500 percent), where 100 percent equal s the calculated weighted average. Figure 29-1
shows an example of setting a baseline threshold for a weekly or daily option.

Figure 29-1 Baseline Threshold Example

) Two thresholds per throughput
Weekly (option) statistic - updated hourly

< 8 weeks
[ Mon1/3| [Mon 1/10] |Mon 1/17

++++Mon 2/21] @2 PM

Threshold

setting
Average ——>» ® ——>» |Mon 2/28| @2 PM

Percent over baseline (e.g. 130%)

Daily (option)

< 14 days
[Mon 2/14|  [Tues 2/15| |wed 2/16

+e++]Sun2127| @2PM

Threshold

setting
Average ——>» ® ——>» |Mon 2/28| @2 PM

Percent over baseline (e.g. 130%)

130886

The threshold is set for Monday at 2 p.m. The baseline threshold is set at 130 percent of the average for
that statistic. The average is calculated from the statistics value that occurred at 2 p.m. on Monday, for
every prior Monday (for the weekly option) or the statistics value that occurred at 2 p.m. on each day,
for every prior day (for the daily option).

Flow Setup Wizards

The Performance Manager Flow and Performance Manager Setup wizards greatly simplify
configuration. You only need to select the categories of statistics to capture and the wizards provide a
list of flows and links to monitor. You can remove entriesif desired, or just accept the provided list and
start data collection. Statistics for host and storage links are not associated with a specific port on a
switch, so you do not lose long term statistics if a connection is moved to a different port.
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Flow Statistics Configuration

Flow statistics count the ingress traffic in the aggregated statistics table. You can collect two kinds of
statistics:

- Aggregated flow statistics to count the traffic for aVSAN.

» Flow statistics to count the traffic for a source and destination ID pair in a VSAN.
This section includes the following topics:

« About Flow Statistics, page 29-4

» Counting Flow Statistics, page 29-4

About Flow Statistics

If you enable flow counters, you can enable a maximum of 1024 entries for aggregate flow and flow
statistics. Be sure to assign an unused flow index to a module for each new flow. Flow indexes can be
repeated across modules. The number space for flow index is shared between the aggregate flow
statistics and the flow statistics.

Table 29-1 explains the Flow Type radio button that defines the type of traffic monitored.

Table 29-1 Performance Manager Flow Types

Flow type Description

Host->Storage Unidirectional flow, which monitors data from the host to the storage
element

Storage->Host Unidirectional flow, which monitors data from the storage element to the
host

Both Bidirectional flow, which monitors data to and from the host and storage
elements.

Counting Flow Statistics

To count the flow statistics for an active zone set using Fabric Manager, perform this task:

Stepl  Expand End Devices, and then choose Flow Statistics in the Physical Attributes pane.
You see the Flow Statistics as shown in Figure 29-2.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 2

Step 3
Step 4
Step 5

Step 6

Step 7

Figure 29-2 Flow Statistics in Fabric Manager
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Click the Create icon to create a flow.

A

Note  If you are managing your fabrics with Performance Manager, you need to set up aninitial set of
flows and collections on the fabric.

A Y

Note  When creating flows, make sure the device type is set correctly.

You see the Define Traffic Flows dialog box as shown in Figure 29-3.

Figure 29-3 Define Traffic Flows Dialog Box

Flow Configuration Wizard - /SAN/Fabric sw172-22- 20 x|

d o g —
1 of 2: Define Traffic Flows o
Define traffic counters between source and destination devices in a \‘
YSAN, The active zones are used to determing which groups can '
communicate, The source devices (Hosts or Storage) must be H

directly attached to an MDS switch,

WSAN; IVSANDDDI b |

Type: (% Host<-=Storage { Storage<->Storage ( Both
[v Clear ald Alows on modified switches

[ Create flows on all cards

ezt [~ | Cancel |

1824E9

Choose the VSAN from which to create flows. Flows are defined per active zone set.
Click the Type radio button for the flow type you want to define.

(Optional) Check the Clear old flows on modified switches check box if you want to remove old flow
data.

(Optional) Check the Create flows on all cards check box if you want to create flows on all cards for
flexibility.

Click Next to review the available flows for the chosen VSAN.

[ oL-16598-01
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You see the Review Traffic Flows dialog box as shown in Figure 29-4.

Figure 29-4
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=~ Back H Finist H Cancel

Step8  Remove any flows you are not interested in.

Step9  Click Finish to create the flow.

133927
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CHAPTER 30

Nexus 5000 Management Software FAQ

This chapter answers some of the most frequently asked questions about Cisco Fabric Manager and
Device Manager. This chapter contains the following sections:

= Nexus 5000 Series | ssues
» General Fabric Manager Issues

Nexus 5000 Series Issues

This section includes issues that are specific to Cisco Nexus 5000 Series switches, and contains the
following topics:

» What is Display FCoE Mode?, page 30-1
» Switching to Display FCoE Mode, page 30-1

What is Display FCoE Mode?

When Fabric Manager isrunning in Display FCoE mode, Fabric Manager displays additional tree nodes,
menu items, toolbar buttons, and topology nodes/links related to Fibre Channel over Ethernet (FCoE).

These features include the following:

- Displaying Virtual Interface Group (VIG) wizard and Virtual Interface wizard toolbar buttons and
menu items.

- Displaying VIG and virtual interface tree nodes in the physical attributes tree.
- Displaying FCoE links in the topology as dot-dot-dash lines.
» Displaying the Cisco Nexus 5000 Series switch with a different icon in the topology.

Switching to Display FCoE Mode

To switch Fabric Manager to Display FCoE mode, perform the following steps:

- Edit the server.properties file, which is located in the <installation directory>/conf folder of the
Fabric Manager server.

» Search the file for the text “displayFCoE”, which is the display FCOE property.
« Change the displayFCoE property to true.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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- Savethefile and exit the editor.
» Restart the Fabric Manager server.

After you complete these steps, the file contains the following lines:

# FM Client and Server Attributes

# Display FCoE feature related tree nodes, menu items, toolbar buttons,
topology nodes/links if Nexus 5k switches are present in the fabric
displayFCoE = true

General Fabric Manager Issues

For information about Fabric Manager frequently asked questions, see the Management Software FAQ
available at the following location:

http://cisco.com/en/US/docs/storage/san_switches/mds9000/sw/rel_3 x/configuration/guides/fm_3 2/t
sfm.html

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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CHAPTER 31

Troubleshooting Your Fabric

This chapter describes basic troubleshooting methods used to resolve issues with switches. This chapter
contains the following sections:

» Troubleshooting Tools and Techniques, page 31-1

» Analyzing Switch Device Health, page 31-3

« Analyzing Switch Fabric Configuration, page 31-4

« Analyzing End-to-End Connectivity, page 31-5

» Using the Ping Tool (fcping), page 31-7

« Using Trace Route (fctrace) and Other Troubleshooting Tools, page 31-7
» Analyzing the Results of Merging Zones, page 31-8
» Using the Show Tech Support Command, page 31-9
» Running CLI Commands, page 31-11

» Locating Other Switches, page 31-12

» Fibre Channel Timeout Values, page 31-14

« Configuring a Fabric Analyzer, page 31-16

- Configuring World Wide Names, page 31-22

» Configuring a Secondary MAC Address, page 31-22
- FCID Allocation for HBAS, page 31-23

« Default Settings, page 31-23

Troubleshooting Tools and Techniques

Multiple techniques and tools are available to monitor and troubleshoot Cisco switches. These tools
provide a complete, integrated, multilevel analysis solution.

Fabric Manager Server—The Cisco Fabric Manager Server provides a long-term, high-level view of
storage network performance. Fabric-wide performance trends can be analyzed using Performance
Manager. It provides the starting point for deeper analysis to resolve network hot-spots.

Device Manager—If a performance problem is detected with the Fabric Manager Server, use Cisco
Device Manager to view port-level statisticsin real-time. Details on protocols, errors, discards, byte and
frame counts are available. Samples can be taken as frequently as every 2 seconds, and values can be
viewed in text form or graphically as pie, bar, area, and line charts.

[ oL-16598-01
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Note

Traffic Analyzer—Another option is to launch the Cisco Traffic Analyzer for Fibre Channel from the
Fabric Manager Server to analyze the traffic in greater depth. The Cisco Traffic Analyzer allows you to
breakdown traffic by V SANs and protocols and to examine SCSI traffic at alogical unit number (LUN)
level.

Protocol Analyzer—If even deeper investigation is needed, the Cisco Protocol Analyzer for Fibre
Channel can be launched in-context from the Cisco Traffic Analyzer. The Cisco Protocol Analyzer
enables you to examine actual sequences of Fibre Channel frames easily using the Fibre Channel and
SCSI decoders Cisco developed for Wireshark.

Port Analyzer Adapter—Fabric Manager Server and Device Manager use SNMP to gather statistics.
They fully utilize the built-in switch statistics counters.

Integration with the Cisco Traffic Analyzer and Cisco Protocol Analyzer extend the switch analysis
capabilities by analyzing the Fibre Channel traffic itself. The Cisco Switched Port Analyzer (SPAN)
enables these solutions using a flexible, nonintrusive technique to mirror traffic selectively from one or
more ports to another switch port within afabric.

The Cisco Port Analyzer Adapter (PAA) encapsulates SPAN traffic in an Ethernet header for transport
to aPC or workstation for analysis. Both Fibre Channel control and data plane traffic are available using
SPAN. The PAA broadcasts the Ethernet packets so they cannot be routed across | P networks. Hubs and
switches can be used, provided they are in the same Ethernet subnet. Direct connections between a PAA
and the PC are also supported. The PAA can reduce Ethernet traffic by truncating Fibre Channel data.

Both the Cisco Traffic Analyzer and Cisco Protocol Analyzer require the PAA to transport SPAN traffic
to a PC or workstation.

The Cisco Traffic Analyzer works best with the Cisco Port Analyzer Adapter 2, because it provides a
length value for truncated data, enabling accurate byte count reporting.

Cisco Traffic Analyzer

Note

The Cisco Traffic Analyzer for Fibre Channel provides real-time analysis of SPAN traffic or traffic
captured previously using the Cisco Protocol Analyzer. The Fibre Channel traffic from multiple Cisco
Port Analyzer Adapters (PAA) can be aggregated and analyzed by the Cisco Traffic Analyzer.

There are limits to how may SPAN sources can be sent to a single SPAN destination port. Aggregation
extends the amount of information that can be analyzed in a unified set of reports by the Cisco Traffic
Analyzer.

The aggregation capabilities are restricted to the information collect by Ethernet connectionsto asingle
PC. Aggregation across multiple PCsis not available.

The Cisco Traffic Analyzer provides reports through a Web server, so you can view them locally or
remotely. The traffic analysis functions are provided by “ntop” open-source software, which was
enhanced by Cisco to add Fibre Channel and SCSI analysis and enhanced inter-switch link (1SL) header
support for SPAN. ntop is available on the Cisco.com software download center, under the Cisco Port
Analyzer Adapter. ntop is also available on the Internet at http://www.ntop.org/ntop.html. The Cisco
enhanced ntop runs under Microsoft Windows and Linux operating systems.
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The Cisco Traffic Analyzer for Fibre Channel presents reports with network wide statistics. The
Summary Traffic report shows what percentage of traffic was within different ranges of frames sizes. A
breakdown of the percentage of traffic for each protocol such as SCSI and EL S, is provided. The average
and peak throughput for the SPAN traffic being analyzed are also provided.

Fibre Channel traffic can be analyzed on aper-V SAN basiswith the Cisco Traffic Analyzer. The Domain
Traffic Distribution graphs indicate how much traffic (bytes) were transmitted or received by a switch
for a particular VSAN. FC Traffic Matrix graphs show how much traffic is transmitted and received
between Fibre Channel sources and destinations. The total byte and frame counts for each VSAN are
also provided.

Statistics can be analyzed for individual host and storage ports. You can see the percentage of SCSI read
versus write traffic, SCSI versus other traffic, and percentage of transmitted versus received bytes and
frames. The peak and average throughput values are available for data transmitted and received by each
port.

Cisco Protocol Analyzer

The Cisco Protocol Analyzer for Fibre Channel enables you to view Fibre Channel traffic framesin
real-time or from acapture file. Fibre Channel and SCSI decoders enable you to view and analyze traffic
at the frame level. It matches response with request for complete decoding, which greatly simplifies
navigation. Response time between response and status are presented.

The Cisco Protocol Analyzer is VSAN aware, so VSANSs can be used as criteriafor capture and display
filters. VSAN numbers can also be displayed in a column. Summary statistics are available for protocol
distribution percentages and total bytes or frames transferred between specific Fibre Channel source and
destination pairs. File capture and filtering controls are available. Captured files can be analyzed by
either the Cisco Protocol Analyzer or the Cisco Traffic Analyzer.

Numerous features have been included for ease-of-use. You can find frames that meet particular criteria
and mark them. Entries in the frame (packet) list can be colored to highlight items of interest, and
columns can be added or removed as desired.

The protocol analysis functions are provided by Wireshark open-source software, which was enhanced
by Cisco to decode Fibre Channel and SCSI protocols and support enhanced inter-switch link (1SL)
headers for SPAN. Wireshark is available on the Cisco.com software download center, under the Cisco
Port Analyzer Adapter. Wireshark is also available on the Internet at http://www.wireshark.org.
Wireshark runs under Microsoft Windows, Solaris, and Linux operating systems.

Analyzing Switch Device Health

The Switch Health option lets you determine the status of the components of a specific switch.

To use the Switch Health option in Fabric Manager to determine the status of the components of a
specific switch, perform this task:

Stepl  Choose Tools > Switch Health.
You see the Switch Health Analysis window.
Step2  Click Start to identify problems currently affecting the selected switch.
You see any problems listed in the switch health analysis window as shown in Figure 31-1.
Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 3
Step 4

Figure 31-1 Results of a Switch Health Analysis
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Click Clear to remove the contents of the Switch Health Analysis window.

Click Close to close the window.

Analyzing Switch Fabric Configuration

Step 1

Step 2

Step 3

Step 4
Step 5

The Fabric Configuration option lets you analyze the configuration of aswitch by comparing the current
configuration to a specific switch or to a policy file. You can save a switch configuration to afile, and
then compare all switches against the configuration in the file.

To use the Fabric Configuration option in Fabric Manager to analyze the configuration of a switch,
perform this task:

Choose Tools > Fabric Configuration.
You see the Fabric Configuration Analysis dialog box.
Decide whether you want to compare the selected switch to another switch, or to a policy file.

- If you are making a switch comparison, check Policy Switch, and then choose the drop-down arrow
to see alist of switches.

- If you are making a policy comparison, check Policy File. Then click the ... button to the right of
this option to browse your file system and choose a policy file (*.XML).

Click Rulesto set the rules to apply when running the Fabric Configuration Analysis tool.
You see the Rules window.

Change the rules as needed and click OK.

Click Compare.

The system analyzes the configuration and displays issues that arise as a result of the comparison as
shown in Figure 31-2.
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Step 6
Step 7
Step 8
Step 9

Figure 31-2 Results of a Fabric Configuration Analysis
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Check the check boxes in the Resolve column for the issues you want to resolve.
To resolve the issues, click Resolve | ssues.
Click Clear to remove the contents of the window.

Click Close to close the window.

Analyzing End-to-End Connectivity

Step 1

Step 2
Step 3
Step 4

Step 5
Step 6

Step 7

You can use the End to End Connectivity option to determine connectivity and routes among devices
with the switch fabric. The connectivity tool checksto seethat every pair of end devices can talk to each
other, using a Ping test and by determining if they arein the same VSAN or in the same active zone. This
option uses versions of the ping and traceroute commands modified for Fibre Channel networks.

To use the End to End Connectivity option in Fabric Manager to determine connectivity and routes,
perform this task:

Choose Tools > End to End Connectivity.

You see the End to End Connectivity Analysis dialog box.

Choose the VSAN whose connectivity will be verified from the VSAN drop-down list.
Choose whether to perform the analysis for all active zones or for the default zone.

Click Ensure that members can communicate to perform a Fibre Channel ping between the selected
endpoints.

Identify the number of packets, the size of each packet, and the timeout in milliseconds.

Analyze the redundant paths between endpoints by checking the Ensure that redundant paths exist
between members check box.

Check the Report errorsfor check box to see areport of zone and device errors.
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Step8  Click Analyze.

The End to End Connectivity Analysis window displays the selected endpoints including the switch to
which each is attached, and the source and target ports used to connect it, as shown in Figure 31-3.

Figure 31-3 Results of an End-to-End Connectivity Analysis
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The output shows all the requests that have failed:

« Ignoring empty zone—No requests are issued for this zone.

« Ignoring zone with single member—No requests are issued for this zone.

» Source/Target are unknown—No name server entries exist for the ports or we have not discovered

the port during discovery.
» Both devices are on the same switch.
- No paths exist between the two devices.

« VSAN does not have an active zone set and the default zone is denied.

» Average time micro secs—The latency value was more than the threshold supplied.

Step9  Click Clear to remove the contents of the window.
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Step10  Click Close to close the window.

Using the Ping Tool (fcping)

You can use the Ping tool to determine connectivity from another switch to a port on your switch.

To use the Ping tool in Fabric Manager to determine connectivity, perform this task:

Stepl  Choose Tools > Ping.
You can also select it from the right-click context menus for hosts and storage devicesin the Fabric pane.
You see the Ping dialog box.
Step2  Choose the source switch from the Source Switch drop-down list.
Step3  Choose the VSAN in which you want to verify connectivity from the VSAN drop-down list.
Step4  Choose the target end port for which to verify connectivity from the Target Endport drop-down list.
Step5  Click Start to perform the ping between your switch and the selected port.
You see the Ping Results dialog box as shown in Figure 31-4.

Figure 31-4 Ping Results
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Step6  Click Clear to clear the contents of the window and perform another ping, or click Close to close the
window.

Using Trace Route (fctrace) and Other Troubleshooting Tools

You can use the following options on the Fabric Manager Tools menu to verify connectivity to a selected
object or to open other management tools:

- Trace Route—Verify connectivity between two end devicesthat are currently selected on the Fabric
pane.

» Device Manager— Launch the Device Manager for the switch selected on the Fabric pane.
e Command Line Interface—Open a Telnet or SSH session for the switch selected on the Fabric pane.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 1

Step 2
Step 3
Step 4
Step 5

Step 6

To use the Trace Route option in Fabric Manager to verify connectivity, perform this task:

Choose Tools > Trace Route.

You see the Trace Route dialog box.

Choose the source switch from the Source Switch drop-down list.

Choose the VSAN for which to verify connectivity from the VSAN drop-down list.

Choose the target end port for which to verify connectivity from the Target Endport drop-down list.
Click Start to perform the traceroute between your switch and the selected port.

You see the results at the bottom of the dialog box as shown in Figure 31-5.

Figure 31-5 Successful Trace Route Results
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Click Clear to clear the contents of the window and perform another traceroute, or click Close to close
the window.

Analyzing the Results of Merging Zones

Step 1

Step 2
Step 3
Step 4
Step 5

You can use the Zone Merge option on the Zone menu to determine if two connected switches have
compatible zone configurations.

To use the Zone Merge option in Fabric Manager to determine zone configuration compatibility, perform
this task:

Choose Zone > Merge Analysis.

You see the Zone Merge Analysis dialog box.

Choose a switch from each drop-down list.

Choose the VSAN for which you want to perform the zone merge analysis.
Repeat Step 3 as needed.

Click Analyze.

The Zone Merge Analysis window displays any inconsistencies between the zone configuration of the
two selected switches as shown in Figure 31-6.
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Step 6
Step 7

Figure 31-6 Results of Zone Merge Analysis
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c-1586 has no active zoneset on ViAW 11
v

4 b
[ Analyze H Clear H Cloze ]
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Click Clear to remove the contents of the window.

Click Close to close the window.

Using the Show Tech Support Command

Step 1

Step 2

Step 3

The show tech support command is useful when collecting a large amount of information about your
switch for troubleshooting purposes. The output can be provided to technical support representatives
when reporting a problem.

You can enter the show tech support command from Fabric Manager for one or more switchesin a
fabric. The results of each command are written to a text file, one file per switch, in a directory you
specify. You can then view these files using Fabric Manager.

You can also save the Fabric Manager map as a JPG file. The file is saved with the name of the seed
switch (for example, 172.22.94.250.jpg).

You can zip up all the files (the show tech support command output and the map file image) and send
the resulting zipped file to technical support.

To enter the show tech support command using Fabric Manager, perform this task:

Choose Tools > Show Tech Support.
You see the Show Tech Support dialog box.

Choose the switches for which to view technical support information by checking the check boxes for
each switch.

Set the time-out value.

[ oL-16598-01
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Step 4

Step 5
Step 6
Step 7

Step 8

The default is 30 seconds.

Select thefolder where you want the text files (contai ning the show tech support command information)
to be written.

Check the Save M ap check box if you want to save a screenshot of your map as a JPG file.
Check the Compress all files as check box to compress the filesinto a zip file.

Click OK to start the show tech support command on the switches that you specified, or click Closeto
close the Show Tech Support dialog box without using the show tech support command (see

Figure 31-7).

In the Status column next to each switch, you see a highlighted status. A yellow highlight indicates that
the show tech support command is currently running on that switch. A red highlight indicates an error.

A green highlight like the one shown in Figure 31-7 indicates that the show tech support command has
completed successfully.

Figure 31-7 Successful Results of the show tech support Command

@ Show Tech Support - ISAN/Fabric sw-isola-220 3

The 'show tech-support’ command i run on the selected switches and the output is saved to the
specified folder as <SWITCH MAME=1xt. The map is saved as the <FABRIC MAME:= jogl wdx. This may
take some time. Wait till the status for all switches shows '‘Success' or 'Error'.

Select Switch aciel Statuz
|Sw-isola-220 |DS-C951 5 |Success

TCP Timeout: | 26 i|1 120 seconds
Folder: | C'Docurmerts and Seftingsmapage E]
Save Map: Yisio [v] JPEG
Compress all files as | Documents and Seftingsimapage'ShowTechSupport . zip E]

Done 92 seconds

133852

If prompted, enter your user name and password in the appropriate fields for the switch in question.

)
Note  Inorder for Fabric Manager to successfully enter the show tech support command on a switch,

that switch must have this user name and password. Fabric Manager isunableto log into aswitch
that does not have a user name and password and an error is returned for that switch.

Note If you would like to view output files of the show tech support command without using Fabric
Manager, open them with any text editor. Each fileis named with the switch’s |P address and has
a.TXT extension (for example, 111.22.33.444.txt).

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Running CLI Commands

Step 1

Step 2
Step 3

Step 4

Step 5

You can use the Run CLI Commands feature to run a CLI command on multiple switches. To run CLI
commands using Fabric Manager, perform this task:

Choose Tools > Run CLI Commands.
You see the Run CLI Commands dialog box with all switches selected as shown in Figure 31-8.

Figure 31-8 Run CLI Commands Dialog Box

s Run CLI Commands - /SAN/Fabric ¥-172.22.31.184

The CLI commands typed by user are are run on the selected switches and the output up ko the CLI
command prompt is saved to the specified Folder as <SWITCH NAME = kxt.

I-“‘_-';EIEHCE Swikch Model Status
¥  |guaiHin-anto D5-Co020-20K9
[w] |-188a D5-Co509
[#] -172.22.31.184 [DS-Co509
[¥] l17z.22.31.190 |psS-Cos09
[¥] 186 D5-Co120
[w] |e-185 D5-Co509

TCP Timenut: [ 10 51,120 ssconds

Falder: f"(i:.'l,b.ocumeni:s aﬁ-c-l-éé&iﬁ-gs.;l,pmarégl:le E]
Compress all files as | CtiDocuments and Settingsipmarathe\CLICommands. zip E]
Ehow madule ]
iconf &
it

Comrmand(s):

g2123

Done 20 seconds

Uncheck the check box for the switch(es) for which you do not want to run CLI commands.
Specify where you want the file to be saved.
)

Note A separatereport isissued for each switch. Check the reports to verify whether a CLI command
failed.

Enter the command(s) in the Command(s) text box. If the commands are configuration mode commands,
you must also enter the exit command.

N

Note  For the commands to execute, you cannot be in configuration mode.

Click OK to run the CLI command(s).
You see the Run CLI Commands dialog box showing the status of each switch as shown in Figure 31-9.

[ oL-16598-01
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Figure 31-9 Run CLI Commands Status

@ Run CLI Commands - /SAN/Fabric ¥-172.22.31.184

The CLI commands byped by user are are run on the selected switches and the oukput up to the CLI
command prompt is saved to the specified Folder as <SWITCH NAME =, bxt.

[ Select | Switch Model Status
[ quail-lin-anto DS-CO020-20K9
[¥] |lv-188a DS-C9509 Sucress
[#] Iw-172.22.31.184 |DS-CO509 Success
| [ [17222.31.190 |ps-Cos09 Success
| C-186 D5-C9120
[ w165 [15-C9509

TCP Timeout: [ 10 1,120 seconds
Folder: ;"(f:.'l,D.ocumeni:s aﬁa.Séftiﬁ.gs.;l,pmaré-tHe E]
Compress all files as | Ci\Dacuments and Settingsipmarathel CLICommands. zip E]
Ehow module
iconf £
it
Command{s):

(o] (o=

Done 20 seconds

152124

Step6  Click Close to close the dialog box.

Adjusting for Daylight Savings Time
~

Note  Starting in 2007, daylight savings time in the United States starts on the second Sunday in March and
ends on the first Sunday in November.

You can use the Run CLI Commands feature in Fabric Manager to adjust the time change configuration
in your switches. Enter the following commands in the Command(s) text box:

configure
no clock summer-time
clock summer-time daylight_timezone_name 2 Sunday March 02:00 1 Sunday November 02:00 60

Locating Other Switches

The Locate Switches option uses SNMPv2 and discovers devices responding to SNM P requests with the
read-only community string public. You can use this feature in these situations:

« You have third-party switches that do not implement the FC-GS3 FCS standard that provides
management | P addresses.

« You want to locate other Cisco switches in the subnet but are not physically connected to the fabric.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 1

Step 2

Step 3

Step 4

Step 5

Tolocate switchesthat are not included in the currently discovered fabric using Fabric Manager, perform
this task:

Choose File > L ocate Switches and Devices.
You see the Locate Switches dialog box.

In the Comma Separated Subnets field, enter arange of specific addresses belonging to a specific subnet
to limit the research for the switches.

To look for a Cisco switch belonging to subnet 192.168.199.0, use the following string:
192.168.100.[1-254]

Multiple ranges can be specified, separated by commas. For example, to look for all the devicesin the
two subnets 192.168.199.0 and 192.169.100.0, use the following string:

192.168.100.[1-254], 192.169.100.[1-254]
Enter the appropriate read community string in the Read Community field.
The default value for this string is public.

Click Display Cisco Nexus 5000 family Only to display only the Cisco Nexus 5000 Series switchesin
your network fabric.

Click Sear ch to discover switches and devices in your network fabric.
You see the results of the discovery in the Locate Switches window. (See Figure 31-10.)

Figure 31-10 Search Results for Switches and Devices

@) Locate Switches - Fabric Manager @

Comma Separated Subnet(s) | 172.22 45[1-254]
Read Community; | public

[] Display Cisco MDS Only

~Results

Address | Marme Description
172224831 |Cizco 20000:00:0c:30:52: c6:00 (India-1 -vegas Cisco SAN-OStm) mEs00, Sca
1722246822 |nia SEUlak.cizco.com Linwe: SEUlRR . cisco.com 2.4 2
172224530 |Cizco 20:00:00:0d:ec:0c:fe:40 (Ihdia-1-excal Cizco SAN-0S(tm) m3200, Sc
172224811 [10:00:00: 0ckee:19:ch:00 oquail254 MDS 3020 FC Switch, Yersior
172224833 [Cizco 10:00:00;0c:ec;19: 0o 59 (India-1 -gusil MDS 9020 FC Switch, Yersior

1722248585 [Cizco 10:00:00;0cec:19:co:07 [swwl72-22-45-85 MDS 9020 FC Switch, Yersior
AT2.2248587 |[Cisco 1000000 0cec;19:co:09 (vl 72-22-48-87 MDS 9020 FC Switch, Yersior
1722245889 [Cisco 10:00:00;0cec:19:co16 [swl72-22-458-89 MDS 9020 FC Switch, Yersior

172224881 |Cisco 20:00:00:0c:ec: 2003 :cO (w72 22 45 81 Cizco SARN-OStm) mes00, Sc
172224891 |Cisco 20:00:00:0d:ec:02:64:50 [sww1 72 22 4591 Cizco SAN-OS(tm) m3a00, Sc .,
4 3

133848

201,254 addresses checked...

N
Note  The number in the lower left corner of the screen increments as the device locator attempts to

discover the devicesin your network fabric. When the discovery processis complete, the number
indicates the number of rows displayed.

[ oL-16598-01
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Step6  Click Close to close this dialog box.

Fibre Channel Timeout Values

You can modify Fibre Channel protocol related timer values for the switch by configuring the following
timeout values (TOVS):

» Distributed servicesTOV (D_S TOV)—Thevalid range is from 5,000 to 10,000 milliseconds. The
default is 5,000 milliseconds.

« Error detect TOV (E_D_TOV)—The valid range is from 1,000 to 10,000 milliseconds. The default
is 2,000 milliseconds. This value is matched with the other end during port initialization.

» Resourceallocation TOV (R_A_TOV)—Thevalid range is from 5,000 to 10,000 milliseconds. The
default is 10,000 milliseconds. This value is matched with the other end during port initialization.

Note  The fabric stability TOV (F_S _TOV) constant cannot be configured.

Caution TheD_S TOV,E D_TOV,and R_A_TOV values cannot be globally changed unless all VSANsin the
switch are suspended.

To configure timeouts using Fabric Manager, perform this task:

Stepl1  Choose SAN in the Logical Domains pane to include all VSANSs.

Step2  Expand Switches, expand FC Services, and choose Timers & Policiesin the Physical Attributes pane.
You see the timers for switches in the Information pane.

Step3  Click Change Timeouts to configure the timeout values.

You see the Change Timeouts dialog box as shown in Figure 31-11.

Figure 31-11 Change Timeouts Dialog Box

. Change Timeouts @

Tirmeout Yalues need to be sync'ed
across all switches within the fabric

F_A_TOW |1 DEIEID| jl 2000100000 ms
D_S_TOY | 5000 il 5000100000 s
E_D_TO | 2000 1000.0_5_TOY ms

133544

Step4  Indicate valuesfor R_A_TOV (Resource Allocation Timeout Value), D_S TOV (Distributed Services
Timeout Value), and E_D_TOV (Error Detect Timeout Value).

Step5  Click Apply.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step6  Click Close to close the dialog box.

To configure timer policiesin Device Manager, perform this task:

Stepl  Choose FC > Advanced > Timer s/Policies.

You see timer policies for a single switch in the dialog box as shown in Figure 31-12.

Figure 31-12 Configure Timer Policies in Device Manager

sw-isola-220 - Timers Policies g|

—Drop Latencies
Metwork: | 2000 :I 50060000

Swyitch: | 200

~Policies
[ InorderDelivery

TrunkProtacal

[ Refresh H Help H Close ]

133845

Step2  Choose a network from the drop-down list and specify a switch.
Step3  Check the check boxes for InOrderDeliver and/or Trunk Protocol.
Step4  Click Apply.

Step5  Click Closeto close the dialog box.

Timer Configuration Per-VSAN

You can also issue an fctimer for a specified VSAN to configure different TOV values for VSANs with
special links such asFC or IPtunnels. You can configuredifferent E_D_TOV,R_A_TOV,andD_S TOV
values for individual VSANSs. Active VSANSs are suspended and activated when their timer values are
changed.

A

Caution  You cannot perform a nondisruptive downgrade to any earlier version that does not support per-VSAN
FC timers.

S
Note  This configuration must be propagated to all switches in the fabric; be sure to configure the same value
in all switchesin the fabric.

To configure per-VSAN FC timers using Fabric Manager, perform this task:

Stepl  Choose the VSAN for timer configuration from the Logical Domains pane.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Step 2

Step 3

Step 4
Step 5

Step 6
Step 7

If aVSAN is not specified when you change the policies, the changed value is applied to all VSANSsin
the switch.

Expand Switches, expand FC Services, and choose Timers & Policiesin the Physical Attributes tree.
You see timeouts for only switches in the selected VSAN shown in the Information pane.

Click Change Timeouts to configure the time-out val ues.

You see the Change Timeouts dialog as shown in Figure 31-13.

Figure 31-13 Change Timeouts per VSAN in Fabric Manager

&c hange Timeouts @

Timeout Yalues need to be sync'ed
actoss all switches within the fabric

R_A_TOW |1 DEIEID| il 2000,.100000 me
D_S_TO | 5000 il 5000100000 s
E_D_TOwy | 2000 1000.0_=_TOW ms

133844

Change the timeout values shown in Figure 31-13.

Indicate values for R_A_TOV (Resource Allocation Timeout Value), D_S TOV (Distributed Services
Timeout Value), and E_D_TOV (Error Detect Timeout Value).

Click Apply.
Click Close to close the dialog box.

Configuring a Fabric Analyzer

Note

Fibre Channel protocol analyzers capture, decode, and analyze frames and ordered sets on alink.
Existing Fibre Channel analyzers can capture traffic at wire rate speed. They are expensive and support
limited frame decoding. Also, existing analyzers disrupt the traffic on the link while snooping traffic.

With the Cisco Fabric Analyzer, you can capture Fibre Channel control traffic from a switch and decode
it without having to disrupt any connectivity, and without having to be local to the point of analysis.

The Cisco Fibre Channel protocol analyzer is based on two popular public-domain software
applications:

 libpcap—See http://www.tcpdump.org.
» Wireshark—See http://www.wireshark.com.

The Cisco Fabric Analyzer is useful in capturing and decoding control traffic, not data traffic. It is
suitable for control path captures, and is not intended for high-speed data path captures.

i Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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About the Cisco Fabric Analyzer

The Cisco Fabric Analyzer consists of two separate components (see Figure 31-14):
- Softwarethat runs on the Cisco Cisco Nexus 5000 Series switch and supports two modes of capture:
— A text-based analyzer that supports local capture and decodes captured frames
— A daemon that supports remote capture

» GUI-based client that runs on a host that supports libpcap such as Windows or Linux and
communicates with the remote capture daemon in a Cisco Cisco Nexus 5000 Series switch.

Figure 31-14 Cisco Fabric Analyzer Use

Remote mode Local mode

GUI output

% E'Textual output
q __

b=
et
-

==

)
’ 4
;
;
;o
;
;
,

RS-232
(Serial console)

Fibre Channel
fabric

85482

Local Text-Based Capture

This component is a command-line driven text-based interface that captures traffic to and from the
supervisor module in a Cisco Cisco Nexus 5000 Series switch. It is afully functional decoder that is
useful for quick debug purposes or for use when the remote capture daemon is not enabled. Additionally,
because this tool is accessed from within the Cisco Cisco Nexus 5000 Series switch, it is protected by
the roles-based policy that limits access in each switch.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Remote Capture Daemon

This daemon is the server end of the remote capture component. The Wireshark analyzer running on a
host is the client end. They communicate with each other using the Remote Capture Protocol (RPCAP).
RPCAP uses two endpoints, a TCP-based control connection and a TCP or UDP-based data connection
based on TCP (default) or UDP. The control connection is used to remotely control the captures (start or
stop the capture, or specify capture filters). Remote capture can only be performed to explicitly
configured hosts. Thistechnique prevents an unauthorized machinein the network from snooping on the
control traffic in the network.

RPCAP supports two setup connection modes based on firewall restrictions:

» Passive mode (default)—The configured host initiates connection to the switch. Multiple hosts can
be configured to bein passive mode and multiple hosts can be connected and receive remote captures
at the same time.

« Active mode—The switch initiates the connection to a configured host, one host at atime.

Using capturefilters, you can limit the amount of traffic that is actually sent to the client. Capturefilters
are specified at the client end on Wireshark, not on the switch.

GUI-Based Client

The Wireshark software runs on a host, such as a PC or workstation, and communicates with the remote
capture daemon. This software is available in the public domain from http://www.wireshark.org. The
Wireshark GUI front-end supports arich interface such as a colored display, graphical help in defining
filters, and specific frame searches. These features are documented on Wireshark’s website.

While remote capture through Wireshark supports capturing and decoding Fibre Channel frames from a
Cisco Cisco Nexus 5000 Series switch, the host running Wireshark does not require a Fibre Channel
connection to the switch. The remote capture daemon running on the switch sends the captured frames
over the out-of-band Ethernet management port. This capability allows you to capture and decode Fibre
Channel frames from your desktop or |aptop.

Configuring the Cisco Fabric Analyzer

You can configure the Cisco Fabric Analyzer to perform one of two captures:

» Local capture—A local capture cannot be saved to persistent storage or synchronized to standby. It
launches the textual version on the fabric analyzer directly on the console screen. The capture can
also be saved on the local file system.

» Remote capture—A remote capture can be saved to persistent storage. It can be synchronized to the
standby supervisor module and a stateless restart can be issued, if required.

To use the Cisco Fabric Analyzer feature, traffic should be flowing to or from the supervisor module.

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
m. OL-16598-01 |


http://www.wireshark.org/

| Chapter3l

Troubleshooting Your Fabric

Configuring a Fabric Analyzer Il

Send comments to nx5000-docfeedback@cisco.com

Sending Captures to Remote IP Addresses

A

Caution  You must use the eth2 interface to capture control traffic on a supervisor module.

To capture remote traffic, use one of the following options:

The capture interface can be specified in Wireshark as the remote device:

rpcap://<ipaddress or switch hostname>/eth2

For example:

rpcap://cp-16/eth2

rpcap://17.2.1.1/eth2

The capture interface can be specified either in the capture dialog box or by using the -i option at
the command line when invoking Wireshark.

wireshark -i rpcap://<ipaddress|hostname>[:<port>]/<interface>

For example:

wireshark -i rpcap://172.22.1.1/eth2

or

wireshark -i rpcap://customer-switch.customer.com/eth2

A

Note  For example, in aWindows 2000 setup, click Start on your desktop and choose Run. In the
resulting Run window, type the required command line option in the Open field.

Displaying Captured Frames

You can selectively view captured frames by using the display filters feature. For example, instead of
viewing all the frames from a capture, you may only want to view Exchange Link Protocol (EL P) request
frames. This feature only limits the captured view; it does not affect the captured or the saved frames.
Procedures to specify, use, and save display filters are already documented in the Wireshark website
(http://www.wireshark.org).

These examples show how to use this feature:

To view all packetsin aspecified VSAN, use this expression:

mdshdr.vsan == 2

Toview all SW_ILS frames, use this expression:

fcswils

To view class F frames, use this expression:

mdshdr.sof == SOFf

To view all FSPF frames, use this expression:

swils.opcode == HLO || swils.opcode == LSU || swils.opcode == LSA

[ oL-16598-01
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- Toview al FLOGI frames, use this expression:

fcels.opcode == FLOGI

« Toview all FLOGI framesin VSAN 1, use this expression:

fcels.opcode == FLOGI && mdshdr.vsan ==

» Toview all name server frames, use this expression:

dNgS

Defining Display Filters
Display filters limit the frames that can be displayed, but not what is captured (similar to any view
command). The filters to be displayed can be defined in multiple ways in the GUI application:
» Auto-definition
- Manua definition
« Assisted manual definition
= Only manual definition in local capture
» No assists

Regardless of the definition, each filter must be saved and identified with a name.

Note  This GUI-assisted feature is part of Wireshark, and you can obtain more information from
http://www.wireshark.org.

Capture Filters

You can limit what frames are captured by using the capture filters feature in a remote capture. This
feature limits the frames that are captured and sent from the remote switch to the host. For example, you
can capture only class F frames. Capture filters are useful in restricting the amount of bandwidth
consumed by the remote capture.

Unlikedisplay filters, capturefiltersrestrict acaptureto the specified frames. No other framesarevisible
until you specify a completely new capture.

The syntax for capture filter is different from the syntax for display filters. Capture filters use the
Berkeley Packet Filter (BPF) library that is used in conjunction with the libpcap freeware. The list of all
valid Fibre Channel capture filter fields are provided later in this section.

Procedures to configure capture filters are already documented in the Wireshark website
(http://www.wireshark.org).

These examples show how to use this feature:

» To capture frames only on a specified VSAN, use this expression:

vsan = 1

» To capture only class F frames, use this expression:

class_f

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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N

To capture only class Fibre Channel EL S frames, use this expression:

els

To capture only name server frames, use this expression:

dns

To capture only SCSI command frames, use this expression:

fcp_cmd

Note  Thisfeatureis part of libpcap and you can obtain more information from http://www.tcpdump.org.

Permitted Capture Filters

This section lists the permitted capture filters:

O 0O O O0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0ODO0OO0OO0ODO0OO0OO0ODOO0OOOOOOOOOOoOOOoOOoOOoOoOo

vsan
src_port_idx

dst_port_idx

sof

r_ctl

d_id

s_id

type

seq_id

seqg_cnt

ox_id

rx_id

els

swils

fcp_cmd (FCP Command frames only)
fcp_data (FCP data frames only)
fcp_rsp (FCP response frames only)
class_f£f

bad_fc

els_cmd

swils_cmd

fcp_lun

fcp_task_mgmt

fcp_scsi_cmd

fcp_status

gs_type (Generic Services type)
gs_subtype (Generic Services subtype)
gs_cmd

gs_reason
gs_reason_expl

dns (name server)

udns (unzoned name server)

fcs (fabric configuration server)

A zone server)
fc use as fc[x:y] where x is offset and y is length to compare)
els use as els[x:y] similar to fc)

fcp use as fcplx:y] similar to fc)

(
(
(
swils (use as swils[x:y] similar to fc)
(
fcct (use as fcct[x:y] similar to fc)

[ oL-16598-01
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Configuring World Wide Names

Theworld wide name (WWN) in the switch is equivalent to the Ethernet MAC address. Aswiththe MAC
address, you must uniquely associate the WWN to a single device. The principal switch selection and
the allocation of domain IDs rely on the WWN. The WWN manager, a process-level manager residing
on the switch’s supervisor module, assigns WWNSs to each switch.

Cisco Cisco Nexus 5000 Series switches support three network address authority (NAA) address formats

(see Table 31-1).

Table 31-1 Standardized NAA WWN Formats

NAA Address NAA Type WWN Format

|EEE 48-bit address Type 1 = 0001b 000 0000 0000b 48-bit MAC address
|EEE extended Type 2 = 0010b Locally assigned 48-bit MAC address
| EEE registered Type 5= 0101b |EEE company ID: 24 bits |V SID: 36 bits

A

Caution  Changes to the world-wide names should be made by an administrator or individual who is completely
familiar with switch operations.

Link Initialization WWN Usage

Exchange Link Protocol (ELP) and Exchange Fabric Protocol (EFP) use WWNSs during link
initialization. The usage details differ based on the Cisco SAN-OS software release:

Both EL Ps and EFPs use the VSAN WWN by default during link initialization. However, the EL P usage
changes based on the peer switch’'s usage:

» If the peer switch ELP uses the switch WWN, then the local switch also uses the switch WWN.
» |If the peer switch ELP uses the VSAN WWN, then the local switch also uses the VSAN WWN.

Configuring a Secondary MAC Address

To alocate a secondary MAC address, perform this task:

Stepl  Select a SAN (or a VSAN) from the Logical Domains pane.
You see alist of switchesin the Information pane.
Step2  Expand Switches, expand FC Services, and choose WWN Manager in the Physical Attributes pane.

Step3  Inthelnformation pane, scroll until you see the switch on which you want to configure a secondary MAC
address (see Figure 31-15).
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Figure 31-15 Setting Secondary MAC Addresses
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Step4  Enter the secondary MAC address in the Secondary M ac Base field.
Step5  Enter the range for the secondary MAC address in the Secondary M ac Range field.
Step6  Click the Apply Changesicon.

Displaying WWN Information

To display the status of the WWN configuration, perform this task:

Stepl  Select aSAN (or aVSAN) from the Logical Domains pane.
You see alist of switches in the Information pane.

Step2  Choose Switches > FC Services > WWN Manager from the Physical Attributes pane.
You see the WWN information for each switch in the SAN or VSAN.

FC ID Allocation for HBAs

Fibre Channel standards require aunique FC ID to be allocated to an N port attached to a Fx port in any
switch. To conserve the number of FC IDs used, Cisco Cisco Nexus 5000 Series switches use a special
allocation scheme. See the “FC ID Allocation for HBAS” section on page 31-23.

Default Settings

Table 31-2 lists the default settings for the features included in this chapter.

Table 31-2 Default Settings for Advanced Features
Parameters Default

CIM server Disabled

CIM server security protocol HTTP

D_S TOV 5,000 milliseconds

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
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Table 31-2 Default Settings for Advanced Features (continued)
Parameters Default

E D TOV 2,000 milliseconds

R A_TOV 10,000 milliseconds
Time-out period to invoke fctrace 5 seconds

Number of frame sent by the fcping feature |5 frames

Remote capture connection protocol TCP
Remote capture connection mode Passive
Local capture frame limit s 10 frames
FC ID allocation mode Auto mode
L oop monitoring Disabled
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m. OL-16598-01 |



Send

Symbols

* (asterisk)
autolearned entries  24-18
port security wildcards 24-13

A

AAA
DHCHAP authentication  23-9
active zone sets
considerations  16-4
enabling distribution  16-21
administrative states
description  10-5
setting 10-9
authentication
fabric security 23-1
auto port mode
description 10-4

B

BB_credits
configuring  10-12
description 10-6
reason codes 10-6

bit errors
reasons 10-11

Brocade
native interop mode 22-8

buffer-to-buffer credits. See BB_credits

build fabric frames

ocfeedback@cisco.com

INDEX

description 11-3

C

company IDs
FC ID allocations  22-6
configuring NPV 12-4

D

dead time intervals
description 18-7

default zones
configuring  16-16
configuring access permissions  16-16
configuring policies 16-12
description 16-16
interoperability 22-9
policies 16-16

destination IDs
exchange based 14-3
flow based 14-3
in-order delivery 18-12
path selection 15-11

device alias databases
committing changes 17-6
discarding changes 17-7
locking the fabric  17-5
merging 17-8

device aliases
comparison with zones (table) 17-2
creating (procedure) 17-5
default settings 17-9

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



W index

Send comments to nx5000-docfeedback@cisco.com

description 17-1

displaying information 17-8 to ??

enhanced mode 17-3

features 17-1

import legacy zone aliases  17-7

modifying databases 17-2

requirements 17-2

using 17-7

zone alias conversion  17-7
DHCHAP

AAA authentication 23-9

authentication modes  23-4

configuring  23-2to ??

configuring AAA authentication 23-9

default settings  23-10

displaying security information  23-9

enabling 23-3,23-4

group settings  23-6

hash algorithms  23-5

passwords for local switches 23-7

passwords for remote devices 23-8

timeout values  23-8

Seealso FC-SP 23-1

Diffie-Hellman Challenge Handshake Authentication
Protocol. See DHCHAP

documentation
additional publications 1-iv
related documents  1-iv

domain IDs
allowed lists 11-10
assignment failures 10-7
configuring allowed lists 11-11
configuring CFS distribution  11-11
configuring fcalias members  16-17
description 11-8
distributing 11-1
enabling contiguous assignments  11-14
interoperability 22-8
preferred 11-10

static  11-10

domain manager
fast restart feature 11-4
isolation 10-7

drop latency time
configuring  18-15

E

EFMD
fabric binding 25-1
fabric binding initiation  25-3
EISLs
port channel links 14-1
enhanced zones
changing from basic zones 16-29
description  16-29
enabling 16-31
modifying database 16-31
E port mode
classes of service 10-3
description  10-3
E ports
fabric binding checking 25-2
FCS support  26-1
FSPF topologies 18-1
isolation 10-7
recovering from link isolations  16-23
trunking configuration  13-3
Exchange Fabric Membership Data. See EFMD
exchange IDs
in-order delivery 18-12
path selection 15-11
exchange link parameter. See ELP
expansion port mode. See E port mode

il Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

0L-16598-01 |



Send comments to nx5000-docfeedback@cisco.com

F

fabric binding
activation  25-5
checking for E ports  25-2
checking for TE ports  25-2
clearing statistics  25-9
compatibility with DHCHAP  23-3
copying to config database 25-6
copying to configuration file (procedure) 25-8
creating config database (procedure)  25-7
default settings 25-10
deleting databases 25-9

deleting from config database (procedure) 25-7

description  25-1

EFMD 25-1

enabling 25-3

enforcement  25-2

forceful activation 25-6

initiation process 25-3

licensing requirements  25-1

port security comparison  25-1

saving to config database 25-6

SWWN lists 25-4

viewing active databases (procedure) 25-8

viewing EFMD statistics (procedure) 25-8

viewing violations (procedure) 25-8
Fabric Configuration Servers. See FCSs
Fabric-Device Management Interface. See FDMI
fabric login. See FLOGI
fabric port mode. See F port mode
fabric pWWWNs

zone membership  16-2
fabric reconfiguration

fcdomain phase 11-1
fabrics

See also build fabric frames
fabrics. See RCFs;build fabric frames  11-3
fabric security

authentication 23-1
default settings  23-10
Fabric Shortest Path First. See FSPF
fabric WWNs. See fWWNSs
fault tolerant fabrics
example (figure) 18-2
fcaliases
adding members  16-18
cloning 16-27
configuring for zones 16-17
creating 16-17
renaming 16-26
using 17-7
fcdomains
autoreconfigured merged fabrics  11-7
configuring CFS distribution  11-11
default settings  11-21
description  11-1
displaying information  11-20
domainIDs 11-8
domain manager fast restart 11-4
enabling autoreconfiguration 11-7
incoming RCFs 11-6
initiation 11-5
overlap isolation 10-7
restarts 11-2
FC IDs
allocating 11-1,22-6

allocating default company 1D lists 22-6

alocation for HBAs 22-6
configuring fcalias members  16-17
description  11-15

persistent 11-15, 11-20

FC-SP
authentication 23-1
enabling 23-4

enablingon ISLs 23-9
See also DHCHAP 23-1
FCSs

[ oL-16598-01

index

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



W index

Send comments to nx5000-docfeedback@cisco.com

characteristics  26-2
configuring names  26-2
default settings 26-6
description  26-1

displaying fabric ports using Device Manager

displaying information 26-3 to ??
fctimers
displaying configured values 22-5
distribution 22-4
FDMI
displaying database information  19-4
Fibre Channel
SWWNs for fabric binding 25-4
timeout values  22-1to ??
Fibre Channel domains. See fcdomains
Fibre Channel interfaces
administrative states  10-5
BB_credits 10-6
configuring  10-8
configuring descriptions  10-9, 10-10
configuring frame encapsulation  10-10
deleting from port channels  14-14
disabling 10-9
displaying information 10-14
enabling 10-9
operational states 10-5
reason codes 10-5
states 10-4
See also interfaces 10-4
Fibre Channel Security Protocol. See FC-SP
FLOGI
description  19-1
F port mode
classes of service 10-4
description  10-3
F ports
description 10-3
See also Fx ports
frame encapsulation

configuring  10-10
FSPF
clearing VSAN counters  18-5
computing link cost 18-6
configuring globally  18-3to ??
configuring Hello time intervals  18-6
configuringon aVSAN  18-4
configuring on interfaces 18-5to ??
dead time intervals 18-7
default settings 18-16
description  18-1
disabling 18-5
disabling on interfaces 18-8
disabling routing protocols 18-5
enabling 18-5
fault tolerant fabrics 18-2
in-order delivery 18-12
interoperability 22-9
link state record defaults 18-3
reconvergence times 18-2
redundant links 18-2
resetting configuration 18-5
resetting to defaults 18-4
retransmitting intervals  18-7
routing services 18-1
topology examples 18-2
FSPF routes
configuring  18-11
description 18-11
full zone sets
considerations 16-4
enabling distribution  16-21
fWWNs
configuring fcalias members  16-17
Fx ports
VSAN membership 15-4

il Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch



Send comments to nx5000-docfeedback@cisco.com

H

hard zoning
description  16-21
HBA ports
configuring area FCIDs  11-17
HBASs
FC ID alocations 22-6
Hello time intervals
configuring for FSPF  18-6
description 18-6

configuring mode 1  22-8
default settings  22-12
description  22-8
IOD. Seein-order delivery
ISLs
port channel links  14-1
isolated VSANs
description  15-8
displaying membership 15-9

index

L

indirect link failures
recovering 27-1

in-order delivery
displaying status 18-15
enabling globally  18-14
guidelines 18-14
reordering port channel frames 18-13

interfaces
adding to port channels  14-12, 14-13
assigning to VSANs  15-8
configuring data field size 10-11
configuring descriptions  10-9, 10-10
configuring fcalias members  16-17
default settings  10-14
deleting from port channels  14-14
displaying information 10-14
forced addition to port channels  14-13
isolated states  14-13
suspended states  14-13

interface statistics
description 10-13

interoperability
configuring interop mode 1 22-8
VSANs 15-12

interop modes

link costs
configuring for FSPF  18-6
link failures
recovering 27-1
load balancing
attributes  15-11
attributes for VSANs  15-5
configuring  15-11
description  14-2, 15-11
port channels 14-1
logical unit numbers. See LUNs

M

MAC addresses

configuring secondary 22-5
McData

native interop mode 22-8
merged fabrics

autoreconfigured 11-7

N

name servers
interoperability 22-9
LUN information  21-1

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

[ oL-16598-01



W index

Send comments to nx5000-docfeedback@cisco.com

rejecting duplicate pWWNs  19-3
NL ports
hard zoning 16-21
NP links 12-2
N ports
hard zoning 16-21
zone enforcement  16-21
zone membership  16-2
See also Nx ports
NPV, configuring 12-4
NPV mode 12-2
NL ports 26-1
NXx ports
FCS support  26-1
See also N ports;

@)

operational states
description  10-5

P

passwords
DHCHAP 23-7,23-8
persistent FC IDs
configuring 11-16
description 11-15
enabling 11-16
PLOGI
name server 19-3
PortChannel Protocol

converting autocreated groups to manually
configured 14-17

port channel Protocol
autocreation  14-16
creating channel group 14-15
description  14-15

port channel protocol

configuring autocreation  14-17
enabling autocreation 14-17

PortChannels

default settings  14-19
verifying configurations 14-19to ??

port channels

adding interfaces 14-12, 14-13
administratively down 10-7
comparison with trunking  14-2
compatibility checks 14-12
compatibility with DHCHAP  23-3
configuration guidelines  14-6
configuring  14-12

creating 14-10

deleting 14-11

deleting interfaces 14-14
description 14-1

forcing interface additions  14-13
in-order guarantee 18-14
interface states  14-13
interoperability 22-9

link changes 18-13

link failures 18-2

load balancing  14-2
misconfiguration error detection 14-6

port modes

auto 10-4

port security

activating 24-7

activation 24-2

activation rejection  24-7

adding authorized pairs 24-14
auto-learning  24-2

compatibility with DHCHAP  23-3
configuration guidelines  24-3
configuring CFS distribution  24-15 to 24-18
configuring manually without auto-learning  24-12
deactivating 24-7

default settings  24-21

il Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

0L-16598-01 |



Send comments to nx5000-docfeedback@cisco.com

deleting entries from database (procedure) 24-15

disabling 24-5
displaying settings (procedure) 24-9
displaying statistics (procedure) 24-9
displaying violations (procedure) 24-10
enabling 24-5
enforcement mechanisms  24-2
fabric binding comparison  25-1
forcing activation  24-7
license requirement  24-1
preventing unauthorized accesses 24-1
WWN identification 24-13
port security auto-learning
authorization examples 24-12
description 24-2
device authorization  24-11
disabling 24-11
enabling 24-10
guidelines for configuring with CFS ~ 24-3
guidelines for configuring without CFS  24-4
port security databases
copying active to config (procedure) 24-9
interactions 24-18
manual configuration guidelines 24-4
merge guidelines  24-18
reactivating 24-8
scenarios  24-19
port tracking
default settings  27-7
description  27-1
enabling 27-3
guidelines 27-2
monitoring portsinaVSAN 27-6
multiple ports  27-5
port world wide names. See pWWNs
principal switches
assigning domain ID  11-9
pWWNs
configuring fcalias members  16-17

rejecting duplicates 19-3
zone membership  16-2

index

R

RCFs
description  11-3
incoming 11-6
rejecting incoming 11-6
reason codes
description  10-5
reconfigure fabric frames. See RCFs
redundancy
VSANs 15-4
redundant physical links
example (figure) 18-2

Registered State Change Notifications. See RSCNs

related documents  1-iv
retransmitting intervals
configuring for FSPF  18-7
description  18-7
route costs
computing 18-6
RSCNs
default settings 19-8
displaying information  19-5
suppressing domain format SW-RSCNs
RSCN timers
configuring  19-8
runtime checks
static routes  18-11

19-7

S

scalability
VSANs 15-4
SCSI LUNs
customized discovery 21-2

[ oL-16598-01

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch g



W index

Send comments to nx5000-docfeedback@cisco.com

discovering targets 21-1

displaying information 21-3

starting discoveries 21-1
SD port mode

description 10-4

interface modes  10-4
secondary MAC addresses

configuring 22-5
small computer system interface. See SCSI
soft zoning

description 16-21

See also zoning
source IDs

exchange based 14-3

flow based 14-3

in-order delivery 18-12

path selection 15-11

SPAN destination port mode. See SD port mode

static routes
runtime checks 18-11
storage devices
access control  16-1
switch priorities
configuring 11-4
default 11-4
SWWNs
configuring for fabric binding 25-4

T

TE port mode
classes of service 10-4
description 10-4
TE ports
fabric binding checking 25-2
FCS support  26-1, 26-2
FSPF topologies  18-1
interoperability 22-9
recovering from link isolations 16-23

trunking restrictions  13-1
timeout values. See TOV's
TOVs
configuring for aVSAN  22-3
default settings  22-12
interoperability 22-8
ranges 22-1
tracked ports
binding operationally  27-3
traffic isolation
VSANs 15-4
trunk-allowed VSAN lists
description 13-4 to 13-5
trunking
comparison with port channels  14-2
configuration guidelines  13-1
description 13-1
displaying information 13-6
interoperability 22-8
link state 13-3
merging traffic 13-2
restrictions  13-1
trunking E port mode. See TE port mode
trunking ports
associated with VSANs  15-8
trunking protocol
default settings  13-7
default state 13-2
description  13-2
detecting port isolation 13-2
trunk mode
configuring  13-3

U

unique area FC IDs
configuring  11-17
description  11-17

il Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

0L-16598-01 |



Send comments to nx5000-docfeedback@cisco.com

Vv

VSAN IDs
allowed list 13-7
description  15-5
multiplexing traffic  10-4
range 15-4
VSAN membership 15-4
VSANs
advantages 15-3
allowed-active  13-1
comparison with zones (table) 15-4
compatibility with DHCHAP  23-3
configuring 15-6
configuring allowed-active lists  13-6
configuring FSPF  18-3

configuring trunk-allowed lists 13-4 to 13-6

default settings  15-12
deleting 15-9

description  15-1to 15-4
displaying configuration 15-12
domain ID automatic reconfiguration
FCIDs 15-1

FCS support  26-1

features 15-1

FSPF 18-4

FSPF connectivity 18-1
interop mode 22-9

isolated 15-8

load balancing attributes 15-5
mismatches 10-7

multiple zones 16-5

names 15-5

name server 19-2

port tracking  27-6

states 15-5

TE port mode 10-4

timer configuration 22-3
traffic isolation  15-3

trunk-allowed 13-1
trunking ports 15-8

index

W

world wide names. See WWNs
WWNs
displaying information  22-5
port security  24-13
secondary MAC addresses  22-5
suspended connections  10-7

Zz

zone aliases
conversion to device aliases  17-7
importing  17-7
zone attribute groups
cloning 16-27
zone databases
migrating anon-MDS database 16-28
zone members
adding to zones 16-10
converting to pWWN members  16-20
displaying information  16-15
zones
access control  16-13
adding to zone sets  16-20
adding zone members  16-10
backing up (procedure) 16-25
changing from enhanced zones 16-30
cloning 16-27
comparison with device aliases (table)
comparison with VSANSs (table) 15-4
configuring  16-20
configuring aliases  16-17
configuring fcaliases 16-17
default policies 16-2

Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

17-2

[ oL-16598-01



Index

Send comments to

displaying information  16-28 to ??
editing full zone databases 16-7
enforcing restrictions  16-20
exporting databases 16-23
features 16-1, 16-4

importing databases 16-23
membership using pWWNs  15-4
merge failures 10-7

renaming 16-26

restoring (procedure) 16-25

See also default zones

See also enhanced zones

See also hard zoning;soft zoning  16-21
See also zoning;zone sets  16-2

zone server databases

clearing 16-28

zone sets

activating 16-13

adding member zones 16-20
cloning 16-27

configuring  16-12 to 16-17
considerations  16-4

copying 16-24

creating 16-13, 16-20

displaying information  16-28 to ??
distributing configuration 16-21
enabling distribution  16-21
exporting  16-23

exporting databases 16-23
features 16-1

importing  16-23

importing databases 16-23
one-time distribution  16-22
renaming 16-26

See also active zone sets

See also active zone sets;full zone sets  16-5
See also zones;zoning  16-2

zoning

description  16-1

Nx5000-docfeedback@cisco.com

example 16-3
implementation 16-4
See also zones;zone sets  16-1

il Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch

0L-16598-01 |



	Fabric Manager Software Configuration Guide for the Cisco Nexus 5000 Series Switch
	Preface
	Audience
	Organization
	Document Conventions
	Related Documentation
	Obtaining Documentation and Submitting a Service Request

	Product Overview
	New Technologies in the Cisco Nexus 5000 Series
	Fibre Channel over Ethernet
	I/O Consolidation
	Virtual Interfaces

	Cisco Nexus 5000 Series Switch Hardware
	Chassis
	Expansion Modules
	Ethernet Interfaces
	Fibre Channel Interfaces
	Management Interfaces

	Cisco Nexus 5000 Series Switch Software
	Ethernet Switching
	FCoE and Fibre Channel Switching
	Licensing
	QoS
	Serviceability
	Switched Port Analyzer
	Ethanalyzer
	Call Home
	Online Diagnostics

	Switch Management
	Simple Network Management Protocol
	Configuration Verification and Rollback
	Role-Based Access Control
	Configuration Methods
	Configuring with CLI, XML Management Interface, or SNMP
	Configuring with Cisco MDS Fabric Manager


	Network Security Features
	Virtual Device Contexts

	Typical Deployment Topologies
	Ethernet TOR Switch Topology
	IOC Topology

	Supported Standards

	Installing Cisco Fabric Manager
	Information About Cisco Fabric Manager
	Fabric Manager Server
	Fabric Manager Client
	Fabric Manager Server Proxy Services
	Device Manager
	Performance Manager
	Fabric Manager Web Server

	Understanding Switch Management
	mgmt0
	IPFC

	Installing the Management Software
	Before You Install
	Supported Software
	Minimum Hardware Requirements

	Installing the Database
	Installing Oracle

	Installing Fabric Manager
	Installing Device Manager

	Upgrading the Management Software
	Integrating Cisco Fabric Manager with Other Management Tools
	Running Fabric Manager Behind a Firewall
	Uninstalling the Management Software

	Fabric Manager Server
	Information About Fabric Manager Server
	Installing and Configuring Fabric Manager Server
	Installing Fabric Manager Server
	Unlicensed Versus Licensed Fabric Manager Server
	Installing Fabric Manager Web Server
	Verifying Performance Manager Collections

	Managing a Fabric Manager Server Fabric
	Selecting a Fabric to Manage Continuously

	Fabric Manager Server Properties File
	Modifying Fabric Manager Server
	Adding or Removing Fabric Manager Server Users
	Changing the Fabric Manager Server User Name and Password
	Changing the Polling Period and Fabric Rediscovery Time
	Using Device Aliases or FC Aliases
	Saving Device Aliases to the Switch


	Authentication in Fabric Manager
	Information About Fabric Manager Authentication
	Discovering a Fabric
	Setting Up Discovery for a Fabric

	Authenticating Performance Manager
	Authenticating Fabric Manager Web Server

	Fabric Manager Client
	Information About Fabric Manager Client
	Fabric Manager Advanced Mode

	Launching Fabric Manager Client
	Fabric Manager Client Quick Tour
	Menu Bar
	Toolbar
	Logical Domains Pane
	Filtering

	Physical Attributes Pane
	Information Pane
	Detachable Tables

	Fabric Pane
	Context Menus
	Saving the Map
	Purging Down Elements
	Multiple Fabric Display
	Filtering by Groups

	Status Bar

	Setting Fabric Manager Preferences
	Network Fabric Discovery
	Modifying the Device Grouping
	Using Alias Names as Enclosures

	Controlling Administrator Access with Users and Roles
	Using Fabric Manager Wizards
	Fabric Manager Troubleshooting Tools

	Device Manager
	Information About Device Manager
	Launching Device Manager
	Using Device Manager
	Menu Bar
	Toolbar Icons
	Dialog Boxes
	Tabs
	Legend
	Supervisor and Switching Modules
	Context Menus

	Using the Quick Configuration Tool
	Setting Device Manager Preferences

	Using Cisco Fabric Services
	Information About CFS
	CFS Distribution
	CFS Distribution Modes
	Uncoordinated Distribution
	Coordinated Distribution
	Unrestricted Uncoordinated Distributions

	Enabling/Disabling CFS Distribution on a Switch
	CFS Distribution over IP
	CFS Distribution over Fibre Channel
	CFS Distribution Scopes
	CFS Merge Support

	CFS Support for Applications
	CFS Application Requirements
	Enabling CFS for an Application
	Locking the Network
	Committing Changes
	Discarding Changes
	Saving the Configuration
	Clearing a Locked Session

	CFS Regions
	About CFS Regions
	Example Scenario
	Managing CFS Regions Using Fabric Manager
	Creating CFS Regions
	Assigning Features to CFS Regions
	Moving a Feature to a Different Region
	Removing a Feature from a Region
	Deleting CFS Regions


	Displaying CFS Distribution Information
	CFS Example Using Fabric Manager
	CFS Example Using Device Manager
	Default Settings

	Configuring Ethernet Interfaces
	Information About Ethernet Interfaces
	Configuring Ethernet Interfaces
	Displaying Interface Information
	Default Physical Ethernet Settings


	Configuring Virtual Interfaces
	Information About Virtual Interfaces
	Configuring Virtual Interfaces
	Creating a Virtual Interface Group
	Using the Virtual Interface Group Wizard
	Binding a VIG to a Physical Ethernet Interface
	Deleting a Virtual Interface Group
	Using the Virtual Interface Wizard
	Creating a Virtual Ethernet Interface
	Deleting a Virtual Ethernet Interface
	Creating a Virtual Fibre Channel Interface
	Deleting a Virtual Fibre Channel Interface


	Configuring Fibre Channel Interfaces
	Information About Fibre Channel Interfaces
	Licensing Requirements
	Physical Fibre Channel Interfaces
	Virtual Fibre Channel Interfaces
	Interface Modes
	E Port
	F Port
	NP Port
	TE Port
	SD Port
	Auto Mode

	Interface States
	Administrative States
	Operational States
	Reason Codes

	Buffer-to-Buffer Credits

	Configuring Fibre Channel Interfaces
	Configuring a Fibre Channel Interface
	Setting the Interface Administrative State
	Configuring Interface Modes
	Configuring the Interface Description
	Configuring Administrative Speeds
	Autosensing

	Configuring SD Port Frame Encapsulation
	Configuring Receive Data Field Size
	Understanding Bit Error Thresholds
	Configuring Buffer-to-Buffer Credits

	Verifying Fibre Channel Interfaces
	Verifying SFP Transmitter Types
	Obtaining Interface Statistics

	Default Settings

	Configuring Domain Parameters
	Information About Fibre Channel Domains
	About Domain Restart
	Restarting a Domain
	About Switch Priority
	Configuring Switch Priority
	About fcdomain Initiation
	Enabling or Disabling fcdomains
	Setting Fabric Names
	About Incoming RCFs
	Rejecting Incoming RCFs
	About Autoreconfiguring Merged Fabrics
	Enabling Autoreconfiguration

	Domain IDs
	About Domain IDs
	Specifying Static or Preferred Domain IDs
	About Allowed Domain ID Lists
	Configuring Allowed Domain ID Lists
	About CFS Distribution of Allowed Domain ID Lists
	Enabling Distribution
	Locking the Fabric
	Committing Changes
	Discarding Changes
	Clearing a Fabric Lock
	Displaying Pending Changes
	Displaying Session Status
	About Contiguous Domain ID Assignments
	Enabling Contiguous Domain ID Assignments

	FC IDs
	About Persistent FC IDs
	Enabling the Persistent FC ID Feature
	Persistent FC ID Configuration Guidelines
	Configuring Persistent FC IDs
	About Unique Area FC IDs for HBAs
	Configuring Unique Area FC IDs for an HBA
	About Persistent FC ID Selective Purging
	Purging Persistent FC IDs

	Displaying fcdomain Statistics
	Default Settings

	Configuring N-Port Virtualization
	Information About NPV
	NP Ports
	NP Links
	FLOGI Operation

	Guidelines and Limitations
	Configuring NPV
	Configuring NPV with Device Manager


	Configuring VSAN Trunking
	Information About VSAN Trunking
	VSAN Trunking Mismatches
	VSAN Trunking Protocol

	Configuring VSAN Trunking
	Guidelines and Restrictions
	About Trunk Mode
	Configuring Trunk Mode
	About Trunk-Allowed VSAN Lists
	Configuring an Allowed-Active List of VSANs

	Default Settings

	Configuring SAN Port Channels
	Information About SAN Port Channels
	Understanding Port Channels and VSAN Trunking
	Understanding Load Balancing

	Configuring SAN Port Channels
	SAN Port Channel Configuration Guidelines
	Configuring SAN Port Channels
	About SAN Port Channel Modes
	About SAN Port Channel Deletion
	Deleting SAN Port Channels

	Interfaces in a SAN Port Channel
	About Interface Addition to a SAN Port Channel
	Compatibility Check
	Suspended and Isolated States

	Adding an Interface to a SAN Port Channel
	Forcing an Interface Addition
	About Interface Deletion from a SAN Port Channel
	Deleting an Interface from a SAN Port Channel

	Port Channel Protocol
	About Channel Group Creation
	Autocreation Guidelines
	Enabling and Configuring Autocreation
	About Manually Configured Channel Groups
	Converting to Manually Configured Channel Groups

	Verifying SAN Port Channel Configuration
	Default Settings

	Configuring and Managing VSANs
	Information About VSANs
	VSAN Topologies
	VSAN Advantages
	VSANs Versus Zones

	Configuring VSANs
	About VSAN Creation
	Creating VSANs Statically
	About Port VSAN Membership
	Assigning Static Port VSAN Membership
	About the Default VSAN
	About the Isolated VSAN
	Displaying Isolated VSAN Membership
	Operational State of a VSAN
	About Static VSAN Deletion
	Deleting Static VSANs
	About Load Balancing
	Configuring Load Balancing
	About Interop Mode

	Default Settings

	Configuring and Managing Zones
	Information About Zoning
	Zoning Features
	Zoning Example
	Zone Implementation
	Active and Full Zone Set Configuration Guidelines

	Configuring Zones
	About the Zone Configuration Tool
	Configuring Zones Using the Zone Configuration Tool
	Adding Zone Members
	Configuring the Default Zone Policy

	Zone Sets
	About Zone Set Creation
	Activating a Zone Set
	Displaying Zone Membership Information
	About the Default Zone
	Configuring the Default Zone
	About FC Alias Creation
	Creating FC Aliases
	Adding Members to Aliases
	Converting Zone Members to pWWN-Based Members
	Zone Enforcement

	Zone Set Distribution
	Enabling Full Zone Set Distribution
	Enabling a One-Time Distribution
	About Recovering from Link Isolation
	Importing and Exporting Zone Sets

	Zone Set Duplication
	Copying Zone Sets
	About Backing Up and Restoring Zones
	Backing Up and Restoring Zones
	Renaming Zones, Zone Sets, and Aliases
	Cloning Zones, Zone Sets, FC Aliases, and Zone Attribute Groups
	Migrating a Non-MDS Database
	Clearing the Zone Server Database

	Verifying Zone Information
	Enhanced Zoning
	About Enhanced Zoning
	Changing from Basic Zoning to Enhanced Zoning
	Changing from Enhanced Zoning to Basic Zoning
	Enabling Enhanced Zoning
	Merging the Database
	Analyzing a Zone Merge
	Configuring Zone Merge Control Policies

	Compacting the Zone Database
	Default Settings

	Distributing Device Alias Services
	Information About Device Aliases
	Device Alias Features
	Device Alias Requirements
	Zone Aliases Versus Device Aliases

	Device Alias Databases
	Device Alias Modes
	Changing Device Alias Mode Guidelines
	Configuring Device Alias Modes
	About Device Alias Distribution
	Distributing the Device Alias Database
	About Creating a Device Alias
	Creating a Device Alias
	Committing Changes
	Discarding Changes

	Legacy Zone Alias Conversion
	Using Device Aliases or FC Aliases

	Database Merge Guidelines
	Default Settings

	Configuring Fibre Channel Routing Services and Protocols
	Information About FSPF
	FSPF Examples
	Fault Tolerant Fabric Example
	Redundant Link Example


	FSPF Global Configuration
	About SPF Computational Hold Times
	About Link State Records
	Configuring FSPF on a VSAN
	Resetting FSPF to the Default Configuration
	Enabling or Disabling FSPF

	FSPF Interface Configuration
	About FSPF Link Cost
	Configuring FSPF Link Cost
	About Hello Time Intervals
	Configuring Hello Time Intervals
	About Dead Time Intervals
	Configuring Dead Time Intervals
	About Retransmitting Intervals
	Configuring Retransmitting Intervals
	About Disabling FSPF for Specific Interfaces
	Disabling FSPF for Specific Interfaces
	Displaying the FSPF Database
	Viewing FSPF Statistics

	FSPF Routes
	About Fibre Channel Routes
	Configuring Fibre Channel Routes

	In-Order Delivery
	About Reordering Network Frames
	About Reordering SAN Port Channel Frames
	About Enabling In-Order Delivery
	Enabling In-Order Delivery Globally
	Enabling In-Order Delivery for a VSAN
	Configuring the Drop Latency Time

	Default Settings

	Managing FLOGI, Name Server, FDMI, and RSCN Databases
	Information About Fabric Login
	Name Server Proxy
	About Registering Name Server Proxies
	Registering Name Server Proxies
	About Rejecting Duplicate pWWNs
	Rejecting Duplicate pWWNs
	About Name Server Database Entries
	Viewing Name Server Database Entries

	FDMI
	Displaying FDMI
	RSCN
	About RSCN Information
	Displaying RSCN Information
	About the multi-pid Option
	Configuring the multi-pid Option
	Clearing RSCN Statistics
	RSCN Timer Configuration Distribution Using CFS
	Configuring the RSCN Timer with CFS

	Default Settings

	Configuring SPAN
	Information About SPAN Sources
	Characteristics of Source Ports

	Information About SPAN Destinations
	Characteristics of Destination Ports

	Configuring SPAN
	Configuring SPAN Using Device Manager
	Creating SPAN Sessions Using Device Manager
	Editing SPAN Sources Using Device Manager
	Deleting SPAN Sessions Using Device Manager

	Default SPAN Settings

	Discovering SCSI Targets
	Information About SCSI LUN Discovery
	About Starting SCSI LUN Discovery
	Starting SCSI LUN Discovery
	About Initiating Customized Discovery
	Initiating Customized Discovery

	Displaying SCSI LUN Information

	Advanced Features and Concepts
	Fibre Channel Timeout Values
	Timer Configuration Across All VSANs
	Timer Configuration Per-VSAN
	About fctimer Distribution
	Enabling or Disabling fctimer Distribution
	Database Merge Guidelines

	World Wide Names
	Verifying WWN Information
	Link Initialization WWN Usage
	Configuring a Secondary MAC Address

	FC ID Allocation for HBAs
	Default Company ID List
	Verifying the Company ID Configuration

	Switch Interoperability
	About Interop Mode
	Configuring Interop Mode 1
	Verifying Interoperating Status

	Default Settings

	Configuring FC-SP and DHCHAP
	Information About Fabric Authentication
	DHCHAP
	DHCHAP Compatibility with Fibre Channel Features
	About Enabling DHCHAP
	Enabling DHCHAP
	About DHCHAP Authentication Modes
	Configuring the DHCHAP Mode
	About the DHCHAP Hash Algorithm
	Configuring the DHCHAP Hash Algorithm
	About the DHCHAP Group Settings
	Configuring the DHCHAP Group Settings
	About the DHCHAP Password
	Configuring DHCHAP Passwords for the Local Switch
	About Password Configuration for Remote Devices
	Configuring DHCHAP Passwords for Remote Devices
	About the DHCHAP Timeout Value
	Configuring the DHCHAP Timeout Value
	Configuring DHCHAP AAA Authentication
	Enabling FC-SP on ISLs

	Default Settings

	Configuring Port Security
	Information About Port Security
	Port Security Enforcement
	About Auto-Learning
	Port Security Activation

	Configuring Port Security
	Configuring Port Security with Auto-Learning and CFS Distribution
	Configuring Port Security with Auto-Learning without CFS
	Configuring Port Security with Manual Database Configuration

	Enabling Port Security
	Port Security Activation
	Activating Port Security
	Database Activation Rejection
	Forcing Port Security Activation
	Database Reactivation
	Copying an Active Database to the Config Database
	Displaying Activated Port Security Settings
	Displaying Port Security Statistics
	Displaying Port Security Violations

	Auto-Learning
	About Enabling Auto-Learning
	Enabling Auto-Learning
	Disabling Auto-Learning
	Auto-Learning Device Authorization
	Authorization Scenario

	Port Security Manual Configuration
	WWN Identification Guidelines
	Adding Authorized Port Pairs
	Deleting Port Security Setting

	Port Security Configuration Distribution
	Enabling Distribution
	Locking the Fabric
	Committing the Changes
	Activation and Auto-Learning Configuration Distribution

	Database Merge Guidelines
	Database Interaction
	Database Scenarios
	Copying the Port Security Database
	Deleting the Port Security Database
	Clearing the Port Security Database

	Default Settings

	Configuring Fabric Binding
	Information About Fabric Binding
	Licensing Requirements
	Port Security Versus Fabric Binding
	Fabric Binding Enforcement

	Configuring Fabric Binding
	Configuring Fabric Binding
	Enabling Fabric Binding
	About Switch WWN Lists
	Configuring Switch WWN List
	About Fabric Binding Activation and Deactivation
	Activating Fabric Binding
	Forcing Fabric Binding Activation
	Copying Fabric Binding Configurations
	Creating a Fabric Binding Configuration
	Deleting a Fabric Binding Configuration
	Copying Fabric Binding to the Configuration File
	Viewing EFMD Statistics
	Viewing Fabric Binding Violations
	Viewing Fabric Binding Active Database
	Saving Fabric Binding Configurations
	Clearing the Fabric Binding Statistics
	Deleting the Fabric Binding Database

	Default Settings

	Configuring Fabric Configuration Servers
	Information About FCS
	FCS Characteristics

	Displaying FCS Discovery
	Displaying FCS Elements
	Creating an FCS Platform
	Displaying FCS Fabric Ports
	Default Settings

	Configuring Port Tracking
	Information About Port Tracking
	Configuring Port Tracking
	Enabling Port Tracking
	About Configuring Linked Ports
	Operationally Binding a Tracked Port
	About Tracking Multiple Ports
	Tracking Multiple Ports
	About Monitoring Ports in a VSAN
	Monitoring Ports in a VSAN
	About Forceful Shutdown
	Forcefully Shutting Down a Tracked Port

	Default Port Tracking Settings

	Network Monitoring
	Information About SAN Discovery and Topology Mapping
	Device Discovery
	Topology Mapping
	Using the Topology Map
	Saving a Customized Topology Map Layout
	Using Enclosures with Fabric Manager Topology Maps
	Mapping Multiple Fabrics

	Inventory Management
	Using the Inventory Tab from Fabric Manager Web Server

	Viewing Logs from Device Manager

	Health and Event Monitoring
	Fabric Manager Events Tab
	Event Information in Fabric Manager Web Server Reports
	Events in Device Manager


	Performance Manager
	Information About Performance Manager
	Data Interpolation
	Data Collection
	Using Performance Thresholds
	Flow Setup Wizards

	Flow Statistics Configuration
	About Flow Statistics
	Counting Flow Statistics


	Nexus 5000 Management Software FAQ
	Nexus 5000 Series Issues
	What is Display FCoE Mode?
	Switching to Display FCoE Mode

	General Fabric Manager Issues

	Troubleshooting Your Fabric
	Troubleshooting Tools and Techniques
	Cisco Traffic Analyzer
	Cisco Protocol Analyzer

	Analyzing Switch Device Health
	Analyzing Switch Fabric Configuration
	Analyzing End-to-End Connectivity
	Using the Ping Tool (fcping)
	Using Trace Route (fctrace) and Other Troubleshooting Tools
	Analyzing the Results of Merging Zones
	Using the Show Tech Support Command
	Running CLI Commands
	Adjusting for Daylight Savings Time

	Locating Other Switches
	Fibre Channel Timeout Values
	Timer Configuration Per-VSAN

	Configuring a Fabric Analyzer
	About the Cisco Fabric Analyzer
	Local Text-Based Capture
	Remote Capture Daemon
	GUI-Based Client

	Configuring the Cisco Fabric Analyzer
	Sending Captures to Remote IP Addresses

	Displaying Captured Frames
	Defining Display Filters
	Capture Filters
	Permitted Capture Filters


	Configuring World Wide Names
	Link Initialization WWN Usage

	Configuring a Secondary MAC Address
	Displaying WWN Information

	FC ID Allocation for HBAs
	Default Settings


