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Preface

This preface includes the following sections:

* Audience, on page xxiii

* Document Conventions, on page xxiii

* Related Documentation for Cisco Nexus 9000 Series Switches, on page xxiv
* Documentation Feedback, on page xxiv

» Communications, Services, and Additional Information, on page xxiv

Audience

This publication is for network administrators who install, configure, and maintain Cisco Nexus switches.

Document Conventions

Command descriptions use the following conventions:

Convention

Description

bold

Bold text indicates the commands and keywords that you enter literally
as shown.

Italic

Italic text indicates arguments for which you supply the values.

[x]

Square brackets enclose an optional element (keyword or argument).

x|yl

Square brackets enclosing keywords or arguments that are separated by
a vertical bar indicate an optional choice.

X1y}

Braces enclosing keywords or arguments that are separated by a vertical
bar indicate a required choice.

[x{ylz}]

Nested set of square brackets or braces indicate optional or required
choices within optional or required elements. Braces and a vertical bar
within square brackets indicate a required choice within an optional
element.
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. Related Documentation for Cisco Nexus 9000 Series Switches

Convention Description

variable Indicates a variable for which you supply values, in context where italics
cannot be used.

string A nonquoted set of characters. Do not use quotation marks around the
string or the string includes the quotation marks.

Examples use the following conventions:

Convention Description

screen font Terminal sessions and information the switch displays are in screen font.
boldface screen font Information that you must enter is in boldface screen font.

italic screen font Arguments for which you supply values are in italic screen font.

<> Nonprinting characters, such as passwords, are in angle brackets.

[] Default responses to system prompts are in square brackets.

L# An exclamation point (!) or a pound sign (#) at the beginning of a line

of code indicates a comment line.

Related Documentation for Cisco Nexus 9000 Series Switches

The entire Cisco Nexus 9000 Series switch documentation set is available at the following URL:

http://www.cisco.com/en/US/products/ps13386/tsd_products_support_series home.html

Documentation Feedback

To provide technical feedback on this document, or to report an error or omission, please send your comments
to nexus9k-docfeedback@cisco.com. We appreciate your feedback.

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

» To discover and browse secure, validated enterprise-class apps, products, solutions, and services, visit
Cisco DevNet.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.
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| Preface
Cisco Bug Search Tool .

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a gateway to the Cisco bug-tracking system, which maintains a comprehensive
list of defects and vulnerabilities in Cisco products and software. The BST provides you with detailed defect
information about your products and software.

Documentation Feedback

To provide feedback about Cisco technical documentation, use the feedback form available in the right pane
of every online document.
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CHAPTER 1

New and Changed Information

This chapter provides release-specific information for each new and changed feature in the Cisco Nexus 9000
Series NX-OS System Management Configuration Guide, Release 7.x.

* New and Changed Information, on page 1

New and Changed Information

This table summarizes the new and changed features for the Cisco Nexus 9000 Series NX-OS System
Management Configuration Guide, Release 7.x and tells you where they are documented.

Table 1: New and Changed Features for Cisco NX-0S Release 7.x

Feature Description Changed in | Where Documented
Release

Link Layer Discovery Added support for up to three (3) | 7.0(3)I7(8) Multiple LLDP Neighbors
Protocol (LLDP) LLDP neighbors per interface. Per Physical Interface, on
Multi-Neighbor Support on page 276

an Interface

Link Layer Discovery Added support for LLDP on 7.0(3)17(8) Enabling or Disabling LLDP

Protocol (LLDP) Support |interface port-channels. Support on Port-Channel

on Port-Channels Interfaces, on page 278

MacSecPortLoopback test | Added support for the 7.0(3)I7(6) Bootup Diagnostics, on page
MacSecPortLoopback test on 187

Cisco Nexus 9500 Series switches
with the N9K-X9736C-FX line
card.

IEEE 802.1Qaz standards | Added Support for the Cisco 7.03)17(4) About DCBXP, on page 272

for DCBXP TLV Nexus 9000 series switches.

SNMP Added support for the 7.03)I7(4) Managing the SNMP Server
snmp-server counter cache Counter Cache Update
timeout command. Timer, on page 174
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Feature Description Changedin | Where Documented
Release
NetFlow and SPAN Added support for NetFlow and | 7.0(3)I7(3) Guidelines and Limitations
SPAN on Cisco Nexus for SPAN, on page 227
9336C-FX2 and Cisco Nexus
93240YC-FX2 switches.
MPLS stripping Added the ability to tag VLAN to | 7.0(3)I7(3) About MPLS Stripping, on
the packets going out of redirect page 313
ports. Guidelines and Limitations
for MPLS Stripping, on page
313
Enabling MPLS Stripping,
on page 318
#unique 21
Configuration replace Introduced this feature. 7.03)17(3) Performing Configuration
Replace, on page 365
NetFlow Added support for the Cisco 7.03)I7(2) Configuring NetFlow, on
Nexus 9300-EX platform page 283
switches.
TAP aggregation Added support for the Cisco 7.03)17(2) Guidelines and Limitations
Nexus 9500 platform switches for TAP Aggregation, on
with N9K-X9700-EX and page 312
NIK-X9700-FX line cards.
PTP Added support for unicast 7.0(3)F3(3) | Guidelines and Limitations
communication on Cisco Nexus for PTP, on page 44
9508 switches with .
NOK-X9636C-R. Conﬁguzr;g PTP Globally,
NIK-X9636C-RX, and on page
NIK-X9636Q-R line cards. Configuring PTP on an
Interface, on page 48
ERSPAN Added the ability to make the 7.03)17(1) Configuring an ERSPAN
ERSPANvV3 header RFC Source Session, on page 258
compliant.
ERSPAN Added the ability to truncate 7.03)I7(1) Configuring ERSPAN, on
ERSPAN packets for Cisco Nexus page 251
9300-EX and 9300-FX platform
switches.
NetFlow Introduced this feature. 7.03)I7(1) Configuring NetFlow, on

page 283
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Feature Description Changedin | Where Documented
Release
PTP Added PTP support for the Cisco | 7.0(3)I7(1) Guidelines and Limitations
Nexus 9300-FX platform switches for PTP, on page 44
and PTP mixed mode support for
Cisco Nexus 9396 switches.
SPAN Added SPAN support for 7.03)I7(1) #unique 30
multicast Tx traffic across
different leaf spine engine (LSE)
slices on Cisco Nexus 9300-EX
platform switches.
SPAN Added the ability to truncate 7.03)I7(1) Configuring SPAN, on page
SPAN packets for Cisco Nexus 225
9300-EX and 9300-FX platform
switches.
ERSPAN Added support for IPv6 7.0(3)16(1) Configuring UDF-Based
UDF-based ERSPAN. ERSPAN, on page 263
NTP Added the ability to scan the 7.0(3)I6(1) Guidelines and Limitations
access group options in the for NTP, on page 63
fOHO.WI.n g order, from léas.t Configuring NTP Access
restrictive to most restrictive: s
Restrictions, on page 69
peer, serve, serve-only,
query-only.
PTP Added the ability to configure 7.0(3)16(1) Timestamp Tagging, on
timestamp tagging. page 54
#unique 36
PTP Added support for offloading PTP | 7.0(3)I16(1) Guidelines and Limitations
sessions. for PTP, on page 44
Configuring PTP Globally,
on page 47
PTP Updated support for PTP mixed |7.0(3)I6(1) Guidelines and Limitations
and unicast mode. for PTP, on page 44
SNMP Added the ability to configure the | 7.0(3)I16(1) Guidelines and Limitations
SNMP local engine ID. for SNMP, on page 153
Configuring the SNMP
Local Engine ID, on page
175
SPAN Updated the SPAN guidelines and | 7.0(3)F2(1) | Guidelines and Limitations
limitations for Cisco Nexus for SPAN, on page 227
NI9K-X9636C-R and
NIK-X9636Q-R line cards.
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packet drops in the ingress
pipeline for Cisco Nexus 9200
Series switches.

Feature Description Changedin | Where Documented
Release
sFlow Updated the sFlow guidelines and | 7.0(3)F2(1) | Guidelines and Limitations
limitations for Cisco Nexus for sFlow, on page 300
NI9K-X9636C-R and
NIK-X9636Q-R line cards.
ERSPAN Added Tx broadcast and multicast | 7.0(3)I5(2) Guidelines and Limitations
support for Layer 2 port sources. for ERSPAN, on page 253
SPAN Added Tx broadcast and multicast | 7.0(3)I5(2) Guidelines and Limitations
support for Layer 2 port sources. for SPAN, on page 227
TAP aggregation Added support for IPv4 ACLs | 7.0(3)I5(2) Guidelines and Limitations
with UDF—based match. for TAP Aggregation, on
page 312
Support for IPv6 ACLs Added support for IPv6 ACLs for | 7.0(3)I5(1) Configuring a TAP
tap aggregation. Aggregation Policy, on page
315
sFlow Added support for the Cisco 7.0(3)I5(1) Guidelines and Limitations
Nexus 9200 and 9300-EX Series for sFlow, on page 300
switches.
DCBXP Added support for the Cisco 7.03)I5(1) About LLDP, on page 271
Nexus 9200 and 9300-EX Series
switches.
GIR Enhancements Added support for GIR 7.0(3)I5(1) Maintenance Mode
enhancements. Enhancements, on page 340
PTP Unicast Mode Updated support for PTP unicast | 7.0(3)I4(5) Assigning Master Role, on
mode. page 52
SNMP Updated the MIBs information. |7.0(3)I4(2) Enabling SNMP
Notifications, on page 162
SPAN Added support for the CPU as a |7.0(3)I4(2) Configuring SPAN, on page
SPAN destination for Cisco 225
Nexus 9300-EX Series switches.
SNMP Added the ability to span forward | 7.0(3)I4(1) Enabling SNMP
packet drops in the ingress Notifications, on page 162
pipeline for Cisco Nexus 9200
Series switches.
ERSPAN Added the ability to span forward | 7.0(3)14(1) Configuring ERSPAN, on

page 251
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Feature Description Changedin | Where Documented
Release
ERSPAN Added the set-er span-gre-proto | 7.0(3)14(1) Configuring ERSPAN, on
and set-er span-dscp actions to page 251
the ERSPAN ACL for Cisco
Nexus 9200 Series switches.
ERSPAN and SPAN Added support for user-defined |7.0(3)I4(1) Configuring ERSPAN, on
field (UDF)-based ERSPAN and page 251 and Configuring
UDF-based SPAN for Cisco SPAN, on page 225
Nexus 9200 Series switches.
ERSPAN and SPAN Added support for the same 7.0(3)14(1) Configuring ERSPAN, on
source in multiple sessions. page 251 and Configuring
SPAN, on page 225
ERSPAN and SPAN Added support for multiple ACL | 7.0(3)I4(1) Configuring ERSPAN, on
filters on the same source for page 251 and Configuring
Cisco Nexus 9300 and 9500 SPAN, on page 225
Series switches.
SNMP Added the ability to assign an 7.0(3)14(1) Filtering SNMP Requests,
IPv6 ACL to an SNMPv2 on page 156
community or SNMPv3 user to
filter SNMP requests.
SPAN Added support for the CPU as a |7.0(3)I4(1) Configuring SPAN, on page
SPAN destination for Cisco 225
Nexus 9200 Series switches only.
LLDP Added support for DCBXP. 7.0(3)I3(1) Configuring LLDP, on page
271
System message logging | Added the ability to configure the | 7.0(3)I3(1) Configuring the Origin ID
origin ID for syslog messages. for Syslog Messages, on
page 85
Graceful insertion and Added shutdown support for vPC | 7.0(3)I2(2) Configuring Graceful
removal (GIR) domains and isolate support for Insertion and Removal, on
the PIM protocol. page 327
LLDP Added the show lIdp all 7.003)12(2) Configuring LLDP, on page
command. 271
ERSPAN Added the allow-pfc option to the | 7.0(3)12(1) Configuring ERSPAN, on
sourceinterface command to page 251
allow the spanning of priority
flow control (PFC) frames.
ERSPAN Added egress interface 7.03)12(1) Configuring ERSPAN, on

information to the output of the
show monitor session command.

page 251
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Feature Description Changedin | Where Documented
Release
ERSPAN Added the ability to span forward | 7.0(3)I12(1) Configuring ERSPAN, on
packet drops in the ingress page 251
pipeline.
ERSPAN Adds the set-erspan-gre-proto | 7.0(3)I12(1) Configuring ERSPAN, on
and set-er span-dscp actions to page 251
the ERSPAN ACL.
ERSPAN and SPAN Added support for user-defined | 7.0(3)I2(1) Configuring ERSPAN, on
field (UDF)-based ERSPAN and page 251 and Configuring
UDF-based SPAN. SPAN, on page 225
Graceful insertion and Introduced this feature. 7.03)12(1) Configuring Graceful
removal (GIR) Insertion and Removal, on
page 327
MPLS stripping Introduced this feature. 7.03)12(1) Configuring TAP
Aggregation and MPLS
Stripping, on page 311
sFlow Introduced this feature. 7.03)12(1) Configuring sFlow, on page
299
Switch profiles Introduced this feature. 7.0(3)12(1) Configuring Switch Profiles,
(config-sync) on page 17
PortLoopback test Changed the behavior from on | 7.0(3)I1(2) Runtime or Health
demand to periodic (running Monitoring Diagnostics, on
every 30 minutes). page 188
TAP aggregation Added support for 100G ports. | 7.0(3)I1(2) Configuring TAP
Aggregation and MPLS
Stripping, on page 311
Precision Time Protocol | Added support for all Cisco 7.03)I1(2) Configuring PTP, on page
(PTP) Nexus 9000 Series and 3164Q 41
hardware except for the 100G
9408PC line card and the 100G
M4PC generic expansion module
(GEM).
ERSPAN Added support for ERSPAN Type | 7.0(3)I1(1) Configuring ERSPAN, on

IIT and 1588 timestamping in
ERSPAN Type III packets.

page 251
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Feature Description Changedin | Where Documented
Release
Precision Time Protocol | Introduced this feature for the 7.03)I1(1) Configuring PTP, on page
(PTP) Cisco Nexus 9332PQ, 9396PX, 41
and 93128TX switches; the Cisco
Nexus 9504 and 9508 switches
with all of the PTP ports on a
single X9636PQ line card; and the
Cisco Nexus 3164Q switch.
TAP aggregation Introduced this feature. 7.03)I1(1) Configuring TAP
Aggregation and MPLS

Stripping, on page 311

Cisco Nexus 9000 Series NX-0S System Management Configuration Guide, Release 7.x .



New and Changed Information |
. New and Changed Information

. Cisco Nexus 9000 Series NX-0S System Management Configuration Guide, Release 7.x



CHAPTER 2

Overview

This chapter describes the system management features that you can use to monitor and manage Cisco NX-OS
devices.

This chapter contains the following sections:

* Software Image, on page 10

* Licensing Requirements, on page 10
* Supported Platforms, on page 10

* Cisco NX-OS Device Configuration Methods, on page 10
* Switch Profiles, on page 11

* Network Time Protocol, on page 11

* Precision Time Protocol, on page 12

* Cisco Discovery Protocol, on page 12
* System Messages, on page 12

* Smart Call Home, on page 12

* Rollback, on page 12

* Session Manager, on page 13

* Scheduler, on page 13

* SNMP, on page 13

* RMON, on page 13

* Online Diagnostics, on page 13

* Embedded Event Manager, on page 13
* Onboard Failure Logging, on page 14
* SPAN, on page 14

* ERSPAN, on page 14

* LLDP, on page 14

* TAP Aggregation, on page 14

* MPLS Stripping, on page 14

* sFlow, on page 15

* SMUs, on page 15

» Virtual Device Contexts, on page 15

* Troubleshooting Features, on page 15
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Software Image

The Cisco NX-OS software consists of one NXOS software image.

Licensing Requirements

For a complete explanation of Cisco NX-OS licensing recommendations and how to obtain and apply licenses,
see the Cisco NX-OS Licensing Guide and the Cisco NX-OS Licensing Options Guide.

Supported Platforms

Starting with Cisco NX-OS release 7.0(3)I7(1), use the Nexus Switch Platform Support Matrix to know from
which Cisco NX-OS releases various Cisco Nexus 9000 and 3000 switches support a selected feature.

Cisco NX-0S Device Configuration Methods

You can configure devices using direct network configuration methods or web services hosted on a Cisco
Data Center Network Management (DCNM) server.

This figure shows the device configuration methods available to a network user.

Figure 1: Cisco NX-0S Device Configuration Methods

CLlI DCNM\CIient
XML Management Interface Custom GUI

XML Management
Interface

DCNM Server

—— User configuration path
------ DCNM server configuration path

503008
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Configuring with CLI or XML Management Interface .

This table lists the configuration method and the document where you can find more information.

Table 2: Configuration Methods Book Links

Configuration Method

Document

CLI from a Secure Shell (SSH) session, a Telnet
session, or the console port

Cisco Nexus 3400 Series NX-OS Fundamentals
Configuration Guide

Cisco DCNM client

Cisco DCNM Fundamentals Guide

Configuring with CLI or XML Management Interface

You can configure Cisco NX-OS devices using the command-line interface (CLI) or the XML management

interface over Secure Shell (SSH) as follows:

* CLI from an SSH session, a Telnet session, or the console port—You can configure devices using the
CLI from an SSH session, a Telnet session, or the console port. SSH provides a secure connection to the
device. For more information, see the Cisco Nexus 9000 Series NX-OS Fundamentals Configuration

Guide.

* XML management interface over SSH—You can configure devices using the XML management interface,
which is a programmatic method based on the NETCONF protocol that complements the CLI functionality.
For more information, see the Cisco NX-OS XML Management Interface User Guide.

Configuring with Cisco DCNM

You can configure Cisco NX-OS devices using the Cisco DCNM client, which runs on your local PC and
uses web services on the Cisco DCNM server. The Cisco DCNM server configures the device over the XML
management interface. For more information about the Cisco DCNM client, see the Cisco DCNM Fundamentals

Guide.

Switch Profiles

Configuration synchronization allows administrators to make configuration changes on one switch and have
the system automatically synchronize the configuration to a peer switch. This feature eliminates
misconfigurations and reduces the administrative overhead of having to configure both vPC members

simultaneously.

The configuration synchronization mode (config-sync) allows users to create switch profiles to synchronize

the local and peer switches.

Network Time Protocol

The Network Time Protocol (NTP) synchronizes the time of day among a set of distributed time servers and
clients so that you can correlate time-specific information, such as system logs, received from the devices in

your network.
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. Precision Time Protocol

Precision Time Protocol

The Precision Time Protocol (PTP) is a time synchronization protocol for nodes distributed across a network.
Its hardware timestamp feature provides greater accuracy than other time synchronization protocols such as
Network Time Protocol (NTP).

Cisco Discovery Protocol

You can use the Cisco Discovery Protocol (CDP) to discover and view information about all Cisco equipment
that is directly attached to your device. CDP runs on all Cisco-manufactured equipment including routers,
bridges, access and communication servers, and switches. CDP is media and protocol independent, and gathers
the protocol addresses of neighboring devices, discovering the platform of those devices. CDP runs over the
data link layer only. Two systems that support different Layer 3 protocols can learn about each other.

System Messages

Smart Call

Rollback

You can use system message logging to control the destination and to filter the severity level of messages that
system processes generate. You can configure logging to a terminal session, a log file, and syslog servers on
remote systems.

For more information about the system message format and the messages that the device generates, see the
Cisco NX-OS System Messages Reference.

Home

Call Home provides an e-mail-based notification of critical system policies. Cisco NX-OS provides a range
of message formats for optimal compatibility with pager services, standard e-mail, or XML-based automated
parsing applications. You can use this feature to page a network support engineer, e-mail a Network Operations
Center, or use Cisco Smart Call Home services to automatically generate a case with the Technical Assistance
Center.

The rollback feature allows you to take a snapshot, or checkpoint, of the device configuration and then reapply
that configuration at any point without having to reload. Rollback allows any authorized administrator to
apply this checkpoint configuration without requiring expert knowledge of the features configured in the
checkpoint.

Session Manager allows you to create a configuration session and apply all commands within that session
atomically.
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Session Manager .

Session Manager

Scheduler

SNMP

RMON

Session Manager allows you to create a configuration and apply it in batch mode after the configuration is
reviewed and verified for accuracy and completeness.

The scheduler allows you to create and manage jobs such as routinely backing up data or making quality of
service (QoS) policy changes. The scheduler can start a job according to your needs—only once at a specified
time or at periodic intervals.

The Simple Network Management Protocol (SNMP) is an application-layer protocol that provides a message
format for communication between SNMP managers and agents. SNMP provides a standardized framework
and a common language used for the monitoring and management of devices in a network.

Remote monitoring (RMON) is an Internet Engineering Task Force (IETF) standard monitoring specification
that allows various network agents and console systems to exchange network monitoring data. Cisco NX-OS
supports RMON alarms, events, and logs to monitor Cisco NX-OS devices.

Online Diagnostics

Embedded

Cisco Generic Online Diagnostics (GOLD) define a common framework for diagnostic operations across
Cisco platforms. The online diagnostic framework specifies the platform-independent fault-detection architecture
for centralized and distributed systems, including the common diagnostics CLI and the platform-independent
fault-detection procedures for boot-up and run-time diagnostics. The platform-specific diagnostics provide
hardware-specific fault-detection tests and allow you to take appropriate corrective action in response to
diagnostic test results.

Event Manager

The Embedded Event Manager (EEM) allows you to detect and handle critical events in the system. EEM
provides event detection and recovery, including monitoring of events either as they occur or as thresholds
are crossed.
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Onboard Failure Logging

You can configure a device to log failure data to persistent storage, which you can retrieve and display for
analysis at a later time. This on-board failure logging (OBFL) feature stores failure and environmental
information in nonvolatile memory on the module. This information is useful for analysis of failed modules.

SPAN

You can configure an Ethernet Switched Port Analyzer (SPAN) to monitor traffic in and out of your device.
The SPAN features allow you to duplicate packets from source ports to destination ports.

ERSPAN

Encapsulated Remote Switched Port Analyzer (ERSPAN) is used to transport mirrored traffic in an IP network.
ERSPAN supports source ports, source VLANSs, and destinations on different switches, which provide remote
monitoring of multiple switches across your network.

To configure an ERSPAN source session, you associate a set of source ports or VLANs with a destination IP
address, ERSPAN ID number, and virtual routing and forwarding (VRF) name.

LLDP

Link Layer Discovery Protocol (LLDP) is a vendor-neutral, one-way device discovery protocol that allows
network devices to advertise information about themselves to other devices on the network. This protocol
runs over the data-link layer, which allows two systems running different network layer protocols to learn
about each other. You can enable LLDP globally or per interface.

TAP Aggregation

This feature allows the aggregation of multiple test access points (TAPs) to help with monitoring and
troubleshooting tasks in the data center. Tap aggregation switches link all of the monitoring devices to specific
points in the network fabric that handle the packets that need to be observed.

MPLS Stripping

MPLS stripping provides the ability to strip MPLS labels from packets, enabling non-MPLS-capable network
monitoring tools to monitor packets.
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sFlow .

sFlow

Sampled flow (sFlow) allows you to monitor real-time traffic in data networks that contain switches and
routers and to forward the sample data to a central data collector.

SMUs

A software maintenance upgrade (SMU) is a package file that contains fixes for a specific defect. SMUs are
created to respond to immediate issues and do not include new features. SMUs are not an alternative to
maintenance releases. They provide a quick resolution of immediate issues. All defects fixed by SMUs are
integrated into the maintenance releases.

Virtual Device Contexts

Cisco NX-OS can segment operating system and hardware resources into virtual device contexts (VDCs) that
emulate virtual devices. The Cisco Nexus 9000 Series switches currently do not support multiple VDCs. All
switch resources are managed in the default VDC.

Troubleshooting Features

Cisco NX-OS provides troubleshooting tools such as ping, traceroute, Ethanalyzer, and the Blue Beacon
feature.

When a service fails, the system generates information that can be used to determine the cause of the failure.
The following sources of information are available:

* Every service restart generates a syslog message of level LOG_ERR.

» If the Smart Call Home service is enabled, every service restart generates a Smart Call Home event.

* If SNMP traps are enabled, the SNMP agent sends a trap when a service is restarted.

» When a service failure occurs on a local module, you can view a log of the event by entering the show

processes log command in that module. The process logs are persistent across supervisor switchovers
and resets.

» When a service fails, a system core image file is generated. You can view recent core images by entering
the show cores command on the active supervisor. Core files are not persistent across supervisor
switchovers and resets, but you can configure the system to export core files to an external server using
the file transfer utility Trivial File Transfer Protocol (TFTP) by entering the System cores command.

* CISCO-SYSTEM-MIB contains a table for cores (cseSwCoresTable).
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CHAPTER 3

Configuring Switch Profiles

This chapter describes how to configure switch profiles on the Cisco Nexus 9000 Series switches.

» About Switch Profiles, on page 17

* Guidelines and Limitations for Switch Profiles, on page 19
* Configuring Switch Profiles, on page 20

* Adding or Modifying Switch Profile Commands , on page 22
* Importing a Switch Profile, on page 24

* Importing Configurations in a vPC Topology, on page 26

* [solating a Peer Switch, on page 26

* Deleting a Switch Profile, on page 27

* Manually Correcting Mutex and Merge Failures, on page 27
* Verifying the Switch Profile Configuration, on page 28

* Configuration Examples for Switch Profiles, on page 28

About Switch Profiles

Several applications require consistent configuration across devices in the network. For example, with a virtual
port channel (vVPC), you must have identical configurations. Mismatched configurations can cause errors or
misconfigurations that can result in service disruptions. The configuration synchronization (config-sync)
feature allows you to configure one switch profile and have the configuration be automatically synchronized
to the peer switch.

A switch profile provides the following benefits:

* Allows configurations to be synchronized between switches.

* Merges configurations when connectivity is established between two switches.

* Provides control of exactly which configuration gets synchronized.

* Ensures configuration consistency across peers through merge and mutual-exclusion checks.
* Provides verify and commit semantics.

* Allows for migrating existing vPC configurations to a switch profile.
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Switch Profile Configuration Modes

The switch profile feature includes the following configuration modes:
* Configuration synchronization mode (config-sync)
* Switch profile mode (config-sync-sp)

* Switch profile import mode (config-sync-sp-import)

Configuration Synchronization Mode

The configuration synchronization mode (config-sync) allows you to create switch profiles.

Switch Profile Mode

The switch profile mode (config-sync-sp) allows you to add supported configuration commands to a switch
profile temporary buffer that is later synchronized with a peer switch. Commands that you enter in the switch
profile mode are not executed until you enter the commit command. Although the syntax of the commands

are validated when you enter them, there is no guarantee that the commands will be successful when you enter
the commit command.

Switch Profile Import Mode

The switch profile import mode (config-sync-sp-import) allows you to import existing switch configurations
from the running configuration to a switch profile and specify which commands you want to include in that
profile. This option is especially useful when you upgrade from a Cisco NX-OS release that does not support
switch profiles to a release that does.

Cisco recommends that you import the necessary configurations from the running configuration using the
switch profile import mode and commit the changes before making any additional changes in the switch
profile or global configuration mode. Otherwise, you might jeopardize the import, requiring you to abandon
the current import session and perform the process again. For more information, see Importing a Switch
Profile, on page 24.

Configuration Validation

Two types of configuration validation checks can identify switch profile failures:

* Mutual exclusion checks

* Merge checks

Mutual Exclusion Checks

The mutual exclusion of configuration commands is enforced in order to avoid duplicate commands in the
config-sync and global configuration modes. When you commit the configuration of a switch profile, mutual
exclusion (mutex) checks are performed on the local switch as well as the peer switch (if configured). If no
failures are reported on both switches, the commit is accepted and pushed into the running configuration.

A command that is included in a switch profile cannot be configured outside of the switch profile.

If a mutex check identifies errors, they are reported as mutex failures, and they must be manually corrected.
For details, see Manually Correcting Mutex and Merge Failures, on page 27.
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Merge Checks

Merge Checks .

The following exceptions apply to the mutual exclusion policy:

* Interface configuration—An interface configuration can be partially present in a switch profile and
partially present in the running configuration as long as there are no conflicts.

* Shutdown/no shutdown

* System QoS

Merge checks are done on the peer switch that is receiving a configuration. The merge checks ensure that the
received configuration does not conflict with the switch profile configuration that already exists on the receiving
switch. The merge check occurs during the verify or commit process. Errors are reported as merge failures
and must be manually corrected. For details, see Manually Correcting Mutex and Merge Failures, on page
27.

When one or both switches are reloaded and the configurations are synchronized for the first time, the merge
check verifies that the switch profile configurations are identical on both switches. Differences in the switch
profiles are reported as merge errors and must be manually corrected.

Software Upgrades and Downgrades with Switch Profiles

You must delete the switch profile when downgrading from a Cisco NX-OS release that supports switch
profiles to a release that does not.

When you upgrade from an earlier release to a Cisco NX-OS release that supports switch profiles, you have
the option to move some of the running-configuration commands to a switch profile. For details, see Switch
Profile Import Mode, on page 18.

An upgrade can occur if there are buffered (uncommitted) configurations; however, the uncommitted
configurations will be lost.

Guidelines and Limitations for Switch Profiles

Switch profiles have the following configuration guidelines and limitations:

* Only Cisco Nexus 9300 Series switches support switch profiles. Cisco Nexus 9500 Series switches do
not support switch profiles.

* You can only enable configuration synchronization using the mgmt0 interface.
* You must configure synchronized peers with the same switch profile name.

» Commands that are qualified for a switch profile configuration are allowed to be configured in the
configuration switch profile mode (config-sync-sp).

* Supported switch profile commands relate to vPC commands.
* Only one switch profile session can be in progress at a time. Attempts to start another session will fail.

» Command changes made from the global configuration mode are blocked when a switch profile session
is in progress.
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* When you enter the commit command and a peer switch is reachable, the configuration is applied to

both peer switches or neither switch. If a commit failure occurs, the commands remain in the switch
profile buffer. You can then make necessary corrections and try the commit again.

* The configuration synchronization (config-sync) mode is an L2 mode parallel to the config-terminal

mode (config t). Config-sync uses the switch-profile to update config t mode in the same switch as well
as the peer switch. To prevent sync issues in switch-profile mode, Cisco recommends that you perform
a commit action after each CLI command before overriding, or replacing the current CLI command.

For example, if you want to overwrite CL|I_command_A and change it to CLI_command_B, commit
CLI_command_A first, then configure CLI_command_B and perform another commit action.

switch# conf sync

Enter configuration commands, one per line. End with CNTL/Z.

switch (config-sync)# switch-profile test

Resyncing db before starting Switch-profile.Re-synchronization of switch-profile db
takes a few minutes...

Re-synchronize switch-profile db completed successfully.

Switch-Profile started, Profile ID is 1

switch (config-sync-sp) #

switch (config-sync-sp)# int e 1/3

switch (config-sync-sp-if)# switchport trunk allowed vlan 100-150

switch (config-sync-sp-if)# commit

Verification successful...

Proceeding to apply configuration. This might take a while depending on amount of
configuration in buffer.

Please avoid other configuration changes during this time.

Commit Successful

switch (config-sync) #

switch (config-sync)# switch-profile test

Resyncing db before starting Switch-profile.Re-synchronization of switch-profile db
takes a few minutes...

Re-synchronize switch-profile db completed successfully.

Switch-Profile started, Profile ID is 1

switch (config-sync-sp) #

switch (config-sync-sp)# int e 1/3

switch (config-sync-sp-if)# switchport trunk allowed vlan 45-90

switch (config-sync-sp-if)# commit

Verification successful...

Proceeding to apply configuration. This might take a while depending on amount of
configuration in buffer.

Please avoid other configuration changes during this time.

Commit Successful

switch (config-sync)# end

switch#

* Layer 3 commands are not supported.

Configuring Switch Profiles

You can create and configure a switch profile on the local switch and then add a second switch that will be
included in the synchronization.

You must create the switch profile with the same name on each switch, and the switches must configure each
other as a peer. When connectivity is established between switches with the same active switch profile, the
switch profiles are synchronized.
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Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Configuring Switch Profiles .

Procedure

configure terminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Required: cfsipv4 distribute

Example:

switch (config)# cfs ipv4 distribute

Enables Cisco Fabric Services (CFS) distribution between the peer switches.

Required: config sync

Example:

switch (config)# config sync
switch (config-sync) #

Enters the configuration synchronization mode.

Required: switch-profile name

Example:

switch (config-sync) # switch-profile abc
switch (config-sync-sp) #

Configures the switch profile, names the switch profile, and enters the switch profile configuration mode.

Required: [no] sync-peer s destination ip-address

Example:

switch (config-sync-sp) # sync-peers destination 10.1.1.1

Adds a switch to the switch profile. The destination IP address is the IP address of the switch that you want
to synchronize.

The no form of this command removes the specified switch from the switch profile.

Note You need to wait for peer switches to show the switch-profile status of "In sync" before any commit
is done.

Required: For Cisco Nexus 3164Q switches only, follow these steps:
a) interface type slot/port

Example:

switch (config-sync-sp)# interface ethernet 1/1
switch (config-sync-sp-if) #

Enters the switch profile interface configuration mode.
b) switchport

Example:

switch (config-sync-sp-if)# switchport
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Changes a Layer 3 interface into a Layer 2 interface.
¢) exit

Example:

switch (config-sync-sp-if)# exit
switch (config-sync-sp) #

Exits the switch profile interface configuration mode.
d) commit

Example:

switch (config-sync-sp)# commit
Commits the current configuration.

Note  Verify that the switch-profile status shows as "In sync" before any commit is done.

Step 7 (Optional) end

Example:

switch (config-sync-sp)# end
switch#

Exits the switch profile configuration mode and returns to EXEC mode.

Step 8 (Optional) show switch-profile name status

Example:

switch# show switch-profile abc status

Displays the switch profile on the local switch and the peer switch information.

Step 9 (Optional) show switch-profile name peer ip-address

Example:
switch# show switch-profile abc peer 10.1.1.1

Displays the switch profile peer configuration.
Step 10 (Optional) copy running-config startup-config

Example:

switch# copy running-config startup-config

Copies the running configuration to the startup configuration.

Adding or Modifying Switch Profile Commands

After you configure a switch profile on the local and the peer switch, you must add and commit the supported
commands to the switch profile.

Commands that are added or modified are buffered until you enter the commit command. Commands are
executed in the same order in which they are buffered. If there is an order dependency for certain commands
(for example, a QoS policy must be defined before being applied), you must maintain that order; otherwise,
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the commit might fail. You can use utility commands, such as the show switch-profilename buffer command,
the buffer-delete command, and the buffer-move command, to change the buffer and correct the order of
already entered commands.

Procedure
Command or Action Purpose
Step 1 Required: config sync Enters the configuration synchronization mode.
Example:
switch# config sync
switch (config-sync) #
Step 2 Required: switch-profile name Configures the switch profile, names the switch
profile, and enters the switch profile
Example: .
configuration mode.
switch (config-sync)# switch-profile abc
switch (config-sync-sp) #
Step 3 Required: command Adds a command to the switch profile.
Example:
switch (config-sync-sp)# interface
Port-channell00
switch (config-sync-sp-if)# speed 1000
switch (config-sync-sp-if)# interface
Ethernetl/1
switch (config-sync-sp-if)# speed 1000
switch (config-sync-sp-if) # channel-group
100
switch (config-sync-sp-if)# exit
switch (config-sync-sp) #
Step 4 (Optional) show switch-profile name buffer | Displays the configuration commands in the
switch profile buffer.
Example:
switch (config-sync-sp)# show
switch-profile abc buffer
Step 5 Required: verify Verifies the commands in the switch profile
buffer.
Example:
switch (config-sync-sp)# verify
Step 6 Required: commit Saves the commands in the switch profile and
Example: synchronizes the configuration with the peer
ple: switch. This command also does the following:
switch (config-sync-sp)# commit
* Triggers the mutex check and the merge
check to verify the synchronization.
* Creates a checkpoint with a rollback
infrastructure.
* Executes a rollback on all switches if an
application failure occurs on any of the
switches in the switch profile.

Cisco Nexus 9000 Series NX-0S System Management Configuration Guide, Release 7.x .



. Importing a Switch Profile

Configuring Switch Profiles |

Command or Action

Purpose

* Deletes the checkpoint.

Step 7

(Optional) end

Example:

switch (config-sync-sp)# end
switch#

Exits the switch profile configuration mode and
returns to EXEC mode.

Step 8

(Optional) show switch-profile name status

Example:

switch# show switch-profile abc status

Displays the status of the switch profile on the
local switch and the status on the peer switch.

Step 9

(Optional) copy running-config star tup-config

Example:

switch# copy running-config
startup-config

Copies the running configuration to the startup
configuration.

Importing a Switch Profile

You can import a switch profile based on the set of commands that you want to import.

Before you begin

Make sure that the switch profile buffer is empty before you import commands to a switch profile.

Procedure

Command or Action

Purpose

Step 1

(Optional) Configure the interface that will be
imported in Step 4.

Example:

switch(config)# interface ethernet 1/2
switch(config-if)# switchport
switch(config-if) # switchport mode trunk

switch(config-if)# switchport trunk
allowed vlan 12

switch (config-if)# speed 10000

switch (config-if)# spanning-tree port
type edge trunk

switch (config)# end

switch#

Enters configuration synchronization mode.

Step 2

config sync

Example:

switch# config sync
switch (config-sync) #

Enters configuration synchronization mode.
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Command or Action

Purpose

Step 3

Required: switch-profile name

Example:

switch (config-sync)# switch-profile abc
switch (config-sync-sp) #

Configures the switch profile, names the switch
profile, and enters the switch profile
configuration mode.

Step 4

Required: import [interfaceinterface port/slot
| running-config]

Example:

switch (config-sync-sp)# import interface
ethernet 1/2
switch (config-sync-sp-import) #

Identifies the commands that you want to import
and enters the switch profile import mode. The
following options are available:

* Entering the import command without any
options adds the selected commands to the
switch profile.

* The import interface option adds the
supported commands for a specified
interface.

* The running-config option adds supported
system-level commands.
Note Ifnew commands are added during the
import, the switch profile remains
unsaved, and the switch remains in the
switch profile import mode.

Step 5

Required: commit

Example:

switch (config-sync-sp-import) # commit

Imports the commands and saves the commands
to the switch profile.

Step 6

(Optional) abort

Example:

switch (config-sync-sp-import) # abort

Aborts the import process.

Step 7

(Optional) end

Example:

switch (config-sync-sp-import) # end
switch#

Exits the switch profile import mode and returns
to EXEC mode.

Step 8

(Optional) show switch-profile

Example:

switch# show switch-profile

Displays the switch profile configuration.

Step 9

(Optional) copy running-config startup-config

Example:

switch# copy running-config
startup-config

Copies the running configuration to the startup
configuration.
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Importing Configurations in a vPC Topology

You can import configurations in a two-switch vPC topology.

\)

Note For specific information on the following steps, see the appropriate sections in this chapter.

1. Configure the switch profile with the same name on both switches.

2. Import the configurations to both switches independently.

\}

Note Make sure that the configuration moved to the switch profile on both switches is identical; otherwise, a
merge-check failure might occur.

3. Configure the switches by entering the Ssync-peers destination command.

4. Verify that the switch profiles are the same by entering the appropriate Show commands.

Isolating a Peer Switch

You can isolate a peer switch in order to make changes to a switch profile. This process can be used when
you want to block configuration synchronization, debug configurations, or recover from a situation when the
config-sync feature becomes out of sync.

Isolating a peer switch requires that you break the peer connection from the switch profile and then add the
peer switch back to the switch profile.

\}

Note For specific information on the following steps, see the appropriate sections in this chapter.

1. Remove the peer switch from the switch profile on both switches.

N

Add the no sync-peer s destination command to the switch profile and commit the changes on both
switches.

Add any necessary troubleshooting configurations.
Verify that the show running switch-profile is identical on both switches.

Add the sync-peers destination ip-address command to both switches and commit the changes.

o o~ ©

Verify that the peers are in sync.
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Deleting a Switch Profile

You can delete a switch profile.

Procedure
Command or Action Purpose

Step 1 config sync Enters configuration synchronization mode.
Example:

switch# config sync
switch (config-sync) #

Step 2 Required: no switch-profile name {all-config | Deletes the switch profile as follows:
| local-config} . .
« all-config—Deletes the switch profile on
Example: the local and the peer switch. If the peer
switch (config-sync) # no switch-profile switch is not reachable, only the local
abc local-config switch profile is deleted.

switch (config-sync-sp) #
« local-config—Deletes the switch profile
and local configuration.

Note It is recommended that you execute
resync-database prior to deleting a
switch-profile:

switch (config-sync) #
resync-database

Step 3 (Optional) end Exits the switch profile configuration mode and
Example: returns to EXEC mode.
switch (config-sync-sp)# end
switch#

Step 4 (Optional) copy running-config star tup-config | Copies the running configuration to the startup
Example: configuration. When you enter this command,

the config-sync feature triggers the same

switch# copy running-config operation on the peer switch.

startup-config

Manually Correcting Mutex and Merge Failures

You can manually correct mutex and merge failures when they occur.

)

Note If the conflict is on the peer switch, follow the steps in Isolating a Peer Switch, on page 26 to correct the
problem on that switch.
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1. Import the offending command into the switch profile using the switch profile import mode.

2. Change the behavior as desired.

Verifying the Switch Profile Configuration

To display information about a switch profile, perform one of the following tasks:

Command

Purpose

show switch-profile name

Displays the commands in a switch profile.

show switch-profile name buffer

Displays the uncommitted commands in a switch profile, the
commands that were moved, and the commands that were
deleted.

show switch-profile name peer ip-address

Displays the synchronization status for a peer switch.

show switch-profile name session-history

Displays the status of the last 20 switch profile sessions.

show switch-profile name status

Displays the configuration synchronization status of a peer
switch.

show running-config switch-profile

Displays the running configuration for the switch profile on the
local switch.

show startup-config switch-profile

Displays the startup configuration for the switch profile on the
local switch.

Configuration Examples for Switch Profiles

Creating a Switch Profile on a Local and a Peer Switch

The following example shows how to create a successful switch profile configuration on a local and a peer
switch, including configuring QoS policies, a vPC peer link, and a vPC in a switch profile.

1. Enable CFS distribution on the local and the peer switch and configure the destination IP address of the
switch that you want to synchronize with, such as the management interface on the switch.

—Local switch-1#---
switch-1# configure terminal

switch-1(config)# cfs ipv4 distribute

switch-1(config)# interface mgmt 0

switch-1(config-if)# ip address 30.0.0.81/8

—Peer switch-2#--
switch-2# configure terminal

switch-2 (config) # cfs ipv4 distribute

switch-2 (config) # interface mgmt 0

switch-2 (config-if)# ip address 30.0.0.82/8
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Create a new switch profile on the local and the peer switch.

—Local switch-1#---

switch-1# config sync

switch-1(config-sync)# switch-profile A

Switch-Profile started, Profile ID is 1
switch-1(config-sync-sp)# sync-peers destination 30.0.0.82
switch-1(config-sync-sp)# end

—Peer switch-2#--

switch-1# config sync

switch-1(config-sync)# switch-profile A

Switch-Profile started, Profile ID is 1

switch-1 (config-sync-sp)# sync-peers destination 30.0.0.81
switch-1(config-sync-sp)# end

Verify that the switch profiles are the same on the local and the peer switch.

switch-1(config-sync-sp)# show switch-profile status

switch-profile : A

Start-time: 843992 usecs after Wed Aug 19 17:00:01 2015
End-time: 770051 usecs after Wed Aug 19 17:00:03 2015

Profile-Revision: 1

Session-type: Initial-Exchange
Session-subtype: Init-Exchange-All
Peer-triggered: Yes
Profile-status: Sync Success

Local information:
Status: Commit Success
Error(s):

Peer information:
IP-address: 30.0.0.82
Sync-status: In sync
Status: Commit Success
Error(s):

Add the configuration commands to the switch profile on the local switch. The commands will be applied
to the peer switch when the commands are committed.

switch-1# config sync

switch-1(config-sync)# switch-profile A

Switch-Profile started, Profile ID is 1
switch-1(config-sync-sp)# interface port-channel 10
switch-1(config-sync-sp-if) # switchport
switch-1(config-sync-sp-if)# commit

Verification successful...

Proceeding to apply configuration. This might take a while depending on amount of
configuration in buffer.

Please avoid other configuration changes during this time.
Commit Successful

switch-1(config-sync)# switch-profile A

Switch-Profile started, Profile ID is 1
switch-1(config-sync-sp)# interface port-channel 10
switch-1(config-sync-sp-if) # switchport mode trunk
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switch-1(config-sync-sp-if
switch-1(config-sync-sp-if

( ) # switchport trunk allowed vlan 10

( )
switch-1 (config-sync-sp-if)

( )

( )

spanning-tree port type network

vpc peer-link

switch-profile switching-mode switchname
show switch-profile buffer

switch-1(config-sync-sp-if
switch-1(config-sync-sp-if

o

switch-profile : A

interface port-channellO

.1 switchport mode trunk

2 switchport trunk allowed vlan 10
.3 spanning-tree port type network
4 vpc peer-link

switch-1(config-sync-sp-if)# commit

Verification successful...

Proceeding to apply configuration. This might take a while depending on amount of
configuration in buffer.

Please avoid other configuration changes during this time.
Commit Successful

switch-1(config-sync)# switch-profile A

Switch-Profile started, Profile ID is 1
switch-1(config-sync-sp)# interface ethernet 2/1

switch-1 (config-sync-sp-if)# switchport mode trunk
switch-1(config-sync-sp-if) # switchport trunk allowed vlan 10
switch-1(config-sync-sp-if)# spanning-tree port type network
switch-1(config-sync-sp-if)# channel-group 10 mode active

5. View the buffered commands.

switch-1(config-sync-sp-if)# show switch-profile buffer

switch-profile : A

interface Ethernet2/1

.1 switchport mode trunk

2 switchport trunk allowed vlan 10
.3 spanning-tree port type network
4 channel-group 10 mode active

6. Verify the commands in the switch profile.

switch-1(config-sync-sp-if)# verify
Verification Successful

7. Apply the commands to the switch profile and synchronize the configurations between the local and the
peer switch.

—Local switch-2#--

switch-1(config-sync-sp)# commit

Verification successful...

Proceeding to apply configuration. This might take a while depending on amount of
configuration in buffer.

Please avoid other configuration changes during this time.

Commit Successful

switch-1(config-sync)# end
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switch-1# show running-config switch-profile

switch-profile A
sync-peers destination 30.0.0.82

interface port-channell0
switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
vpc peer-link

interface Ethernet2/1

switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
channel-group 10 mode active

—Peer switch-2#--
switch-2# show running-config switch-profile

switch-profile A
sync-peers destination 30.0.0.81

interface port-channell0
switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
vpc peer-link

interface Ethernet2/1

switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
channel-group 10 mode active

Verifying the Synchronization Status

The following example shows how to verify the synchronization status between the local and the peer switch:

switch-1# show switch-profile status

switch-profile : A

Start-time: 912776 usecs after Wed Aug 19 17:03:43 2015
End-time: 868379 usecs after Wed Aug 19 17:03:48 2015

Profile-Revision: 4
Session-type: Commit
Session-subtype: -
Peer-triggered: No
Profile-status: Sync Success

Local information:

Status: Commit Success
Error(s):

Peer information:
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IP-address: 30.0.0.82
Sync-status: In sync
Status: Commit Success
Error(s) :

Showing the Running Configuration

The following example shows the running configuration of the switch profile on the local switch:

—— PEER SWITCH-1 —
switch-1# show running-config switch-profile

switch-profile A
sync-peers destination 30.0.0.82

interface port-channellO
switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
vpc peer-link

interface Ethernet2/1

switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
channel-group 10 mode active
switch-1#

—— PEER SWITCH-2 ——
switch-2# show running-config switch-profile

switch-profile A
sync-peers destination 30.0.0.81

interface port-channellO
switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
vpc peer-link

interface Ethernet2/1

switchport mode trunk

switchport trunk allowed vlan 10
spanning-tree port type network
channel-group 10 mode active
switch-2#

Displaying the Switch Profile Synchronization Between the Local and the
Peer Switch

The following example shows how to display the initial successful synchronization between the two peers:

switchl# show switch-profile sp status

Start-time: 491815 usecs after Mon Jul 20 11:54:51 2015
End-time: 449475 usecs after Mon Jul 20 11:54:58 2015

Profile-Revision: 1
Session-type: Initial-Exchange
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Peer-triggered: No
Profile-status: Sync Success

Local information:
Status: Commit Success
Error(s) :

Peer information:
IP-address: 10.193.194.52
Sync-status: In Sync.
Status: Commit Success
Error(s):

switch2# show switch-profile sp status

Start-time: 503194 usecs after Mon Jul 20 11:54:51 2015
End-time: 532989 usecs after Mon Jul 20 11:54:58 2015

Profile-Revision: 1
Session-type: Initial-Exchange
Peer-triggered: Yes
Profile-status: Sync Success

Local information:
Status: Commit Success
Error(s):

Peer information:
IP-address: 10.193.194.51
Sync-status: In Sync.
Status: Commit Success
Error(s):

Displaying Verify and Commit on the Local and the Peer Switch

The following example shows how to perform a successful verify and commit of the local and the peer switch:

switchl# config sync
switchl (config-sync)# switch-profile sp
Switch-Profile started, Profile ID is 1
switchl (config-sync-sp) # interface Ethernetl/1l
switchl (config-sync-sp-if)# description foo
switchl (config-sync-sp-if) # exit
switchl (config-sync-sp) # verify
Verification Successful
switchl (config-sync-sp)# commit
Commit Successful
switchl (config-sync)# show running-config switch-profile
switch-profile sp

sync-peers destination 10.193.194.52

interface Ethernetl/1

description foo

switchl (config-sync)# show switch-profile sp status

Start-time: 171513 usecs after Wed Jul 20 17:51:28 2015
End-time: 676451 usecs after Wed Jul 20 17:51:43 2015
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Profile-Revision: 3
Session-type: Commit
Peer-triggered: No
Profile-status: Sync Success

Local information:
Status: Commit Success
Error(s) :

Peer information:
IP-address: 10.193.194.52
Sync-status: In Sync.
Status: Commit Success
Error(s) :

switchl (config-sync) #

switch2# show running-config switch-profile
switch-profile sp
sync-peers destination 10.193.194.51
interface Ethernetl/1
description foo
switch2# show switch-profile sp status

Start-time: 265716 usecs after Mon Jul 20 16:51:28 2015
End-time: 734702 usecs after Mon Jul 20 16:51:43 2015

Profile-Revision: 3
Session-type: Commit
Peer-triggered: Yes
Profile-status: Sync Success

Local information:

Status: Commit Success
Error(s):

Peer information:

IP-address: 10.193.194.51
Sync-status: In Sync.
Status: Commit Success
Error(s):

Displaying the Successful and Unsuccessful Synchronization Between the
Local and the Peer Switch

The following example shows how to configure the synchronization status of the switch profile on the peer
switch. The first example shows a successful synchronization, and the second example shows a
peer-not-reachable status.

switchl# show switch-profile sp peer

switchl# show switch-profile sp peer 10.193.194.52
Peer-sync-status : In Sync.

Peer-status : Commit Success
Peer-error (s)
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switchl#

switchl# show switch-profile sp peer 10.193.194.52

Peer-sync-status : Not yet merged. pending-merge:1 received merge:0
Peer-status : Peer not reachable

Peer-error (s)

Displaying the Switch Profile Buffer

The following example shows how to configure the switch profile buffer, the buffer-move configuration, and
the buffer-delete configuration:

switchl# config sync

switchl (config-sync)# switch-profile sp

Switch-Profile started, Profile ID is 1

switchl (config-sync-sp)# vlan 101

switchl (config-sync-sp-vlan)# ip igmp snooping querier 10.101.1.1
switchl (config-sync-sp-vlan)# exit

switchl (config-sync-sp)# mac address-table static 0000.0000.0001 vlan 101 drop
switchl (config-sync-sp)# interface Ethernetl/2

switchl (config-sync-sp-if)# switchport mode trunk

switchl (config-sync-sp-if) # switchport trunk allowed vlan 101
switchl (config-sync-sp-if)# exit

switchl (config-sync-sp)# show switch-profile sp buffer

1 vlan 101

1.1 ip igmp snooping querier 10.101.1.1

2 mac address-table static 0000.0000.0001 vlan 101 drop
3 interface Ethernetl/2

3.1 switchport mode trunk

3.2 switchport trunk allowed vlan 101

switchl (config-sync-sp)# buffer-move 3 1
switchl (config-sync-sp)# show switch-profile sp buffer

1 interface Ethernetl/2

1.1 switchport mode trunk

1.2 switchport trunk allowed vlan 101

2 vlan 101

2.1 ip igmp snooping querier 10.101.1.1

3 mac address-table static 0000.0000.0001 vlan 101 drop

switchl (config-sync-sp) # buffer-delete 1
switchl (config-sync-sp)# show switch-profile sp buffer

2 vlan 101
2.1 ip igmp snooping querier 10.101.1.1
3 mac address-table static 0000.0000.0001 vlan 101 drop

switchl (config-sync-sp)# buffer-delete all
switchl (config-sync-sp)# show switch-profile sp buffer
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Importing Configurations

The following example shows how to import an interface configuration:

switch# show running-config interface Ethernetl/3

!Command: show running-config interface Ethernetl/3
!Time: Wed Jul 20 18:12:44 2015

version 7.0(3)I2(1)

interface Ethernetl/3
switchport mode trunk
switchport trunk allowed vlan 1-100

switch# config sync
switch (config-sync)# switch-profile sp
Switch-Profile started, Profile ID is 1

switch (config-sync-sp) # import interface Ethernetl/3
switch (config-sync-sp-import)# show switch-profile sp buffer

interface Ethernetl/3
1 switchport mode trunk
.2 switchport trunk allowed vlan 1-100

switch (config-sync-sp-import) # verify
Verification Successful

switch (config-sync-sp-import)# commit
Commit Successful

The following example shows how to import the supported commands in a running configuration:

switch (config-sync)# switch-profile sp

Switch-Profile started, Profile ID is 1

switch (config-sync-sp)# import running-config
switch(config-sync-sp-import)# show switch-profile sp buffer

1 logging event link-status default
2 vlan 1

3 interface port-channel 3

3.1 switchport mode trunk

3.2 vpc peer-link

3.3 spanning-tree port type network
4 interface port-channel 30

4.1 switchport mode trunk

4.2 vpc 30

4.3 switchport trunk allowed vlan 2-10
5 interface port-channel 31

5.1 switchport mode trunk

5.2 vpc 31

5.3 switchport trunk allowed vlan 11-20
6 interface port-channel 101

6.1 switchport mode fex-fabric

6.2 fex associate 101

7 interface port-channel 102

7.1 switchport mode fex-fabric

7.2 vpc 102

7.3 fex associate 102
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interface port-channel 103
switchport mode fex-fabric
vpc 103
fex associate 103

interface Ethernetl/1

interface Ethernetl/2

interface Ethernetl/3

interface Ethernetl/4
switchport mode trunk
channel-group 3

interface Ethernetl/5
switchport mode trunk
channel-group 3

interface Ethernetl/6
switchport mode trunk
channel-group 3

interface Ethernetl/7
switchport mode trunk
channel-group 3

interface Ethernetl/8

interface Ethernetl/9
switchport mode trunk
switchport trunk allowed vlan 11-20
channel-group 31 mode active

interface Ethernetl/10
switchport mode trunk
switchport trunk allowed vlan 11-20
channel-group 31 mode active

interface Ethernetl/11

interface Ethernetl/12

interface Ethernet2/4
fex associate 101
switchport mode fex-fabric
channel-group 101
interface Ethernet2/5
fex associate 101
switchport mode fex-fabric
channel-group 101
interface Ethernet2/6
fex associate 101
switchport mode fex-fabric
channel-group 101
interface Ethernet2/7
fex associate 101
switchport mode fex-fabric
channel-group 101
interface Ethernet2/8
fex associate 101

interface Ethernet100/1/32
interface Ethernetl100/1/33
interface Ethernetl100/1/34
interface Ethernetl100/1/35
interface Ethernetl100/1/36

interface Ethernet100/1/48

Importing Configurations .
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Migrating to Cisco NX-0S Release 7.0(3)I2(1) or Higher in a Fabric Extender
Straight-Through Topology

This example shows the tasks used to migrate to Cisco NX-OS Release 7.0(3)I2(1) or higher in a Fabric
Extender active/active or straight-through topology. For details on the tasks, see the appropriate sections in
this chapter.

1
2.
3.

© N o O’

Make sure configurations are the same on both switches.
Configure the switch profile with the same name on both switches.

Enter the import inter face port-channel x-y, port-channel z command for all vPC port channels on both
switches.

Enter the show switch-profile name buffer command to ensure all configurations are correctly imported
on both switches.

Remove unwanted configuration settings by editing the buffer.
Enter the commit command on both switches.
Enter the sync-peer s destination ip-address command to configure the peer switch on both switches.

Enter the show switch-profile name status command to ensure both switches are synchronized.

Replacing a Cisco Nexus 9000 Series Switch

When a Cisco Nexus 9000 Series switch has been replaced, perform the following configuration steps on the
replacement switch to synchronize it with the existing Cisco Nexus 9000 Series switch. This procedure can
be done in a hybrid Fabric Extender active/active topology and Fabric Extender straight-through topology.

1

Do not connect any peer link, vPC, active/active, or straight-through topology fabric ports to the
replacement switch.

Boot the replacement switch. The switch comes up with no configuration.
Configure the replacement switch:
+ If the running configuration was saved offline, follow Steps 4 through 8 to apply the configuration.

* If the running configuration was not saved offline, you can obtain it from the peer switch if the
configuration synchronization feature is enabled. (See Steps 1 and 2 in Creating a Switch Profile
on a Local and a Peer Switch, on page 28; then begin with Step 9 below).

* If neither condition is met, manually add the configuration and then begin with Step 9 below.

Edit the configuration file to remove the Sync-peer command if you are using the configuration
synchronization feature.

Configure the mgmt port IP address and download the configuration file.
Copy the saved configuration file to the running configuration.

Verify that the configuration is correct by entering the show running-config command.
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Synchronizing Configurations .

If the switch profile configuration changes were made on the peer switch while the replacement switch
was out of service, apply those configurations in the switch profile and then enter the commit command.

Shut down all Fabric Extender straight-through topology ports that are included in a vPC topology.
Connect the Fabric Extender straight-through topology fabric ports.

Wait for the Fabric Extender straight-through topology switches to come online.

Make sure that the vPC role priority of the existing switch is better than the replacement switch.
Connect the peer-link ports to the peer switch.

Connect the switch vPC ports.

Enter the no shutdown command on all Fabric Extender straight-through vPC ports.

Verify that all vPC switches and the Fabric Extenders on the replacement switch come online and that
there is no disruption in traffic.

If you are using the configuration synchronization feature, add the sync-peer configuration to the switch
profile if it was not enabled in Step 3.

If you are using the configuration synchronization feature, enter the show switch-profile name status
command to ensure both switches are synchronized.

Synchronizing Configurations

Synchronizing Configurations After a Cisco Nexus 9000 Series Switch Reboots

If a Cisco Nexus 9000 Series switch reboots while a new configuration is committed on a peer switch using
a switch profile, follow these steps to synchronize the peer switches after the reload:

1
2.

o 0o >~ w

Remove the peer switch from the switch profile on both switches.

Add the no sync-peer s destination command to the switch profile and commit the changes on both
switches.

Add any missing or changed commands.
Verify that the show running switch-profile is identical on both switches.
Add the sync-peers destination ip-address command to both switches and commit the changes.

Verify that the peers are in sync.

Synchronizing Configurations When the mgmt0 Interface Connectivity Is Lost

When the mgmt0 interface connectivity is lost and configuration changes are required, apply the configuration
changes on both switches using the switch profile. When connectivity to the mgmt0 interface is restored, both
switches are synchronized.

If a configuration change is made on only one switch in this scenario, a merge will succeed when the mgmt0
interface comes up and the configuration gets applied on the other switch.
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Reverting an Inadvertent Port Mode Change of Layer 2 to Layer 3 in Global Configuration Mode

The configurations related to a port imported in config-sync mode should never be configured in the global
configuration mode. Normally any attempt to do so will be denied by the config-sync feature, and a mutex
warning will appear. However, due to limitations in mutex checks, if a port configured as Layer 2 in the
config-sync mode is changed to Layer 3 (no switchport) in the global configuration mode, the config-sync
feature is unable to detect and prevent it. As a result, the config-sync mode might become out of sync with
the global configuration mode. In this case, follow these steps to revert the change:

1. Remove the peer switch from the switch profile on both switches.

2. Add the no sync-peersdestination command to the switch profile and commit the changes on both
switches.

Import the current interface configuration.
Make any necessary changes and commit them.
Verify that the show running switch-profile is identical on both switches.

Add the sync-peers destination ip-address command to both switches and commit the changes.

N o g &~ ®»

Verify that the peers are in sync.
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CHAPTER 4

Configuring PTP

This chapter describes how to configure the Precision Time Protocol (PTP) on Cisco NX-OS devices.
This chapter includes the following sections:

» About PTP, on page 41

* Guidelines and Limitations for PTP, on page 44

* Default Settings for PTP, on page 46

* Configuring PTP, on page 47

* Timestamp Tagging, on page 54

* Configuring Timestamp Tagging, on page 54

* Configuring the TTAG Marker Packets and Time Interval, on page 55
* Veritying the PTP Configuration, on page 57

* Configuration Examples for PTP, on page 58

+ Additional References, on page 60

PTP is a time synchronization protocol defined in IEEE 1588 for nodes distributed across a network. With
PTP, it is possible to synchronize distributed clocks with an accuracy of less than 1 microsecond via Ethernet
networks. In addition, PTP's hardware timestamping feature provides timestamp information in the ERSPAN
Type III header that can be used to calculate packet latency among edge, aggregate, and core switches.

A PTP system can consist of a combination of PTP and non-PTP devices. PTP devices include ordinary clocks,
boundary clocks, and transparent clocks. Non-PTP devices include ordinary network switches, routers, and
other infrastructure devices.

PTP is a distributed protocol that specifies how real-time PTP clocks in the system synchronize with each
other. These clocks are organized into a master-slave synchronization hierarchy with the grandmaster clock,
which is the clock at the top of the hierarchy, determining the reference time for the entire system.
Synchronization is achieved by exchanging PTP timing messages, with the members using the timing
information to adjust their clocks to the time of their master in the hierarchy. PTP operates within a logical
scope called a PTP domain.

PTP supports the following functionality:

* Multicast and unicast PTP transport—In the multicast transport mode, PTP uses multicast destination
IP address 224.0.1.129 as per IEEE 1588 standards for communication between devices. For the source
IP address, it uses the user configurable global IP address under the PTP domain. In the unicast transport
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mode, PTP uses configurable unicast source and destination IP addresses that can be configured under
an interface. In both, the unicast and the multicast modes, PTP uses UDP ports, 319 for event messages
and 320 for general messages communication between devices.

* PTP multicast configuration is supported only under physical interface for L2 or L3. Unicast PTP
configuration supported only under L3 physical interface. PTP is not supported for virtual interfaces
such as Port-channel, SVI, and tunnel.

* PTP encapsulation over UDP over IP—PTP uses UDP as the transport protocol over IP. In both, the
unicast and multicast modes, PTP uses UDP ports 319 for event messages and 320 for general messages

communication between devices. L2 encapsulation mode is not supported in Cisco NX-OS Release
7.0(3)F3(3).

* PTP profiles—PTP supports default (1588) , AES67, and SMPTE 2059-2 profiles. They all have different
ranges of sync and delay request intervals. For information on the default profile, refer to IEEE 1588.
For more information on AES67 and SMPTE 2059-2, refer to the respective specifications.

* Path delay measurement—We support delay request and response mechanism to measure the delay
between the master and slave devices. Peer delay request and response mechanism is not supported in
Cisco NX-OS Release 7.0(3)F3(3).

* Message intervals—You can configure the interval at which the announce, sync, and delay request
messages needs to be sent between devices.

* Best master clock (BMC) selection—BMC algorithm is used to select master, slave, and passive states
of the PTP enabled interfaces based on the Announce message received as per 1588 specification.

PTP Device Types

The PTP device type is configurable and can be used to set the clock type.

Clocks

The following clocks are common PTP devices:
Ordinary clock

Communicates with the network based on a single physical port, similar to an end host. An ordinary
clock can function as a grandmaster clock.

Boundary clock

Typically has several physical ports, with each port behaving like a port of an ordinary clock. However,
each port shares the local clock, and the clock data sets are common to all ports. Each port decides its
individual state, either master (synchronizing other ports connected to it) or slave (synchronizing to a
downstream port), based on the best clock available to it through all of the other ports on the boundary
clock. Messages related to synchronization and establishing the master-slave hierarchy terminate in the
protocol engine of a boundary clock and are not forwarded.

Transparent clock

Forwards all PTP messages like an ordinary switch or router but measures the residence time of a packet
in the switch (the time that the packet takes to traverse the transparent clock) and in some cases the link
delay of the ingress port for the packet. The ports have no state because the transparent clock does not
need to synchronize to the grandmaster clock.
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There are two kinds of transparent clocks:
End-to-end transparent clock

Measures the residence time of a PTP message and accumulates the times in the correction field of
the PTP message or an associated follow-up message.

Peer-to-peer transparent clock

Measures the residence time of a PTP message and computes the link delay between each port and
a similarly equipped port on another node that shares the link. For a packet, this incoming link delay
is added to the residence time in the correction field of the PTP message or an associated follow-up
message.

\)

Note PTP operates only in boundary clock mode. Cisco recommends deployment of a Grand Master Clock (10
MHz) upstream, with servers containing clocks requiring synchronization connected to the switch.

End-to-end transparent clock and peer-to-peer transparent clock modes are not supported.

PTP Process

The PTP process consists of two phases: establishing the master-slave hierarchy and synchronizing the clocks.
Within a PTP domain, each port of an ordinary or boundary clock follows this process to determine its state:

» Examines the contents of all received announce messages (issued by ports in the master state)

» Compares the data sets of the foreign master (in the announce message) and the local clock for priority,
clock class, accuracy, and so on

* Determines its own state as either master or slave
The ordinary and boundary clocks use Sync, Delay _Req, Follow_Up, Delay Resp event messages to generate
and communicate timing information.
These messages are sent in the following sequence:

1. The master sends a Sync message to the slave and notes the time, t1 at which it was sent. For one-step
Sync message carries the time when the message leaves the master and for two-step this time is sent in
the subsequent Follow-Up event message.

2. The slave receives the Sync message and notes the time of reception, t2.

w

The master conveys to the slave the timestamp, t1 by embedding the timestamp in a Follow_Up event
message.

The slave sends a Delay _Req message to the master and notes the time, t 3 at which it was sent.
The master receives the Delay Req message and notes the time of reception, 4.

The master conveys to the slave the timestamp, t4 by embedding it in a Delay Resp message.

N o g &

After this sequence, the slave possesses all four timestamps. These timestamps can be used to compute
the offset of the slave clock relative to the master, and the mean propagation time of messages between
the two clocks.
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The following figure describes the event messages in the PTP process that generate and communicate
timing information.

Figure 2: PTP Process
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High Availability for PTP

Stateful restarts are not supported for PTP. After a reboot or a supervisor switchover, the running configuration
is applied. For more information on high availability, see the Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide.

Guidelines and Limitations for PTP
A\

Note For scale information, see the release-specific Cisco Nexus 9000 Series NX-OS Verified Scalability Guide.

* To match PTP control packets using RACL, enable PIM on the L3 interface.

* When PTP is configured on a Cisco Nexus 9000 series switch, set the clock protocol to use PTP through
theclock protocol ptp vdc 1 command. NTP cannot coexist with PTP on a Cisco Nexus 9000 series
switch.
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* PTP is supported for all Cisco Nexus 9000 Series and 3164Q hardware except for the 100G 9408PC line
card and the 100G M4PC generic expansion module (GEM). The Cisco Nexus 9300-FX platform switches
support PTP beginning with Cisco NX-OS Release 7.0(3)17(1).

* PTP operates only in boundary clock mode. End-to-end transparent clock and peer-to-peer transparent
clock modes are not supported.

* PTP supports transport over User Datagram Protocol (UDP). Transport over Ethernet is not supported.
* One-step PTP is only supported on Cisco Nexus 9000-R series platform switches.

* PTP supports multicast communication. Beginning with Cisco NX-OS Release 7.0(3)14(5), PTP also
supports unicast communication and the unicast mode is optional.

* Timestamp Tagging (TTAG) is supported on the following platform switches:
* Cisco Nexus 9200 platform switches: beginning with Cisco NX-OS Release 7.0(3)16(1)

* Cisco Nexus 9364C: beginning with Cisco NX-OS Release 7.0(3)I7(2)
* Cisco Nexus 9300-EX platform switches: beginning with Cisco NX-OS Release (7.0(3)16(1)
* Cisco Nexus 9300-FX platform switches: beginning with Cisco NX-OS Release 7.0(3)17(3)

* Cisco Nexus 9500 platform switches with -EX and -FX line cards

* Beginning with Cisco NX-OS Release 7.0(3)F3(3), PTP supports unicast communication on Cisco Nexus
9508 switches with 9636C-R, 9636C-RX, and 9636Q-R line cards. For PTP to work, you must use the
latest SUP and LC FPGA versions.

* Beginning in Cisco NX-OS Release 7.0(3)I7(2) the Cisco Nexus 9000 Series switches support mixed
non-negotiated mode of operation on master PTP ports. Meaning that when a slave client sends unicast
delay request PTP packet, the Cisco Nexus 9000 responds with an unicast delay response packet. And,
if the slave client sends multicast delay request PTP packet, the Cisco Nexus 9000 responds with a
multicast delay response packet. For mixed non-negotiated mode to work, the source IP address used in
the ptp source <IP address> configuration on the BC device must also be configured on any physical
or logical interface of the BC device. The recommended best practice is to use the loopback interface of
the device.

* Beginning with Cisco NX-OS Release 7.0(3)16(1), Cisco Nexus 93108 TC-EX and 93180Y C-EX switches
support PTP mixed mode and unicast mode. Beginning with Cisco NX-OS Release 7.0(3)17(1), the Cisco
Nexus 9396 switch supports PTP mixed mode.

* Beginning with Cisco NX-OS Release 7.0(3)F3(3), PTP unicast mode on the Layer2 SVI interfaces is
not supported on Cisco Nexus 9508 switches with 9636C-R, 9636C-RX, and 9636Q-R line cards.

* Beginning with Cisco NX-OS Release 7.0(3)F3(3), PTP configuration with UC and MC on either sides
is not supported on Cisco Nexus 9508 switches with 9636C-R and 9636Q-R line cards.

* PTP is limited to a single domain per network.

+ All management messages are forwarded on ports on which PTP is enabled. Handling management
messages is not supported.

* Beginning with Cisco NX-OS Release 7.0(3)F3(3), forwarding PTP management packets is supported
on Cisco Nexus 9508 switches with 9636C-R, 9636C-RX, and 9636Q-R line cards.

* PTP is not supported on FEX interfaces.
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* PTP-capable ports do not identify PTP packets and do not time-stamp or redirect those packets unless
you enable PTP on those ports.

* PTP can be enabled on port-channel member ports.

* Beginning with Cisco NX-OS Release 7.0(3)16(1), Cisco Nexus 9732C-EX, 9736C-EX, and 97160YC-EX
line cards support PTP offloading.

* Beginning with Cisco NX-OS Release 7.0(3)I16(1), Cisco Nexus 9732C-EX, 9736C-EX, and 97160YC-EX
line cards support timestamp tagging.

* We recommend that the PTP device can either have multicast or unicast PTP mode configured, but not
both multicast and unicast mode together.

» We recommend that you have the one-step or two-step PTP in the PTP device and the associated
downstream switches.

» Unicast negotiation is not supported for IPv4 unicast communication for all Nexus 9000 switches.

Default Settings for PTP

The following table lists the default settings for PTP parameters.

Table 3: Default PTP Parameters

Parameters Default

PTP Disabled

PTP version 2

PTP domain 0

PTP priority 1 value when advertising the clock 255

PTP priority 2 value when advertising the clock 255

PTP announce interval 1 log second

PTP announce timeout 3 announce intervals
PTP delay-request interval * 0 log seconds

* -1 log seconds for Cisco Nexus 3232C, 3264Q,
and 9500 platform switches

PTP sync interval * -2 log seconds

* -3 log seconds for Cisco Nexus 3232C, 3264Q,
and 9500 platform switches

PTP VLAN gPTP supports only default vlan 1, and no other user
configured VLANS.
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Configuring PTP

Configuring PTP Globally

You can enable or disable PTP globally on a device. You can also configure various PTP clock parameters
to help determine which clock in the network has the highest priority to be selected as the grandmaster.

\)

Note  You must always set the clock protocol PTP vdcl for the local clock to be updated by the PTP protocol,
irrespective of the one-step or the two-step mode. You can verify the configuration using the show
running-config clock_manager command.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #

Step 2 [no] feature ptp Enables or disables PTP on the device.
Example: Note Enabling PTP on the switch does not
switch (config)# feature ptp enable PTP on each interface.

Step 3 [no] ptp device-type [generalized-ptp | Configures the device type as gPTP or boundary
boundary-clock] clock. The gener alized-ptp option is available
Examole: only for Cisco Nexus 9508 switches with an -R

ple: series line card, beginning with Cisco NX-OS
switch (config)# ptp device-type Release 7.0(3)PTPO(15).
generalized-ptp
Step 4 [no] ptp source ip-address Configures the source IPv4 address for all the
PTP packets in the multicast PTP mode.
Example:
switch (config)# ptp source 10.10.10.1
Step 5 (Optional) [no] ptp domain number Configures the domain number to use for this
Example: clock. PTP domains allow you to use multiple
ple: independent PTP clocking subdomains on a
switch(config)# ptp domain 1 single network.
The range for the number is from 0 to 127.

Step 6 (Optional) [no] ptp priorityl value Configures the priority1 value to use when
Example: advertising this clock. This value overrides the

. ple: . o default criteria (clock quality, clock class, and
switch(config)# ptp priorityl 1 so on) for best master clock selection. Lower
values take precedence.
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Command or Action

Purpose

The range for the value is from 0 to 255.

Note For the switch to synchronize with an
external Grand Master clock, the local
switch PTP priority value must be

configured higher than that of external

Grand Master Clock priority.

Step 7

(Optional) [no] ptp priority2 value

Example:
switch(config)# ptp priority2 1

Configures the priority2 value to use when
advertising this clock. This value is used to
decide between two devices that are otherwise
equally matched in the default criteria. For
example, you can use the priority?2 value to give
a specific switch priority over other identical
switches.

The range for the value is from 0 to 255.

Note For the switch to synchronize with an
external Grand Master clock, the local
switch PTP priority value must be

configured higher than that of external

Grand Master Clock priority.

Step 8

[ no] ptp management

Example:

switch (config)# ptp management
switch (config-ptp-profile)#

Configures support for PTP management
packets. This command is enabled by default.

no: Disables support for management packets.

Step 9

(Optional) copy running-config star tup-config

Example:

switch (config)# copy running-config
startup-config

Copies the running configuration to the startup
configuration.

Configuring PTP on an Interface

After you globally enable PTP, it is not enabled on all supported interfaces by default. You must enable PTP
interfaces individually.

Before you begin

Make sure that you have globally enabled PTP on the switch and configured the source IP address for PTP
communication.
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Procedure
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 interface ethernet slot/port Specifies the interface on which you are
enabling PTP and enters the interface
Example: .
configuration mode.
switch (config)# interface ethernet 2/1
switch (config-if) #
Step 3 [no] ptp Enables or disables PTP on an interface.
Example:
switch(config-if)# ptp
Step 4 (Optional) [ no ] ptp master ipv6-address Sets the IP address of the master clock when
the PTP role of the interface is set to "slave".
Example:
switch (config-if)# ptp master 10.10.10.1| This option is only available for PTP Telecom
switch (config-if)# Profile on the Cisco Nexus 93180YC-FX3S
switch.
Note This command is supported beginning
with Cisco NX-OS Release 10.2(1)F.
Step 5 (Optional) ptp transport ipv4 ucast master | Enables PTP on the interface in an unicast
mode (PTP master use).
Example:
switch (config)# ptp transport ipv4 ucast]
master
Step 6 (Optional) ptp transport ipv4 ucast slave | Enables PTP on the interface in an unicast
mode (PTP slave use).
Example:
switch (config)# ptp transport ipv4 ucast]
slave
Step 7 (Optional) ptp ucast-sour ce ipv4-address [ | Configures the source IP address for unicast
vrf vrf-name | messages.
Example: ipv4-address: The [Pv4 address of the unicast
switch (config)# ptp ucast-source source.
oo 1e0 vrf vrf-name: The name of the VRF used for
hello messages.
Step 8 (Optional) [no] ptp announce {interval Configures the interval between PTP announce

log-seconds | timeout count}

Example:

switch(config-if) # ptp announce interval]
3

messages on an interface or the number of PTP
intervals before a timeout occurs on an
interface.
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. Configuring PTP on an Interface

Configuring PTP |

Command or Action

Purpose

The range for the PTP announcement interval
is from 0 to 4 log seconds, and the range for
the interval timeout is from 2 to 4 intervals.

Step 9

(Optional) [no] ptp announceinterval [aes67
| smpte-2059] log-seconds
Example:

switch(config-if) # ptp announce interval]
aes67 3

Configures the interval between PTP announce
messages on an interface.

Table 4: PTP Announcement Interval Range and Default
Values

Option Range Default Value
aes67-2015 | 0to 4 log 1 log second
seconds

smpte-2059-2 | -3 to 1 log 1 log s