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Preface

This preface includes the following sections:

* Audience, on page xXix

* Document Conventions, on page xXix

* Related Documentation for Cisco Nexus 9000 Series Switches, on page xxx
* Documentation Feedback, on page xxx

» Communications, Services, and Additional Information, on page xxx

Audience

This publication is for network administrators who install, configure, and maintain Cisco Nexus switches.

Document Conventions

Command descriptions use the following conventions:

Convention

Description

bold

Bold text indicates the commands and keywords that you enter literally
as shown.

Italic

Italic text indicates arguments for which you supply the values.

[x]

Square brackets enclose an optional element (keyword or argument).

x|yl

Square brackets enclosing keywords or arguments that are separated by
a vertical bar indicate an optional choice.

X1y}

Braces enclosing keywords or arguments that are separated by a vertical
bar indicate a required choice.

[x{ylz}]

Nested set of square brackets or braces indicate optional or required
choices within optional or required elements. Braces and a vertical bar
within square brackets indicate a required choice within an optional
element.
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Convention Description

variable Indicates a variable for which you supply values, in context where italics
cannot be used.

string A nonquoted set of characters. Do not use quotation marks around the
string or the string includes the quotation marks.

Examples use the following conventions:

Convention Description

screen font Terminal sessions and information the switch displays are in screen font.
boldface screen font Information that you must enter is in boldface screen font.

italic screen font Arguments for which you supply values are in italic screen font.

<> Nonprinting characters, such as passwords, are in angle brackets.

[] Default responses to system prompts are in square brackets.

L# An exclamation point (!) or a pound sign (#) at the beginning of a line

of code indicates a comment line.

Related Documentation for Cisco Nexus 9000 Series Switches

The entire Cisco Nexus 9000 Series switch documentation set is available at the following URL:

http://www.cisco.com/en/US/products/ps13386/tsd_products_support_series home.html

Documentation Feedback

To provide technical feedback on this document, or to report an error or omission, please send your comments
to nexus9k-docfeedback@cisco.com. We appreciate your feedback.

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

» To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)


http://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html
https://www.cisco.com/offer/subscribe
https://www.cisco.com/go/services
https://www.cisco.com/c/en/us/support/index.html
https://developer.cisco.com/site/marketplace/
http://www.ciscopress.com
http://www.cisco-warrantyfinder.com

| Preface

Preface .

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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CHAPTER 1

New and Changed Information

This chapter provides release-specific information for each new and changed feature in the Cisco Nexus 9000
Series NX-OS Unicast Routing Configuration Guide, Release 9.3(X).

* New and Changed Information, on page 1

New and Changed Information

This table summarizes the new and changed features for the Cisco Nexus 9000 Series NX-OSUnicast Routing
Configuration Guide, Release 9.3(x).

Table 1: New and Changed Features

Feature Description Changed in Release |Where Documented
Support for Added support for 9xxxx  [9.3(9) Guidelines and Limitations for
Innovium-based platforms <innovium Advanced BGP, on page 303
Platforms platdform series> for
configuring the BGP
neighbor with link-local.
SVI Interfaces for Added support for Cisco 9.3(6) Configuring Advanced BGP,
BGP Interface Peering | Nexus 9000 Series switches. on page 291
BGP PIC Core Added BGP Prefix 9.3(5) Configuring Basic BGP, on
Independent Convergence page 259
(PIC) Core.
Policy Based Routing | Added support for Policy  |9.3(5) Configuring Policy-Based
(PBR) Based Routing for Cisco Routing, on page 461
Nexus 9300-GX platform
switches.
BFD for BGP dynamic | Added BFD support for BGP | 9.3(3) BFD, on page 299

peers (IPv4/IPv6) IPv4 and IPv6 prefix peers

for all platforms. Configuration Examples, on

page 380
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New and Changed Information |

Feature Description Changed in Release |Where Documented
BGP attribute filtering | Introduced these features for | 9.3(3) Configuring BGP Attribute
and enhanced error | all platforms. Filtering and Error Handling,
handling on page 344
BGP graceful restart | Added graceful restart 9.3(3) Graceful Restart and High
support and the ability to Auvailability, on page 301
configure a timeout Yalue for Configuring a Graceful Restart,
BGP prefix peers using the
. . . on page 374
timer s pr efix-peer-timeout
command.
BGP Interface Peering | Introduced this feature for |9.3(3) Configuring BGP Interface
via IPv6 Local-Link |all platforms. Peering via IPv6 Link-Local
for IPv4 and IPv6 for IPv4 and IPv6 Address
Address Families Families, on page 315
BGP next-hop Introduced this feature for |9.3(3) Configuring Next-Hop
resolution all platforms. Resolution via Default Route,
on page 320
BGP PIC edge Introduced this feature for |9.3(3) Configuring Basic BGP, on
Cisco Nexus 9300-GX page 259
platform switches.
Route Policy Manager | Added the mask option for | 9.3(3) Configuring IP Prefix Lists, on
IPv6 prefix lists for Cisco page 446
Nexus 9200, 9300-EX, and
9300-FX platform switches,
and 9700-EX and 9700-FX
line cards.
BGP Added support for Graceful |9.3(1) About BGP Graceful
Shutdown of BGP routers Shutdown, on page 363
and links
BGP Added support for BGP local | 9.3(1) About BGP Local Route
route leaking for VPN Leaking, on page 356
imported routes.
IPv4 and IPv6 routing | Introduced the Internet 9.3(1) Configuring IPv4, on page 23

Peering Routing mode for
Cisco Nexus 9500 platform
switches with -R line cards.

Configuring IPv6, on page 49
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Platform Support for Unicast Routing Features

This chapter defines platform support for features that are not supported across the entire suite of Cisco Nexus

platforms.

* Platform Support for Unicast Routing Features, on page 3

Advanced BGP

Return to Configuring Advanced BGP, on page 291.

Platform Support for Unicast Routing Features

9300-EX, and 9300-FX
platform switches

Cisco Nexus 9500
platform switches with
-EX/FX, and -R line cards

Feature Supported Platform or First Supported Release |Platform Exceptions
Line Card(s)

BFD for BGP dynamic | All platforms 9.3(3)

peers (IPv4/IPv6)

BGP attribute filtering and | All platforms 9.3(3)

enhanced error handling

BGP graceful restart All platforms 9.3(3)

BGP Interface Peering via | All platforms 9.3(3)

IPv6 Local-Link for IPv4

and IPv6 Address

Families

BGP route leaking Cisco Nexus 9200, 9.3(1)
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Platform Support for Unicast Routing Features |

Feature

Supported Platform or
Line Card(s)

First Supported Release

Platform Exceptions

Weighted ECMP

Cisco Nexus 9200
platform switches

Cisco Nexus 9300-EX
platform switches

Weighted ECMP

Cisco Nexus 9332PQ
switch

Cisco Nexus 9396PX
switch

Cisco Nexus 9332TX
switch

9.2(1)

ECMP, 64-way

Cisco Nexus
C92348GC-X switch

9.3(1)

Basic BGP

Return to Configuring Basic BGP, on page 259.

Feature

Supported Platform or
Line Card(s)

First Supported Release

Platform Exceptions

BGP PIC Core

Cisco Nexus 9300-GX
platform switches

Cisco NX-OS 9.3(5)

BGP PIC edge

Cisco Nexus 9300-GX
platform switches

Cisco NX-0OS 9.3(3)

BGP PIC edge

Cisco Nexus 9200,
9300-EX, and
9300-FX/FX2/FXP
platform switches

Cisco Nexus 9500
platform switches with the
-EX/FX, and -R line cards

Cisco NX-0S 9.2(2)

EIGRP

Return to Configuring EIGRP, on page 197.

Feature

Supported Platform or
Line Card(s)

First Supported Release

Platform Exceptions

EIGRP Routing

Cisco Nexus 92348GC-X
switch

9.3(1)

EIGRP Routing

Cisco Nexus 9000 Series
switches

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)




| Platiorm Support for Unicast Routing Features

IPv4 Routing

Return to Configuring IPv4, on page 23.

Platform Support for Unicast Routing Features .

platform switches

Feature Supported Platform or First Supported Release |Platform Exceptions
Line Card(s)
ALPM Routing Mode Cisco Nexus 9300 -

LPM Dual-Hosting

Cisco Nexus 9200

Cisco NX-OS Release

platform switches

Cisco Nexus 9300-EX
platform switches

Cisco Nexus 9508
switches with a
9732C-EX line card

7.0(3)14(4)

Routing Mode platform switches 7.03)I5(1)
Cisco Nexus 9300-EX
platform switches

Cisco Nexus 9200 Cisco NX-OS Release

Cisco Nexus 9500
platform switches with
9700-EX line cards

LPM Internet Peering Cisco Nexus 9500-R Cisco NX-OS Release
Routing Mode platform switches 9.3(1)

LPM Internet Peering Cisco Nexus 9300-EX Cisco NX-OS Release
Routing Mode platform switches 7.0(3)I6(1)

LPM Internet Peering
Routing Mode

Nexus 9300-EX and
9300-FX2 switches

Nexus 9300-FX/FX3 and
9300-GX switches

Nexus 9300-FX/FX3 and
9300-GX switches

Nexus 9700-EX/FX line
cards

Cisco NX-OS Release
10.2(x)

Host Routes Internet
Peering Mode

Nexus 9300-EX and
9300-FX2 switches

Nexus 9300-FX/FX3 and
9300-GX switches

Nexus 9700-EX/FX and
NI9K-X9716D-GX line
cards

Cisco NX-OS Release
10.2(x)
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IPv6 Routing
Return to Configuring IPv6, on page 49.

Feature Supported Platform or First Supported Release |Platform Exceptions
Line Card(s)

ALPM Routing Mode Cisco Nexus 9300 -
platform switches

LPM Dual-Hosting Cisco Nexus 9200 Cisco NX-OS Release
Routing Mode platform switches 7.03)I5(1)

Cisco Nexus 9300-EX
platform switches

Cisco Nexus 9200 Cisco NX-OS Release
platform switches 7.0(3)14(4)

Cisco Nexus 9300-EX
platform switches

Cisco Nexus 9508 switch
with an 9732C-EX line
card

LPM Internet Peering Cisco Nexus 9500-R Cisco NX-OS Release

Routing Mode platform switches 9.3(1)
LPM Internet Peering Cisco Nexus 9300-EX Cisco NX-OS Release
Routing Mode platform switches 7.0(3)I6(1)

Cisco Nexus 9500

platform switches with
9700-EX line cards

Max Host Routing Mode | Cisco Nexus 9500
platform switches

Nonhierarchical Routing | Cisco Nexus 9500
Mode platform switches

LPM Internet Peering Nexus 9300-EX switches | Cisco NX-OS Release

Routing Mode Nexus 9300-FX2 switches | 102

Nexus 9300-FX/FX3 and
9300-GX switches

Nexus 9700-EX line cards
Nexus 9700-FX line cards

Nexus 9500 switches with
the FM-E2 fabric line
cards

Nexus 9500 switches with
the FM-G fabric line cards
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Feature

Supported Platform or
Line Card(s)

First Supported Release

Platform Exceptions

Host Routes Internet
Peering Mode

Nexus 9300-EX switches

Nexus 9300-EX and
9300-FX2 switches

Nexus 9300-FX/FX3 and
Nexus 9300-GX switches

Nexus 9700-EX line cards
Nexus 9700-FX line cards

Cisco NX-OS Release
10.2(x)

IS-IS

Return to Configuring IS-IS, on page 229.

Feature

Supported Platform or
Line Card(s)

First Supported Release

Platform Exceptions

IS-IS over Segment
Routing

Cisco Nexus 9000 Series
switches

Policy-Based Routing

Return to Configuring Policy-Based Routing, on page 461

Feature

Supported Platform or
Line Card(s)

First Supported Release

Platform Exceptions

Policy-Based Routing

Cisco Nexus 9300-GX
platform switches

Cisco NX-OS 9.3(5)

RIP

Return to Configuring RIP, on page 383.

Feature

Supported Platform or
Line Card(s)

First Supported Release

Platform Exceptions

RIPv2

Cisco Nexus 92348GC-X
switch

Cisco NX-0S 9.3(1)

RIPv2

Cisco Nexus 9000 Series
switches

Route Policy Manager

Return to Configuring Route Policy Manager, on page 441.
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Feature Supported Platform or First Supported Release |Platform Exceptions
Line Card(s)

mask option for IP prefix | Cisco Nexus 9200, Cisco NX-0S 9.3(3)

lists 9300-EX, and 9300-FX

platform switches and
9700-EX and 9700-FX
line cards

Unicast Routing

Return to Overview, on page 9.

ports

platform switches

7.03)14(2)

Feature Supported Platform or First Supported Release |Platform Exceptions
Line Card(s)
Layer 3 Routing on FEX | Cisco Nexus 9300 Cisco NX-OS Release

Layer 3 Routing on FEX
port channels

Cisco Nexus 9300
platform switches

Cisco NX-OS Release
7.03)15(2)

Layer 3 Routing on FEX
ports and port channels

Cisco Nexus 9300-EX
platform switches

Cisco NX-OS Release
7.003)17(1)
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CHAPTER 3

Overview

This chapter contains the following sections:

* Licensing Requirements, on page 9

* Supported Platforms, on page 9

* Information About Layer 3 Unicast Routing, on page 9

* Routing Algorithms, on page 15

* Layer 3 Virtualization, on page 17

* Cisco NX-OS Forwarding Architecture, on page 18

* Summary of Layer 3 Unicast Routing Features, on page 19
* Related Topics, on page 22

Licensing Requirements

For a complete explanation of Cisco NX-OS licensing recommendations and how to obtain and apply licenses,
see the Cisco NX-OS Licensing Guide and the Cisco NX-OS Licensing Options Guide.

Supported Platforms

Starting with Cisco NX-OS release 7.0(3)I7(1), use the Nexus Switch Platform Support Matrix to know from
which Cisco NX-OS releases various Cisco Nexus 9000 and 3000 switches support a selected feature.

Information About Layer 3 Unicast Routing

Layer 3 unicast routing involves two basic activities: determining optimal routing paths and packet switching.
You can use routing algorithms to calculate the optimal path from the router to a destination. This calculation
depends on the algorithm selected, route metrics, and other considerations such as load balancing and alternate
path discovery.

Routing Fundamentals

Routing protocols use a metric to evaluate the best path to the destination. A metric is a standard of
measurement, such as a path bandwidth, that routing algorithms use to determine the optimal path to a
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destination. To aid path determination, routing algorithms initialize and maintain routing tables that contain

route information such as the IP destination address, the address of the next router, or the next hop. Destination
and next-hop associations tell a router that an [P destination can be reached optimally by sending the packet
to a particular router that represents the next hop on the way to the final destination. When a router receives

an incoming packet, it checks the destination address and attempts to associate this address with the next hop.
See the Unicast RIB section for more information about the route table.

Routing tables can contain other information, such as the data about the desirability of a path. Routers compare
metrics to determine optimal routes, and these metrics differ depending on the design of the routing algorithm
used. See the Routing Metrics section.

Routers communicate with one another and maintain their routing tables by transmitting a variety of messages.
The routing update message is one such message that consists of all or a portion of a routing table. By analyzing
routing updates from all other routers, a router can build a detailed picture of the network topology. A link-state
advertisement, which is another example of a message sent between routers, informs other routers of the link
state of the sending router. You can also use link information to enable routers to determine optimal routes
to network destinations. For more information, see the Routing Algorithms section.

Packet Switching

In packet switching, a host determines that it must send a packet to another host. Having acquired a router
address by some means, the source host sends a packet that is addressed specifically to the router physical
(Media Access Control [MAC]-layer) address but with the IP (network layer) address of the destination host.

The router examines the destination IP address and tries to find the IP address in the routing table. If the router
does not know how to forward the packet, it typically drops the packet. If the router knows how to forward
the packet, it changes the destination MAC address to the MAC address of the next-hop router and transmits
the packet.

The next hop might be the ultimate destination host or another router that executes the same switching decision
process. As the packet moves through the internetwork, its physical address changes, but its protocol address
remains constant (see the following figure).
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Figure 1: Packet Header Updates Through a Network
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Routing Metrics

Routing algorithms use many different metrics to determine the best route. Sophisticated routing algorithms
can base route selection on multiple metrics.

Path Length

The path length is the most common routing metric. Some routing protocols allow you to assign arbitrary
costs to each network link. In this case, the path length is the sum of the costs associated with each link
traversed. Other routing protocols define the hop count, which is a metric that specifies the number of passes
through internetworking products, such as routers, that a packet must take from a source to a destination.
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The reliability, in the context of routing algorithms, is the dependability (in terms of the bit-error rate) of each
network link. Some network links might go down more often than others. After a network fails, certain network
links might be repaired more easily or more quickly than other links. The reliability factors that you can take
into account when assigning the reliability rating are arbitrary numeric values that you usually assign to
network links.

The routing delay is the length of time required to move a packet from a source to a destination through the
internetwork. The delay depends on many factors, including the bandwidth of intermediate network links, the
port queues at each router along the way, the network congestion on all intermediate network links, and the
physical distance that the packet must travel. Because the routing delay is a combination of several important
variables, it is a common and useful metric.

The bandwidth is the available traffic capacity of a link. For example, a 10-Gigabit Ethernet link is preferable
to a 1-Gigabit Ethernet link. Although the bandwidth is the maximum attainable throughput on a link, routes
through links with greater bandwidth do not necessarily provide better routes than routes through slower links.
For example, if a faster link is busier, the actual time required to send a packet to the destination could be
greater.

The load is the degree to which a network resource, such as a router, is busy. You can calculate the load in a
variety of ways, including CPU usage and packets processed per second. Monitoring these parameters on a
continual basis can be resource intensive.

Communication Cost

Router IDs

The communication cost is a measure of the operating cost to route over a link. The communication cost is
another important metric, especially if you do not care about performance as much as operating expenditures.
For example, the line delay for a private line might be longer than a public line, but you can send packets over
your private line rather than through the public lines that cost money for usage time.

Each routing process has an associated router ID. You can configure the router ID to any interface in the
system. If you do not configure the router ID, Cisco NX-OS selects the router ID based on the following
criteria:

* Cisco NX-OS prefers loopbackO over any other interface. If loopback0 does not exist, then Cisco NX-OS
prefers the first loopback interface over any other interface type.

» If you have not configured a loopback interface, Cisco NX-OS uses the first interface in the configuration
file as the router ID. If you configure any loopback interface after Cisco NX-OS selects the router ID,
the loopback interface becomes the router ID. If the loopback interface is not loopback0 and you configure
loopback( with an IP address, the router ID changes to the IP address of loopbackO.

» If the interface that the router ID is based on changes, that new IP address becomes the router ID. If any
other interface changes its IP address, there is no router ID change.
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Autonomous Systems

An autonomous system (AS) is a network controlled by a single technical administration entity. Autonomous
systems divide global external networks into individual routing domains, where local routing policies are
applied. This organization simplifies routing domain administration and simplifies consistent policy
configuration.

Each autonomous system can support multiple interior routing protocols that dynamically exchange routing
information through route redistribution. The Regional Internet Registries (RIR) assign a unique number to
each public autonomous system that directly connects to the Internet. This autonomous system number (AS
number) identifies both the routing process and the autonomous system.

The Border Gateway Protocol (BGP) supports 4-byte AS numbers that can be represented in asplain and asdot
notations:

* asplain—A decimal value notation where both 2-byte and 4-byte AS numbers are represented by their
decimal value. For example, 65526 is a 2-byte AS number, and 234567 is a 4-byte AS number.

» asdot—An AS dot notation where 2-byte AS numbers are represented by their decimal value and 4-byte
AS numbers are represented by a dot notation. For example, 2-byte AS number 65526 is represented as
65526, and 4-byte AS number 65546 is represented as 1.10.

The BGP 4-byte AS number capability is used to propagate 4-byte-based AS path information across BGP
speakers that do not support 4-byte AS numbers.

N

Note RFC 5396 is partially supported. The asplain and asdot notations are supported, but the asdot+ notation is
not.

Private autonomous system numbers are used for internal routing domains but must be translated by the router
for traffic that is routed out to the Internet. You should not configure routing protocols to advertise private
autonomous system numbers to external networks. By default, Cisco NX-OS does not remove private
autonomous system numbers from routing updates.

)

Note The autonomous system number assignment for public and private networks is governed by the Internet
Assigned Number Authority (IANA). For information about autonomous system numbers, including the
reserved number assignment, or to apply to register an autonomous system number, see this
URL:http://www.iana.org/

Convergence

A key aspect to measure for any routing algorithm is how much time a router takes to react to network topology
changes. When a part of the network changes for any reason, such as a link failure, the routing information
in different routers might not match. Some routers will have updated information about the changed topology,
while other routers will still have the old information. The convergence is the amount of time before all routers
in the network have updated, matching routing information. The convergence time varies depending on the
routing algorithm. Fast convergence minimizes the chance of lost packets caused by inaccurate routing
information.
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Load Balancing and Equal Cost Multipath

Routing protocols can use load balancing or equal cost multipath (ECMP) to share traffic across multiple
paths. When a router learns multiple routes to a specific network, it installs the route with the lowest
administrative distance in the routing table. If the router receives and installs multiple paths with the same
administrative distance and cost to a destination, load balancing can occur. Load balancing distributes the
traffic across all the paths, sharing the load. The number of paths used is limited by the number of entries that
the routing protocol puts in the routing table. For the number of ECMP paths supported by each routing
protocol, see the Cisco Nexus 9000 Series NX-OS Verified Scalability Guide.

\}

Note ECMP does not guarantee equal load-balancing across all links. It guarantees only that a particular flow will
choose one particular next hop at any point in time.

Route Redistribution Overview

If you have multiple routing protocols configured in your network, you can configure these protocols to share
routing information by configuring route redistribution in each protocol. For example, you can configure the
Open Shortest Path First (OSPF) protocol to advertise routes learned from the Border Gateway Protocol
(BGP). You can also redistribute static routes into any dynamic routing protocol. The router that is redistributing
routes from another protocol sets a fixed route metric for those redistributed routes, which prevents incompatible
route metrics between the different routing protocols. For example, routes redistributed from EIGRP into
OSPF are assigned a fixed link cost metric that OSPF understands.

\)

Note  You are required to use route maps when you configure the redistribution of routing information.

Route redistribution also uses an administrative distance (see the Administrative Distance section) to distinguish
between routes learned from two different routing protocols. The preferred routing protocol is given a lower
administrative distance so that its routes are picked over routes from another protocol with a higher
administrative distance assigned.

Administrative Distance

An administrative distance is a rating of the trustworthiness of a routing information source. A higher value
indicates a lower trust rating. Typically, a route can be learned through more than one protocol. Administrative
distance is used to discriminate between routes learned from more than one protocol. The route with the lowest
administrative distance is installed in the IP routing table.

Stub Routing

You can use stub routing in a hub-and-spoke network topology, where one or more end (stub) networks are
connected to a remote router (the spoke) that is connected to one or more distribution routers (the hub). The
remote router is adjacent only to one or more distribution routers. The only route for IP traffic to follow into
the remote router is through a distribution router. This type of configuration is commonly used in WAN
topologies in which the distribution router is directly connected to a WAN. The distribution router can be
connected to many more remote routers. Often, the distribution router is connected to 100 or more remote
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routers. In a hub-and-spoke topology, the remote router must forward all nonlocal traffic to a distribution
router, so it becomes unnecessary for the remote router to hold a complete routing table. Generally, the
distribution router sends only a default route to the remote router.

Only specified routes are propagated from the remote (stub) router. The stub router responds to all queries
for summaries, connected routes, redistributed static routes, external routes, and internal routes with the
message “inaccessible.” A router that is configured as a stub sends a special peer information packet to all
neighboring routers to report its status as a stub router.

Any neighbor that receives a packet that informs it of the stub status does not query the stub router for any
routes, and a router that has a stub peer does not query that peer. The stub router depends on the distribution
router to send the proper updates to all peers.

The following figure shows a simple hub-and-spoke configuration.

Figure 2: Simple Hub-and-Spoke Network
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Stub routing does not prevent routes from being advertised to the remote router. The figure Simple
Hub-and-Spoke Network shows that the remote router can access the corporate network and the Internet
through the distribution router only. A full route table on the remote router, in this example, serves no functional
purpose because the path to the corporate network and the Internet is always through the distribution router.
A larger route table reduces only the amount of memory required by the remote router. The bandwidth and
memory used can be lessened by summarizing and filtering routes in the distribution router. In this network
topology, the remote router does not need to receive routes that have been learned from other networks because
the remote router must send all nonlocal traffic, regardless of its destination, to the distribution router. To
configure a true stub network, you should configure the distribution router to send only a default route to the
remote router.

OSPF supports stub areas, and the Enhanced Interior Gateway Routing Protocol (EIGRP) supports stub routers.

)

Note

The EIGRP stub routing feature should be used only on stub devices. A stub device is defined as a device
connected to the network core or distribution layer through which core transit traffic should not flow. The
only route for IP traffic to follow into the remote router is through a distribution router. A stub device should
not have any EIGRP neighbors other than distribution devices. Ignoring this restriction will cause undesirable
behavior.

Routing Algorithms

Routing algorithms determine how a router gathers and reports reachability information, how it deals with
topology changes, and how it determines the optimal route to a destination. Various types of routing algorithms
exist, and each algorithm has a different impact on network and router resources. Routing algorithms use a
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variety of metrics that affect calculation of optimal routes. You can classify routing algorithms by type, such
as static or dynamic, and interior or exterior.

Static Routes and Dynamic Routing Protocols

Static routes are route table entries that you manually configure. These static routes do not change unless you
reconfigure them. Static routes are simple to design and work well in environments where network traffic is
relatively predictable and where network design is relatively simple.

Because static routing systems cannot react to network changes, you should not use them for large, constantly
changing networks. Most routing protocols today use dynamic routing algorithms that adjust to changing
network circumstances by analyzing incoming routing update messages. If the message indicates that a network
change has occurred, the routing software recalculates routes and sends out new routing update messages.
These messages permeate the network, triggering routers to rerun their algorithms and change their routing
tables accordingly.

You can supplement dynamic routing algorithms with static routes where appropriate. For example, you
should configure each subnetwork with a static route to the IP default gateway or router of last resort (a router
to which all unrouteable packets are sent).

Interior and Exterior Gateway Protocols

You can separate networks into unique routing domains or autonomous systems. An autonomous system is
a portion of an internetwork under common administrative authority that is regulated by a particular set of
administrative guidelines. Routing protocols that route between autonomous systems are called exterior
gateway protocols or interdomain protocols. The Border Gateway Protocol (BGP) is an example of an exterior
gateway protocol. Routing protocols used within an autonomous system are called interior gateway protocols
or intradomain protocols. EIGRP and OSPF are examples of interior gateway protocols.

Distance Vector Protocols

Distance vector protocols use distance vector algorithms (also known as Bellman-Ford algorithms) that call
for each router to send all or some portion of its routing table to its neighbors. Distance vector algorithms
define routes by distance (for example, the number of hops to the destination) and direction (for example, the
next-hop router). These routes are then broadcast to the directly connected neighbor routers. Each router uses
these updates to verify and update the routing tables.

To prevent routing loops, most distance vector algorithms use split horizon with poison reverse which means
that the routes learned from an interface are set as unreachable and advertised back along the interface that
they were learned on during the next periodic update. This process prevents the router from seeing its own
route updates coming back.

Distance vector algorithms send updates at fixed intervals but can also send updates in response to changes
in route metric values. These triggered updates can speed up the route convergence time. The Routing
Information Protocol (RIP) is a distance vector protocol.

Link-State Protocols

The link-state protocols, also known as shortest path first (SPF), share information with neighboring routers.
Each router builds a link-state advertisement (LSA) that contains information about each link and directly
connected neighbor router.
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Each LSA has a sequence number. When a router receives an LSA and updates its link-state database, the
LSA is flooded to all adjacent neighbors. If a router receives two LSAs with the same sequence number (from
the same router), the router does not flood the last LSA that it received to its neighbors because it wants to
prevent an LSA update loop. Because the router floods the LSAs immediately after it receives them, the
convergence time for link-state protocols is minimized.

Discovering neighbors and establishing adjacency is an important part of a link state protocol. Neighbors are
discovered using special Hello packets that also serve as keepalive notifications to each neighbor router.
Adjacency is the establishment of a common set of operating parameters for the link-state protocol between
neighbor routers.

The LSAs received by a router are added to the router's link-state database. Each entry consists of the following
parameters:

* Router ID (for the router that originated the LSA)
* Neighbor ID

* Link cost

* Sequence number of the LSA

* Age of the LSA entry

The router runs the SPF algorithm on the link-state database, building the shortest path tree for that router.
This SPF tree is used to populate the routing table.

In link-state algorithms, each router builds a picture of the entire network in its routing tables. The link-state
algorithms send small updates everywhere, while distance vector algorithms send larger updates only to
neighboring routers.

Because they converge more quickly, link-state algorithms are less likely to cause routing loops than distance
vector algorithms. However, link-state algorithms require more CPU power and memory than distance vector
algorithms and they can be more expensive to implement and support. Link-state protocols are generally more
scalable than distance vector protocols.

OSPF is an example of a link-state protocol.

Layer 3 Virtualization

Cisco NX-OS supports multiple virtual routing and forwarding (VRF) instances and multiple Routing
Information Bases (RIBs) to support multiple address domains. Each VRF is associated with a RIB, and this
information is collected by the Forwarding Information Base (FIB). A VRF represents a Layer 3 addressing
domain. Each Layer 3 interface (logical or physical) belongs to one VRF. For more information, see Configuring
Layer 3 Virtualization.

Cisco NX-OS can segment operating system and hardware resources into virtual device contexts (VDCs) that
emulate virtual devices. The Cisco Nexus 9000 Series switches currently do not support multiple VDCs. All
switch resources are managed in the default VDC.
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Cisco NX-0S Forwarding Architecture

The Cisco NX-OS forwarding architecture is responsible for processing all routing updates and populating
the forwarding information to all modules in the chassis.

Unicast RIB

The Cisco NX-OS forwarding architecture consists of multiple components, as shown in the following figure.

Figure 3: Cisco NX-0S Forwarding Architecture
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The unicast RIB exists on the active supervisor. It maintains the routing table with directly connected routes,
static routes, and routes learned from dynamic unicast routing protocols. The unicast RIB also collects adjacency
information from sources such as the Address Resolution Protocol (ARP). The unicast RIB determines the

best next hop for a given route and populates the FIB by using the services of the unicast FIB Distribution
Module (FDM).

Each dynamic routing protocol must update the unicast RIB for any route that has timed out. The unicast RIB
then deletes that route and recalculates the best next hop for that route (if an alternate path is available).

Adjacency Manager

The adjacency manager exists on the active supervisor and maintains adjacency information for different
protocols including ARP, Neighbor Discovery Protocol (NDP), and static configuration. The most basic
adjacency information is the Layer 3 to Layer 2 address mapping discovered by these protocols. Outgoing
Layer 2 packets use the adjacency information to complete the Layer 2 header.

The adjacency manager can trigger ARP requests to find a particular Layer 3 to Layer 2 mapping. The new
mapping becomes available when the corresponding ARP reply is received and processed. For IPv6, the
adjacency manager finds the Layer 3 to Layer 2 mapping information from NDP. For more information, see
Configuring IPv6, on page 49.

Unicast Forwarding Distribution Module

The unicast Forwarding Distribution Module (FDM) exists on the active supervisor and distributes the
forwarding path information from the unicast RIB and other sources. The unicast RIB generates forwarding
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information that the unicast FIB programs into the hardware forwarding tables on the standby supervisor and
the modules. The unicast FDM also downloads the FIB information to newly inserted modules.

The unicast FDM gathers adjacency information, rewrite information, and other platform-dependent information
when updating routes in the unicast FIB. The adjacency and rewrite information consists of interface, next
hop, and Layer 3 to Layer 2 mapping information. The interface and next-hop information is received in route
updates from the unicast RIB. The Layer 3 to Layer 2 mapping is received from the adjacency manager.

The unicast FIB exists on supervisors and switching modules and builds the information used for the hardware
forwarding engine. The unicast FIB receives route updates from the unicast FDM and sends the information
to be programmed in the hardware forwarding engine. The unicast FIB controls the addition, deletion, and
modification of routes, paths, and adjacencies.

The unicast FIBs are maintained on a per-VRF and per-address-family basis, that is, one for IPv4 and one for
IPv6 for each configured VRF. Based on route update messages, the unicast FIB maintains a per-VRF prefix
and next-hop adjacency information database. The next-hop adjacency data structure contains the next-hop
IP address and the Layer 2 rewrite information. Multiple prefixes could share a next-hop adjacency information
structure.

Hardware Forwarding

Cisco NX-OS supports distributed packet forwarding. The ingress port takes relevant information from the
packet header and passes the information to the local switching engine. The local switching engine does the
Layer 3 lookup and uses this information to rewrite the packet header. The ingress module forwards the packet
to the egress port. If the egress port is on a different module, the packet is forwarded using the switch fabric
to the egress module. The egress module does not participate in the Layer 3 forwarding decision.

You also use the show platform fib or show platfor m forwar ding commands to display details on hardware
forwarding.

Software Forwarding

The software forwarding path in Cisco NX-OS is used mainly to handle features that are not supported in the
hardware or to handle errors encountered during the hardware processing. Typically, packets with IP options
or packets that need fragmentation are passed to the CPU on the active supervisor. All packets that should be
switched in the software or terminated go to the supervisor. The supervisor uses the information provided by
the unicast RIB and the adjacency manager to make the forwarding decisions. The module is not involved in
the software forwarding path.

Software forwarding is controlled by control plane policies and rate limiters. For more information, see the
Cisco NX-OS 9000 Series NX-OS Security Configuration Guide.

Summary of Layer 3 Unicast Routing Features

This section provides a brief introduction to the Layer 3 unicast features and protocols supported in Cisco
NX-OS.
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Layer 3 uses either the I[Pv4 or IPv6 protocol. IPv6 increases the number of network address bits from 32 bits
(in IPv4) to 128 bits. For more information, see Configuring IPv4, on page 23 or Configuring IPv6, on page
49.

IP Services includes Dynamic Host Configuration Protocol (DHCP) and Domain Name System (DNS Client)
clients. For more information, see Configuring DNS.

The Open Shortest Path First (OSPF) protocol is a link-state routing protocol used to exchange network
reachability information within an autonomous system. Each OSPF router advertises information about its
active links to its neighbor routers. Link information consists of the link type, the link metric, and the neighbor
router that is connected to the link. The advertisements that contain this link information are called link-state
advertisements. For more information, see Configuring OSPFv2, on page 95.

The Enhanced Interior Gateway Routing Protocol (EIGRP) is a unicast routing protocol that has the
characteristics of both distance vector and link-state routing protocols. It is an improved version of IGRP,
which is a Cisco proprietary routing protocol. EIGRP relies on its neighbors to provide the routes. It constructs
the network topology from the routes advertised by its neighbors, similar to a link-state protocol, and uses
this information to select loop-free paths to destinations. For more information, see Configuring EIGRP, on
page 197.

The Intermediate System-to-Intermediate System (IS-IS) protocol is an intradomain Open System
Interconnection (OSI) dynamic routing protocol specified in the International Organization for Standardization
(ISO) 10589. The IS-IS routing protocol is a link-state protocol. IS-IS features are as follows:

* Hierarchical routing

* Classless behavior

* Rapid flooding of new information
* Fast Convergence

* Very scalable

For more information, see Configuring IS-IS, on page 229.

The Border Gateway Protocol (BGP) is an inter-autonomous system routing protocol. A BGP router advertises
network reachability information to other BGP routers using Transmission Control Protocol (TCP) as its
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reliable transport mechanism. The network reachability information includes the destination network prefix,
a list of autonomous systems that needs to be traversed to reach the destination, and the next-hop router.
Reachability information contains additional path attributes such as preference to a route, origin of the route,
community and others. For more information, see Configuring Basic BGP, on page 259 and Configuring
Advanced BGP, on page 291.

RIP

The Routing Information Protocol (RIP) is a distance-vector protocol that uses a hop count as its metric. RIP
is widely used for routing traffic in the global Internet and is an Interior Gateway Protocol (IGP), which means
that it performs routing within a single autonomous system. For more information, see Configuring RIP, on
page 383.

Static Routing

Static routing allows you to enter a fixed route to a destination. This feature is useful for small networks where
the topology is simple. Static routing is also used with other routing protocols to control default routes and
route distribution. For more information, see Configuring Static Routing.

Layer 3 Virtualization

Virtualization allows you to share physical resources across separate management domains. Cisco NX-OS
supports Layer 3 virtualization with virtual routing and forwarding (VRF). VRF provides a separate address
domain for configuring Layer 3 routing protocols. For more information, see Configuring Layer 3 Virtualization.

Route Policy Manager

The Route Policy Manager provides a route filtering capability in Cisco NX-OS. It uses route maps to filter
routes distributed across various routing protocols and between different entities within a given routing
protocol. Filtering is based on specific match criteria, which is similar to packet filtering by access control
lists. For more information, see Configuring Route Policy Manager, on page 441.

Policy-Based Routing

Policy-based routing uses the Route Policy Manager to create policy route filters. These policy route filters
can forward a packet to a specified next hop based on the source of the packet or other fields in the packet
header. Policy routes can be linked to extended IP access lists so that routing might be based on protocol types
and port numbers. For more information, see Configuring Policy-Based Routing.

First Hop Redundancy Protocols

First hop redundancy protocols (FHRP), such as the Hot Standby Router Protocol (HSRP) and the Virtual
Router Redundancy Protocol (VRRP), allow you to provide redundant connections to your hosts. If an active
first-hop router fails, the FHRP automatically selects a standby router to take over. You do not need to update
the hosts with new IP addresses because the address is virtual and shared between each router in the FHRP
group. For more information on HSRP, see Configuring HSRP. For more information on VRRP, see Configuring
VRRP, on page 497.
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Object tracking allows you to track specific objects on the network, such as the interface line protocol state,
IP routing, and route reachability, and take action when the tracked object’s state changes. This feature allows
you to increase the availability of the network and shorten the recovery time if an object state goes down. For
more information, see Configuring Object Tracking.

Related Topics

Feature Name

Feature Information

Layer 3 features

Cisco NX-OS9000 Series NX-OSMulticast Routing Configuration
Guide

Cisco Cisco NX-OS 9000 Series NX-OSHigh Availability and
Redundancy Guide

Exploring Autonomous System Numbers: https://www.iana.org/
numbers
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CHAPTER 4

Configuring IPv4

This chapter describes how to configure Internet Protocol version 4 (IPv4), which includes addressing, Address
Resolution Protocol (ARP), and Internet Control Message Protocol (ICMP), on the Cisco NX-OS device.

This chapter includes the following sections:

» About IPv4, on page 23

* Virtualization Support for [IPv4, on page 30

* Prerequisites for IPv4, on page 30

* Guidelines and Limitations for [Pv4, on page 30
* Default Settings, on page 31

* Configuring IPv4, on page 31

* Verifying the IPv4 Configuration, on page 46
 Additional References, on page 47

About IPv4

You can configure IP on the device to assign IP addresses to network interfaces. When you assign IP addresses,
you enable the interfaces and allow communication with the hosts on those interfaces.

You can configure an IP address as primary or secondary on a device. An interface can have one primary IP
address and multiple secondary addresses. All networking devices on an interface should share the same
primary IP address because the packets that are generated by the device always use the primary IPv4 address.
Each IPv4 packet is based on the information from a source or destination IP address. For more information,
see the Multiple IPv4 Addresses section.

You can use a subnet to mask the IP addresses. A mask is used to determine what subnet an IP address belongs
to. An IP address contains the network address and the host address. A mask identifies the bits that denote
the network number in an IP address. When you use the mask to subnet a network, the mask is then referred
to as a subnet mask. Subnet masks are 32-bit values that allow the recipient of IP packets to distinguish the
network ID portion of the IP address from the host ID portion of the IP address.

The IP feature is responsible for handling IPv4 packets that terminate in the supervisor module, as well as
forwarding of IPv4 packets, which includes IPv4 unicast/multicast route lookup and software access control
list (ACL) forwarding. The IP feature also manages the network interface IP address configuration, duplicate
address checks, static routes, and packet send/receive interface for IP clients.
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Note As Nexus behavior is to drop packets destined to null0 interface, if an IPv4 or IPv6 packet is sent to a null0
interface, Cisco Nexus 3000 switches will not respond with an ICMP or ICMPv6 packet.

Multiple IPv4 Addresses

Cisco NX-OS supports multiple IP addresses per interface. You can specify an unlimited number of secondary
addresses for a variety of situations. The most common are as follows:

* When there are not enough host IP addresses for a particular network interface. For example, if your
subnetting allows up to 254 hosts per logical subnet, but on one physical subnet you must have 300 host
addresses, then you can use secondary IP addresses on the routers or access servers to allow you to have
two logical subnets that use one physical subnet.

* Two subnets of a single network might otherwise be separated by another network. You can create a
single network from subnets that are physically separated by another network by using a secondary
address. In these instances, the first network is extended, or layered on top of the second network. A
subnet cannot appear on more than one active interface of the router at a time.

)

Note Ifany device on a network segment uses a secondary IPv4 address, all other devices on that same network
interface must also use a secondary address from the same network or subnet. The inconsistent use of secondary
addresses on a network segment can quickly cause routing loops.

LPM Routing Modes

By default, Cisco NX-OS programs routes in a hierarchical fashion to allow for the longest prefix match
(LPM) on the device. However, you can configure the device for different routing modes to support more
LPM route entries.

The following tables list the LPM routing modes that are supported on Cisco Nexus 9000 Series switches.

Table 2: LPM Routing Modes for Cisco Nexus 9200 Platform Switches

LPM Routing Mode CLI Command

Default system routing
mode

LPM dual-host routing system routing template-dual-stack-host-scale
mode

LPM heavy routing mode | system routing template-lpm-heavy

)

Note Cisco Nexus 9200 platform switches do not support the system routing template-lpm-heavy mode for IPv4
Multicast routes. Make sure to reset LPM's maximum limit to 0.
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Table 3: LPM Routing Modes for Cisco Nexus 9300 Platform Switches

LPM Routing Modes .

LPM Routing Mode Broadcom T2 CLI Command
Mode
Default system routing 3
mode
ALPM routing mode 4 system routing max-mode
13

Table 4: LPM Routing Modes for Cisco Nexus 9300-EX/FX/FX2/FX3/GX Platform Switches

LPM Routing Mode

CLI Command

LPM dual-host routing
mode

system routing template-dual-stack-host-scale

LPM heavy routing mode

system routing template-lpm-heavy

LPM Internet-peering mode

system routing template-inter net-peering

Table 5: LPM Routing Modes for Cisco Nexus 9500 Platform Switches with 9700-EX and 9700-FX Line Cards

LPM Routing Mode

Broadcom T2 Mode

CLI Command

Default system routing mode

3 (for line cards);

4 (for fabric modules)

Max-host routing mode

2 (for line cards);

3 (for fabric modules)

system routing max-mode host

Nonhierarchical routing
mode

3 (for line cards);

4 with max-13-mode option
(for line cards)

system routing non-hierarchical-routing
[max-13-mode]

64-bit ALPM routing mode

Submode of mode 4 (for
fabric modules)

system routing mode hierarchical 64b-alpm

LPM heavy routing mode

system routing template-lpm-heavy

Note This mode is supported only for Cisco
Nexus 9508 switches with the 9732C-EX

line card.
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LPM Routing Mode Broadcom T2 Mode CLI Command

LPM Internet-peering mode system routing template-inter net-peering

Note This mode is supported only for the
following Cisco Nexus 9500 Platform
Switches:

* Cisco Nexus 9500 platform switches
with 9700-EX line cards.

* Cisco Nexus 9500-FX platform
switches (Cisco NX-OS release
7.0(3)17(4) and later)

* Cisco 9500-R platform switches
(Cisco NX-OS release 9.3(1) and
later)

LPM dual-host routing mode

Table 6: LPM Routing Modes for Cisco Nexus 9500-R Platform Switches with 9600-R Line Cards

LPM Routing Mode CLI Command
LPM Internet-peering system routingtemplate-inter net-peering
mode (Cisco NX-OS release 9.3(1) and later)

Host to LPM Spillover

Beginning with Cisco NX-OS Release 7.0(3)I5(1), host routes can be stored in the LPM table in order to
achieve a larger host scale. In ALPM mode, the switch allows fewer host routes. If you add more host routes
than the supported scale, the routes that are spilled over from the host table take the space of the LPM routes
in the LPM table. The total number of LPM routes allowed in that mode is reduced by the number of host
routes stored. This feature is supported on Cisco Nexus 9300 and 9500 platform switches.

In the default system routing mode, Cisco Nexus 9300 platform switches are configured for higher host scale
and fewer LPM routes, and the LPM space can be used to store more host routes. For Cisco Nexus 9500
platform switches, only the default system routing and nonhierarchical routing modes support this feature on
line cards. Fabric modules do not support this feature.

Address Resolution Protocol

Networking devices and Layer 3 switches use Address Resolution Protocol (ARP) to map IP (network layer)
addresses to (Media Access Control [MAC]-layer) addresses to enable IP packets to be sent across networks.
Before a device sends a packet to another device, it looks in its own ARP cache to see if there is a MAC
address and corresponding IP address for the destination device. If there is no entry, the source device sends
a broadcast message to every device on the network.

Each device compares the IP address to its own. Only the device with the matching IP address replies to the
device that sends the data with a packet that contains the MAC address for the device. The source device adds
the destination device MAC address to its ARP table for future reference, creates a data-link header and trailer
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that encapsulates the packet, and proceeds to transfer the data. The following figure shows the ARP broadcast
and response process.

Figure 4: ARP Process
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When the destination device lies on a remote network that is beyond another device, the process is the same
except that the device that sends the data sends an ARP request for the MAC address of the default gateway.
After the address is resolved and the default gateway receives the packet, the default gateway broadcasts the
destination IP address over the networks connected to it. The device on the destination device network uses
ARP to obtain the MAC address of the destination device and delivers the packet. ARP is enabled by default.

The default system-defined CoPP policy rate limits ARP broadcast packets bound for the supervisor module.
The default system-defined CoPP policy prevents an ARP broadcast storm from affecting the control plane
traffic but does not affect bridged packets.

ARP caching minimizes broadcasts and limits wasteful use of network resources. The mapping of IP addresses
to MAC addresses occurs at each hop (device) on the network for every packet sent over an internetwork,
which may affect network performance.

ARP caching stores network addresses and the associated data-link addresses in the memory for a period of
time, which minimizes the use of valuable network resources to broadcast for the same address each time that
apacket is sent. You must maintain the cache entries that are set to expire periodically because the information
might become outdated. Every device on a network updates its tables as addresses are broadcast.

Static and Dynamic Entries in the ARP Cache

Static routing requires that you manually configure the IP addresses, subnet masks, gateways, and corresponding
MAC addresses for each interface of each device. Static routing requires more work to maintain the route
table. You must update the table each time you add or change routes.

Dynamic routing uses protocols that enable the devices in a network to exchange routing table information
with each other. Dynamic routing is more efficient than static routing because the route table is automatically
updated unless you add a time limit to the cache. The default time limit is 25 minutes but you can modify the
time limit if the network has many routes that are added and deleted from the cache.

Devices That Do Not Use ARP

When a network is divided into two segments, a bridge joins the segments and filters traffic to each segment
based on MAC addresses. The bridge builds its own address table, which uses MAC addresses only. A device
has an ARP cache that contains both IP addresses and the corresponding MAC addresses.

Passive hubs are central-connection devices that physically connect other devices in a network. They send
messages out on all their ports to the devices and operate at Layer 1 but do not maintain an address table.
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Reverse ARP

Proxy ARP

Configuring IPv4 |

Layer 2 switches determine which port of a device receives a message that is sent only to that port. However,
Layer 3 switches are devices that build an ARP cache (table).

Reverse ARP (RARP) as defined by RFC 903 works the same way as ARP, except that the RARP request
packet requests an [P address instead of a MAC address. RARP often is used by diskless workstations because
this type of device has no way to store IP addresses to use when they boot. The only address that is known is
the MAC address because it is burned into the hardware.

Use of RARP requires an RARP server on the same network segment as the router interface. The following
figure shows how RARP works.

Figure 5: Reverse ARP

Device A RARP server
| am device A and sending » Okay, your hardware address
a broadcast that uses my is 00:10:7E:10:00:01 and
hardware address. your I[P address is 10.0.0.2

Can somone on the network
tell me what my IP address is?

135218

RARP has several limitations. Because of these limitations, most businesses use Dynamic Host Control
Protocol (DHCP) to assign IP addresses dynamically. DHCP is cost effective and requires less maintenance
than RARP. The following are the most important limitations:

* Because RARP uses hardware addresses, if the internetwork is large with many physical networks, a
RARP server must be on every segment with an additional server for redundancy. maintaining two servers
for every segment is costly.

* Each server must be configured with a table of static mappings between the hardware addresses and IP
addresses. Maintenance of the IP addresses is difficult.

* RARP only provides IP addresses of the hosts and not subnet masks or default gateways.

Proxy ARP enables a device that is physically located on one network appear to be logically part of a different
physical network connected to the same device or firewall. Proxy ARP allows you to hide a device with a
public IP address on a private network behind a router and still have the device appear to be on the public
network in front of the router. By hiding its identity, the router accepts responsibility for routing packets to
the real destination. Proxy ARP can help devices on a subnet reach remote subnets without configuring routing
or a default gateway.

When devices are not in the same data link layer network but in the same IP network, they try to transmit data
to each other as if they are on the local network. However, the router that separates the devices does not send
a broadcast message because routers do not pass hardware-layer broadcasts and the addresses cannot be
resolved.

When you enable proxy ARP on the device and it receives an ARP request, it identifies the request as a request
for a system that is not on the local LAN. The device responds as if it is the remote destination for which the
broadcast is addressed, with an ARP response that associates the device’s MAC address with the remote
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destination's IP address. The local device believes that it is directly connected to the destination, while in
reality its packets are being forwarded from the local subnetwork toward the destination subnetwork by their
local device. By default, proxy ARP is disabled.

Local Proxy ARP

You can use local proxy ARP to enable a device to respond to ARP requests for IP addresses within a subnet
where normally no routing is required. When you enable local proxy ARP, ARP responds to all ARP requests
for IP addresses within the subnet and forwards all traffic between hosts in the subnet. Use this feature only
on subnets where hosts are intentionally prevented from communicating directly by the configuration on the
device to which they are connected.

Gratuitous ARP

Gratuitous ARP sends a request with an identical source IP address and a destination IP address to detect
duplicate IP addresses. Cisco NX-OS supports enabling or disabling gratuitous ARP requests or ARP cache
updates.

Glean Throttling

If the Address Resolution Protocol (ARP) request for the next hop is not resolved when incoming IP packets
are forwarded in a line card, the line card forwards the packets to the supervisor (glean throttling). The
supervisor resolves the MAC address for the next hop and programs the hardware.

When an ARP request is sent, the software adds a /32 drop adjacency in the hardware to prevent the packets
to the same next-hop IP address to be forwarded to the supervisor. When the ARP is resolved, the hardware
entry is updated with the correct MAC address. If the ARP entry is not resolved before a timeout period, the
entry is removed from the hardware.

)

Note Glean throttling is supported for IPv4 and IPv6, but IPv6 link-local addresses are not supported.

Path MTU Discovery

Path maximum transmission unit (MTU) discovery is a method for maximizing the use of available bandwidth
in the network between the endpoints of a TCP connection. It is described in RFC 1191. Existing connections
are not affected when this feature is turned on or off.

ICMP

You can use the Internet Control Message Protocol (ICMP) to provide message packets that report errors and
other information that is relevant to IP processing. ICMP generates error messages, such as ICMP destination
unreachable messages, ICMP Echo Requests (which send a packet on a round trip between two hosts) and
Echo Reply messages. ICMP also provides many diagnostic functions and can send and redirect error packets
to the host. By default, ICMP is enabled.

Some of the ICMP message types are as follows:
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* Network error messages
» Network congestion messages
* Troubleshooting information

» Timeout announcements

\}

Note ICMP redirects are disabled on interfaces where the local proxy ARP feature is enabled.

Virtualization Support for IPv4

[Pv4 supports virtual routing and forwarding (VRF) instances.

Prerequisites for IPv4

IPv4 has the following prerequisites:

* [Pv4 can only be configured on Layer 3 interfaces.

Guidelines and Limitations for IPv4

IPv4 has the following configuration guidelines and limitations:

* Cisco Nexus 9300-EX and Cisco Nexus 9300-FX2 platform switches configured for internet-peering
mode might not have sufficient hardware capacity to install full IPv4 and IPv6 Internet routes
simultaneously.

* You can configure a secondary IP address only after you configure the primary IP address.

* Local proxy ARP is not supported for an interface with more than one HSRP group that belongs to
multiple subnets.

* The ip proxy-arp command is not supported in a VXLAN EVPN Fabric specifically on an SVI which
is enabled with fabric forwar ding mode anycast-gateway.

* For Cisco Nexus 9500 platform switches with -R line cards, internet-peering mode is only intended to
be used with the prefix pattern as distributed in the global internet routing table. In this mode, other prefix
distributions/patterns can operate, but not predictably. As a result, maximum achievable LPM/LEM scale
is reliable only when the prefix patterns are actual internet prefix patterns. In Internet-peering mode, if
route prefix patterns other than those in the global internet routing table are used, the switch might not
successfully achieve documented scalability numbers.
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Default Settings

The table below lists the default settings for IP parameters.

Parameters Default
ARP timeout 1500 seconds
Proxy ARP Disabled

Configuring IPv4
A

Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS commands for this feature might
differ from the Cisco IOS commands that you would use.

Configuring IPv4 Addressing

You can assign a primary IP address for a network interface.

Procedure
Command or Action Purpose
Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 interface ethernet number Enters interface configuration mode.
Example:
switch(config)# interface ethernet 2/3
switch (config-if) #
Step 3 ip address ip-address/length [secondary] Specifies a primary or secondary IPv4 address
for an interface.
Example:
switch(config-if)# ip address * The network mask can be a four-part
192.2.1.1 255.0.0.0 dotted decimal address. For example,

255.0.0.0 indicates that each bit equal to
1 means the corresponding address bit
belongs to the network address.

* The network mask can be indicated as a
slash (/) and a number, which is the prefix
length. The prefix length is a decimal value
that indicates how many of the high-order
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Command or Action Purpose

contiguous bits of the address comprise
the prefix (the network portion of the
address). A slash must precede the decimal
value and there must be no space between
the IP address and the slash.

Step 4 (Optional) show ip interface Displays interfaces configured for IPv4.

Example:

switch(config-if)# show ip interface

Step 5 (Optional) copy running-config startup-config | Copies the running configuration to the startup

configuration.
Example: gu

switch (config-if)# copy running-config
startup-config

Configuring Multiple IP Addresses

You can only add secondary IP addresses after you configure primary IP addresses.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 interface ethernet number Enters interface configuration mode.

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Step 3 ip address ip-address/length [secondary] Specifies a the configured address as a

Example: secondary IPv4 address.

switch(config-if)# ip address
192.168.1.1 255.0.0.0 secondary

Step 4 (Optional) show ip interface Displays interfaces configured for IPv4.

Example:

switch (config-if)# show ip interface

Step 5 (Optional) copy running-config startup-config | Saves this configuration change.

Example:

switch (config-if)# copy running-config
startup-config
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Configuring Max-Host Routing Mode

By default, Cisco NX-OS programs routes in a hierarchical fashion (with fabric modules that are configured
to be in mode 4 and line card modules that are configured to be in mode 3), which allows for longest prefix
match (LPM) and host scale on the device.

You can modify the default LPM and host scale to program more hosts in the system, as might be required
when the node is positioned as a Layer-2 to Layer-3 boundary node.

\}

Note If you want to further scale the entries in the LPM table, see the Configuring Nonhierarchical Routing Mode
(Cisco Nexus 9500 Platform Switches Only) section to configure the device to program all the Layer 3 IPv4
and IPv6 routes on the line cards and none of the routes on the fabric modules.

Note This configuration impacts both the IPv4 and IPv6 address families.

Note  For the max-host routing mode scale numbers, refer to the Cisco Nexus 9000 Series NX-OS Verified Scalability

Guide.

Procedure
Command or Action Purpose

Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #

Step 2 [no] system routing max-mode host Puts the line cards in Broadcom T2 mode 2 and

the fabric modules in Broadcom T2 mode 3 to

Example: .
P increase the number of supported hosts.

switch (config)# system routing max-mode
host

Step 3 (Optional) show forwarding route summary | Displays the LPM routing mode.

Example:

switch(config)# show forwarding route
summary

Step 4 copy running-config startup-config Saves this configuration change.

Example:

switch(config)# copy running-config
startup-config
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Command or Action

Purpose

Step 5

reload

Example:

switch (config)# reload

Reboots the entire device.

Configuring Nonhierarchical Routing Mode (Cisco Nexus 9500 Platform

Switches Only)

If the host scale is small (as in a pure Layer 3 deployment), we recommend programming the longest prefix
match (LPM) routes in the line cards to improve convergence performance. Doing so programs routes and
hosts in the line cards and does not program any routes in the fabric modules.

)

Note

This configuration impacts both the IPv4 and IPv6 address families.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] system routing non-hier archical-routing
[max-13-mode]
Example:

switch (config)# system routing
non-hierarchical-routing max-13-mode

Puts the line cards in Broadcom T2 mode 3 (or
Broadcom T2 mode 4 if you use the
max-|3-mode option) to support a larger LPM
scale. As aresult, all of the IPv4 and IPv6 routes
will be programmed on the line cards rather
than on the fabric modules.

Step 3

(Optional) show forwarding route summary

Example:

switch (config)# show forwarding route
summary

Mode 3:

120K IPv4 Host table

16k LPM table (> 65 < 127 1k entry
reserved)

Mode 4:

16k V4 host/4k V6 host

128k v4 LPM/20K V6 LPM

Displays the LPM mode.

Step 4

copy running-config startup-config

Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.
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Command or Action

Purpose

Step 5

reload

Example:

switch (config)# reload

Reboots the entire device.

Configuring 64-Bit ALPM Routing Mode (Cisco Nexus 9500 Platform Switches

Only)

You can use the 64-bit algorithmic longest prefix match (ALPM) feature to manage IPv4 and IPv6 route table
entries. In 64-bit ALPM routing mode, the device can store more route entries. In this mode, you can program
one of the following:

80,000 IPv6 entries and no IPv4 entries

* No IPv6 entries and 128,000 IPv4 entries

* X IPv6 entries and y IPv4 entries, where 2x +y <= 128,000

This configuration impacts both the IPv4 and IPv6 address families.

Guide.

For the 64-bit ALPM routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] system routing mode hierarchical
64b-alpm
Example:

switch(config)# system routing mode
hierarchical 64b-alpm

Causes all IPv4 and IPv6 LPM routes with a
mask length that is less than or equal to 64 to
be programmed in the fabric module. All host
routes for IPv4 and IPv6 and all LPM routes
with a mask length of 65-127 are programmed
in the line card.

Step 3

(Optional) show forwarding route summary

Example:

switch (config)# show forwarding route
summary

Displays the LPM mode.
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Command or Action Purpose
Step 4 copy running-config startup-config Saves this configuration change.
Example:

switch(config)# copy running-config
startup-config

Step 5 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring ALPM Routing Mode (Cisco Nexus 9300 Platform Switches Only)

You can configure Cisco Nexus 9300 platform switches to support more LPM route entries.

Note  This configuration impacts both the IPv4 and IPv6 address families.

Note For ALPM routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability Guide.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 [no] system routing max-mode |3 Puts the device in Broadcom T2 mode 4 to

Example: support a larger LPM scale.

switch (config)# system routing max-mode
13

Step 3 (Optional) show forwar ding route summary | Displays the LPM mode.

Example:

switch (config)# show forwarding
route summary

Step 4 copy running-config startup-config Saves this configuration change.

Example:

switch (config)# copy running-config
startup-config
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Command or Action Purpose

Step 5 reload Reboots the entire device.
Example:
switch (config)# reload

Configuring LPM Heavy Routing Mode (Cisco Nexus 9200 and 9300-EX Platform
Switches and 9732C-EX Line Card Only)

Beginning with Cisco NX-OS Release 7.0(3)14(4), you can configure LPM heavy routing mode in order to
support more LPM route entries. Only the Cisco Nexus 9200 and 9300-EX platform switches and the Cisco
Nexus 9508 switch with an 9732C-EX line card support this routing mode.

)

Note This configuration impacts both the IPv4 and IPv6 address families.

\}

Note For LPM heavy routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability

Guide.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #

Step 2 [no] system routing template-lpm-heavy Puts the device in LPM heavy routing mode to

support a larger LPM scale.

Example: pp &
switch (config)# system routing
template-lpm-heavy

Step 3 (Optional) show system routing mode Displays the LPM routing mode.
Example:
switch (config)# show system routing mode
Configured System Routing Mode: LPM Heavy
Applied System Routing Mode: LPM Heavy

Step 4 copy running-config startup-config Saves this configuration change.
Example:
switch(config)# copy running-config
startup-config
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Command or Action

Purpose

Step 5

reload

Example:

switch (config)# reload

Reboots the entire device.

Configuring LPM Internet-Peering Routing Mode

Beginning with Cisco NX-OS Release 7.0(3)16(1), you can configure LPM Internet-peering routing mode in
order to support IPv4 and IPv6 LPM Internet route entries. This mode supports dynamic Trie (tree bit lookup)
for IPv4 prefixes (with a prefix length up to /32) and IPv6 prefixes (with a prefix length up to /83).

Beginning with Cisco NX-OS Release 9.3(1), Cisco Nexus 9500-R platform switches support this routing

mode.

)

Note

This configuration impacts both the IPv4 and IPv6 address families.

\}

Note

it might not achieve documented scalability numbers.

For LPM Internet-peering routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified
Scalability Guide. Cisco Nexus 9500-R platform switches in LPM Internet-peering mode scale out predictably
only if they use internet-peering prefixes. If Cisco Nexus 9500-R platform switches use other prefix patterns,

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] system routing
template-internet-peering
Example:

switch (config)# system routing
template-internet-peering

Puts the device in LPM Internet-peering routing
mode to support IPv4 and IPv6 LPM Internet
route entries.

Step 3

(Optional) show system routing mode

Example:

switch (config)# show system routing mode

Configured System Routing Mode: Internet
Peering

Applied System Routing Mode: Internet
Peering

Displays the LPM routing mode.
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Command or Action Purpose
Step 4 copy running-config startup-config Saves this configuration change.
Example:

switch(config)# copy running-config
startup-config

Step 5 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring LPM Dual-Host Routing Mode (Cisco Nexus 9200 and 9300-EX
Platform Switches)

Beginning with Cisco NX-OS Release 7.0(3)I5(1), you can configure LPM dual-host routing mode in order
to increase the ARP/ND scale to double the default mode value. Only the Cisco Nexus 9200 and 9300-EX
platform switches support this routing mode.

\)

Note Ensure that the system routing template-dual-stack-host-scale profile is not used with BGW.

)

Note This configuration impacts both the IPv4 and IPv6 address families.

\}

Note For LPM dual-host routing mode scale numbers, see the .

Procedure
Command or Action Purpose
Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 [no] system routing Puts the device in LPM dual-host routing mode
template-dual-stack-host-scale to support a larger ARP/ND scale.
Example:

switch (config)# system routing
template-dual-stack-host-scale
Warning: The command will take effect
after next reload. Multicast is not
supported in this profile
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Command or Action Purpose

Note: This requires copy running-config
to startup-config before switch reload

Step 3 (Optional) show system routing mode Displays the LPM routing mode.

Example:

switch (config) # show system routing mode

Step 4 copy running-config startup-config Saves this configuration change.

Example:

switch (config)# copy running-config
startup-config

Step 5 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring a Static ARP Entry

You can configure a static ARP entry on the device to map IP addresses to MAC hardware addresses, including
static multicast MAC addresses.

Procedure

Command or Action Purpose

Step 1 configure terminal Enters global configuration mode.

Example:

switch# configure terminal
switch (config) #

Step 2 interface ethernet number Enters interface configuration mode.

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Step 3 ip arp addressip-address mac-address Associates an IP address with a MAC address

as a static entry.
Example: 1y

switch (config-if)# ip arp 192.168.1.1
0019.076c.1a78

Step 4 (Optional) copy running-config startup-config | Saves this configuration change.

Example:

switch (config-if)# copy running-config
startup-config
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Configuring Proxy ARP

Configure proxy ARP on the device to determine the media addresses of hosts on other networks or subnets.

Procedure

Configuring Proxy ARP .

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

interface ether net number

Example:

switch (config)# interface ethernet 2/3
switch (config-if) #

Enters interface configuration mode.

Step 3

ip proxy arp
Example:

switch (config-if)# ip proxy arp

Enables proxy ARP on the interface.

Step 4

(Optional) copy running-config star tup-config

Example:

switch(config-if)# copy running-config
startup-config

Saves this configuration change.

Configuring Local Proxy ARP on Ethernet Interfaces

You can configure local proxy ARP on Ethernet interfaces.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

inter face ether net number

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Enters interface configuration mode.

Step 3

[no]ip local-proxy-arp

Example:

switch (config-if)# ip local-proxy-arp

Enables Local Proxy ARP on the interface.
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Command or Action

Purpose

Step 4

(Optional) copy running-config star tup-config

Example:

switch(config-if)# copy running-config
startup-config

Saves this configuration change.

Configuring Local Proxy ARP on SVIs

You can configure local proxy ARP on SVIs, and beginning with Cisco NX-OS Release 7.0(3)I7(1), you can
suppress ARP broadcasts on corresponding VLANS.

Before you begin

If you are planning to suppress ARP broadcasts, configure the double-wide ACL TCAM region size for
ARP/Layer 2 Ethertype using the hardware access-list tcam region arp-ether 256 double-wide command, save
the configuration, and reload the switch. (For more information, see the Configuring ACL TCAM Region
Sizes section in the Cisco Nexus 9000 Series NX-OS Security Configuration Guide.)

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

interface vlan vlan-id

Example:

switch (config)# interface vlan 5
switch (config-if)#

Creates a VLAN interface and enters the
configuration mode for the SVIL.

Step 3

[no] ip local-proxy-arp [no-hw-flooding]

Example:

switch (config-if)# ip local-proxy-arp
no-hw-flooding

Enables local proxy ARP on SVIs. The
no-hw-flooding option suppresses ARP
broadcasts on corresponding VLANS.

Note If you configure the no-hw-flooding
option and then want to change the
configuration to allow ARP broadcasts
on SVIs, you must first disable this
feature using the no ip local-proxy-arp
no-hw-flooding command and then

enter the ip local-proxy-arp command.

Step 4

(Optional) copy running-config star tup-config

Example:

switch(config-if)# copy running-config
startup-config

Copies the running configuration to the startup
configuration.
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Configuring Gratuitous ARP

You can configure gratuitous ARP on an interface.

Procedure

Command or Action Purpose

Step 1 configure terminal Enters global configuration mode.

Example:

switch# configure terminal
switch (config) #

Step 2 inter face ether net number Enters interface configuration mode.

Example:

switch (config)# interface ethernet 2/3
switch (config-if) #

Step 3 ip arp gratuitous {request | update] Enables gratuitous ARP on the interface.

Gratuitous ARP is enabled by default.
Example:

switch(config-if)# ip arp gratuitous
request

Step 4 (Optional) copy running-config startup-config | Saves this configuration change.

Example:

switch(config-if)# copy running-config
startup-config

Configuring Path MTU Discovery

You can configure path MTU discovery.

Procedure
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 ip tecp path-mtu-discovery Enables path MTU discovery.

Example:

switch(config)# ip tcp
path-mtu-discovery

Step 3 (Optional) copy running-config startup-config | Saves this configuration change.

Example:
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Command or Action Purpose

switch (config)# copy running-config
startup-config

Configuring IP Directed Broadcasts

An IP directed broadcast is an IP packet whose destination address is a valid broadcast address for some IP
subnet, but which originates from a node that is not itself part of that destination subnet.

A devices that is not directly connected to its destination subnet forwards an IP directed broadcast in the same
way it forwards unicast IP packets destined to a host on that subnet. When a directed broadcast packet reaches
a device that is directly connected to its destination subnet, that packet is broadcast on the destination subnet.
The destination address in the IP header of the packet is rewritten to the configured IP broadcast address for
the subnet, and the packet is sent as a link-layer broadcast.

If directed broadcast is enabled for an interface, incoming IP packets whose addresses identify them as directed
broadcasts intended for the subnet to which that interface is attached are broadcasted on that subnet. You can
optionally filter those broadcasts through an IP access list such that only those packets that pass through the
access list are broadcasted on the subnet.

To enable IP directed broadcasts, use the following command in the interface configuration mode:

Procedure
Command or Action Purpose
Step 1 ip directed-broadcast [acl] Enables the translation of a directed broadcast
Examole: to physical broadcasts. You can optionally filter
ple: those broadcasts through an IP access list.
switch (config-if) # ip directed-broadcast

Configuring IP Glean Throttling

We recommend that you configure IP glean throttling to filter the unnecessary glean packets that are sent to
the supervisor for ARP resolution for the next hops that are not reachable or do not exist. IP glean throttling
boosts software performance and helps to manage traffic more efficiently.

\)

Note  Glean throttling is supported for IPv4 and IPv6, but IPv6 link-local addresses are not supported.

Procedure
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
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Command or Action

Purpose

Step 2

[no] hardwareip glean throttle

Example:

switch (config)
throttle

# hardware ip glean

Enables IP glean throttling.

Step 3

(Optional) copy running-config startup-config

Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.

Configuring the Hardware IP Glean Throttle Maximum

You can limit the maximum number of drop adjacencies that are installed in the Forwarding Information Base

(FIB).

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] hardwareip glean throttle maximum
count
Example:

switch(config) # hardware ip glean
throttle maximum 2134

Configures the number of drop adjacencies that
are installed in the FIB.

Step 3

(Optional) copy running-config star tup-config

Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.

Configuring the Hardware IP Glean Throttle Timeout

You can configure a timeout for the installed drop adjacencies to remain in the FIB.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

Enters global configuration mode.
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Command or Action

Purpose

switch# configure terminal
switch (config) #

Step 2

[no] hardwareip glean throttle maximum
timeout timeout-in-seconds
Example:

switch(config)# hardware ip glean
throttle maximum timeout 300

Configures the timeout for the installed drop
adjacencies to remain in the FIB.

The range is from 300 seconds (5 minutes) to
1800 seconds (30 minutes).

Note  After the timeout period is exceeded,
the drop adjacencies are removed from

the FIB.

Step 3

(Optional) copy running-config startup-config

Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.

Configuring the Interface IP Address for the ICMP Source IP Field

You can configure an interface IP address for the ICMP source IP field to handle ICMP error messages.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] ip source {ethernet slot/port | loopback
number | port-channel number} icmp-errors
Example:

switch (config)# ip source loopback 0
icmp-errors

Configures an interface IP address for the ICMP
source IP field to route ICMP error messages.

Step 3

(Optional) copy running-config startup-config

Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.

Verifying the IPv4 Configuration

To display the IPv4 configuration information, perform one of the following tasks:
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Command Purpose

show ip adjacency Displays the adjacency table.

show ip adjacency summary Displays the summary of number of throttle
adjacencies.

show ip arp Displays the ARP table.

show ip arp summary Displays the summary of the number of throttle
adjacencies.

show ip interface Displays IP-related interface information.

show ip arp statistics [vrf vrf-name] Displays the ARP statistics.

Additional References

Related Documents for IPv4

Related Topic | Document Title

TCAM See the Configuring ACL TCAM Region Sizes section in the Cisco Nexus 9000 Series
regions NX-OS Security Configuration Guide.
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IPv6 Address

CHAPTER 5

Configuring IPv6

This chapter contains the following topics:

» About IPv6, on page 49

* Virtualization Support, on page 67

* [Pv6 Routes with ECMP, on page 67

* Prerequisites for IPv6, on page 68

* Guidelines and Limitations for IPv6, on page 68
* Configuring IPv6, on page 69

* Verifying the IPv6 Configuration, on page 84

* Configuration Examples for IPv6, on page 85

IPv6, which is designed to replace IPv4, increases the number of network address bits from 32 bits (in IPv4)
to 128 bits. IPv6 is based on IPv4, but it includes a much larger address space and other improvements such
as a simplified main header and extension headers.

The larger IPv6 address space allows networks to scale and provide global reachability. The simplified IPv6
packet header format handles packets more efficiently. The flexibility of the IPv6 address space reduces the
need for private addresses and the use of Network Address Translation (NAT), which translates private (not
globally unique) addresses into a limited number of public addresses. IPv6 enables new application protocols
that do not require special processing by border routers at the edge of networks.

IPv6 functionality, such as prefix aggregation, simplified network renumbering, and IPv6 site multihoming
capabilities, enables more efficient routing. IPv6 supports Routing Information Protocol (RIP), Integrated
Intermediate System-to-Intermediate System (IS-IS), Open Shortest Path First (OSPF) for IPv6, and
multiprotocol Border Gateway Protocol (BGP).

Formats

An IPv6 address has 128 bits or 16 bytes. The address is divided into eight, 16-bit hexadecimal blocks separated
by colons (:) in the format X:X:X:X:X:X:X:X.

Two examples of IPv6 addresses are as follows:
2001:0DB8:7654:3210:FEDC:BA98:7654:3210

2001:0DB8:0:0:8:800:200C:417A
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IPv6 addresses contain consecutive zeros within the address. You can use two colons (::) at the beginning,
middle, or end of an IPv6 address to replace the consecutive zeros. The following table shows a list of
compressed IPv6 address formats.

\)

Note  You can use two colons (::) only once in an IPv6 address to replace the longest string of consecutive zeros
within the address.

You can use a double colon as part of the [Pv6 address when consecutive 16-bit values are denoted as zero.
You can configure multiple IPv6 addresses per interface but only one link-local address.

The hexadecimal letters in IPv6 addresses are not case sensitive.

Table 7: Compressed IPv6 Address Formats

IPv6 Address Type Preferred Format Compressed Format

Unicast 2001:0:0:0:0:DB8:800:200C:417A | 2001::0DB8:800:200C:417A
Multicast FF01:0:0:0:0:0:0:101 FF01::101

Loopback 0:0:0:0:0:0:0:0:1 1

Unspecified 0:0:0:0:0:0:0:0:0

A node may use the loopback address listed in the table to send an IPv6 packet to itself. The loopback address
in IPv6 is the same as the loopback address in IPv4. For more information, see Overview, on page 9.

\)

Note  You cannot assign the IPv6 loopback address to a physical interface. A packet that contains the IPv6 loopback
address as its source or destination address must remain within the node that created the packet. IPv6 routers
do not forward packets that have the IPv6 loopback address as their source or destination address.

)

Note You cannot assign an IPv6 unspecified address to an interface. You should not use the unspecified IPv6
addresses as destination addresses in [Pv6 packets or the IPv6 routing header.

The IPv6 prefix is in the form documented in RFC 2373 where the IPv6 address is specified in hexadecimal
using 16-bit values between colons. The prefix length is a decimal value that indicates how many of the
high-order contiguous bits of the address comprise the prefix (the network portion of the address). For example,
2001:0DB8:8086:6502::/32 is a valid IPv6 prefix.

IPv6 Unicast Addresses

An IPv6 unicast address is an identifier for a single interface on a single node. A packet that is sent to a unicast
address is delivered to the interface identified by that address.
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Aggregatable Global Addresses

An aggregatable global address is an [IPv6 address from the aggregatable global unicast prefix. The structure
of aggregatable global unicast addresses enables strict aggregation of routing prefixes that limits the number
of routing table entries in the global routing table. Aggregatable global addresses are used on links that are
aggregated upward through organizations and eventually to the Internet service providers (ISPs).

Aggregatable global IPv6 addresses are defined by a global routing prefix, a subnet ID, and an interface ID.
Except for addresses that start with binary 000, all global unicast addresses have a 64-bit interface ID. The
IPv6 global unicast address allocation uses the range of addresses that start with binary value 001 (2000::/3).
The following figure shows the structure of an aggregatable global address.

Figure 6: Aggregatable Global Address Format

Provider Site Host
3 45 bits 16 hits 64 bits
| | Global Routing Prefix | SLA ‘ Interface 1D g

Addresses with a prefix of 2000::/3 (001) through E000::/3 (111) are required to have 64-bit interface identifiers
in the extended universal identifier (EUI)-64 format. The Internet Assigned Numbers Authority (IANA)
allocates the IPv6 address space in the range of 2000::/16 to regional registries.

The aggregatable global address consists of a 48-bit global routing prefix and a 16-bit subnet ID or Site-Level
Aggregator (SLA). In the IPv6 aggregatable global unicast address format document (RFC 2374), the global
routing prefix included two other hierarchically structured fields called Top-Level Aggregator (TLA) and
Next-Level Aggregator (NLA). The IETF decided to remove the TLS and NLA fields from the RFCs because
these fields are policy based. Some existing [Pv6 networks deployed before the change might still use networks
that are on the older architecture.

A subnet ID, which is a 16-bit subnet field, can be used by individual organizations to create a local addressing
hierarchy and to identify subnets. A subnet ID is similar to a subnet in IPv4, except that an organization with
an [Pv6 subnet ID can support up to 65,535 individual subnets.

An interface ID identifies interfaces on a link. The interface ID is unique to the link. In many cases, an interface
ID is the same as or based on the link-layer address of an interface. Interface IDs used in aggregatable global
unicast and other IPv6 address types have 64 bits and are in the modified EUI-64 format.

Interface IDs are in the modified EUI-64 format in one of the following ways:

* For all IEEE 802 interface types (for example, Ethernet and Fiber Distributed Data interfaces), the first
three octets (24 bits) are the Organizationally Unique Identifier (OUI) of the 48-bit link-layer address
(MAC address) of the interface, the fourth and fifth octets (16 bits) are a fixed hexadecimal value of
FFFE, and the last three octets (24 bits) are the last three octets of the MAC address. The Universal/Local
(U/L) bit, which is the seventh bit of the first octet, has a value of 0 or 1. Zero indicates a locally
administered identifier; 1 indicates a globally unique IPv6 interface identifier.

* For all other interface types (for example, serial, loopback, ATM, and Frame Relay types), the interface
ID is similar to the interface ID for IEEE 802 interface types; however, the first MAC address from the
pool of MAC addresses in the router is used as the identifier (because the interface does not have a MAC
address).
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\}

Note For interfaces that use the Point-to-Point Protocol (PPP), where the interfaces at
both ends of the connection might have the same MAC address, the interface
identifiers at both ends of the connection are negotiated (picked randomly and,
if necessary, reconstructed) until both identifiers are unique. The first MAC
address in the router is used as the identifier for interfaces using PPP.

If no IEEE 802 interface types are in the router, link-local IPv6 addresses are generated on the interfaces in
the router in the following sequence:

1. The router is queried for MAC addresses (from the pool of MAC addresses in the router).

2. Ifno MAC addresses are available in the router, the serial number of the router is used to form the link-local
addresses.

3. [Ifthe serial number of the router cannot be used to form the link-local addresses, the router uses a Message
Digest 5 (MDS5) hash to determine the MAC address of the router from the hostname of the router.

Link-Local Addresses

A link-local address is an IPv6 unicast address that can be automatically configured on any interface using
the link-local prefix FE80::/10 (1111 1110 10) and the interface identifier in the modified EUI-64 format.
Link-local addresses are used in the Neighbor Discovery Protocol (NDP) and the stateless autoconfiguration
process. Nodes on a local link can use link-local addresses to communicate; the nodes do not need globally
unique addresses to communicate. The figure shows the structure of a link-local address.

IPv6 routers cannot forward packets that have link-local source or destination addresses to other links.

Figure 7: Link-Local Address Format
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IPv4-Compatible IPv6 Addresses

An IPv4-compatible IPv6 address is an IPv6 unicast address that has zeros in the high-order 96 bits of the
address and an IPv4 address in the low-order 32 bits of the address. The format of an IPv4-compatible IPv6
address is 0:0:0:0:0:0:A.B.C.D or ::A.B.C.D. The entire 128-bit IPv4-compatible IPv6 address is used as the
IPv6 address of a node, and the IPv4 address embedded in the low-order 32 bits is used as the IPv4 address
of the node. IPv4-compatible IPv6 addresses are assigned to nodes that support both the IPv4 and IPv6 protocol
stacks and are used in automatic tunnels. The figure shows the structure of a n IPv4-compatible [Pv6 address
and a few acceptable formats for the address.
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Figure 8: IPv4-Compatible IPv6 Address Format
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Unique Local Addresses

A unique local address is an IPv6 unicast address that is globally unique and is intended for local
communications. It is not expected to be routable on the global Internet and is routable inside of a limited
area, such as a site, and it may be routed between a limited set of sites. Applications might treat unique local
addresses like global scoped addresses.

A unique local address has the following characteristics:
» It has a globally unique prefix (it has a high probability of uniqueness).
* It has a well-known prefix to allow for easy filtering at site boundaries.

» It allows sites to be combined or privately interconnected without creating any address conflicts or
requiring renumbering of interfaces that use these prefixes.

» It is ISP-independent and can be used for communications inside of a site without having any permanent
or intermittent Internet connectivity.

« If it is accidentally leaked outside of a site through routing or the Domain Name Server (DNS), there is
no conflict with any other addresses.

The figure shows the structure of a unique local address.

Figure 9: Unique Local Address Structure
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Site Local Addresses

Because RFC 3879 deprecates the use of site-local addresses, you should follow the recommendations of
unique local addressing (ULA) in RFC 4193 when you configure private IPv6 addresses.
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IPv4 Packet Header

The base IPv4 packet header has 12 fields with a total size of 20 octets (160 bits). The 12 fields may be
followed by an Options field, which is followed by a data portion that is usually the transport-layer packet.
The variable length of the Options field adds to the total size of the IPv4 packet header. The shaded fields of
the IPv4 packet header are not included in the IPv6 packet header.

Figure 10: IPv4 Packet Header Format
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Simplified IPv6 Packet Header

The base IPv6 packet header has 8 fields with a total size of 40 octets (320 bits). Fragmentation is handled
by the source of a packet, and checksums at the data link layer and transport layer are used. The User Datagram
Protocol (UDP) checksum checks the integrity of the inner packet, and the base IPv6 packet header and
Options field are aligned to 64 bits, which can facilitate the processing of IPv6 packets.

The table lists the fields in the base IPv6 packet header.

Table 8: Base IPv6 Packet Header Fields

Field Description

Version Similar to the Version field in the IPv4 packet header, except that
the field lists number 6 for IPv6 instead of number 4 for IPv4.

Traftic Class Similar to the Type of Service field in the I[Pv4 packet header. The
Traffic Class field tags packets with a traffic class that is used in
differentiated services.

Flow Label New field in the IPv6 packet header. The Flow Label field tags
packets with a specific flow that differentiates the packets at the
network layer.

Payload Length Similar to the Total Length field in the IPv4 packet header. The
Payload Length field indicates the total length of the data portion
of the packet.
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Field

Description

Next Header

Similar to the Protocol field in the IPv4 packet header. The value
of the Next Header field determines the type of information that
follows the base IPv6 header. The type of information that follows
the base IPv6 header can be a transport-layer packet (for example,
a TCP or UDP packet) or an Extension Header, as shown in the
figure below.

Hop Limit

Similar to the Time to Live field in the IPv4 packet header. The
value of the Hop Limit field specifies the maximum number of
routers that an [Pv6 packet can pass through before the packet is
considered invalid. Each router decrements the value by one.
Because no checksum is in the IPv6 header, the router can
decrement the value without needing to recalculate the checksum,
which saves processing resources.

Source Address

Similar to the Source Address field in the IPv4 packet header,
except that the field contains a 128-bit source address for IPv6
instead of a 32-bit source address for IPv4.

Destination Address

Similar to the Destination Address field in the IPv4 packet header,
except that the field contains a 128-bit destination address for IPv6
instead of a 32-bit destination address for IPv4.

Figure 11: IPv6 Packet Header Format
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IPv6 Extension Headers

Optional extension headers and the data portion of the packet are after the eight fields of the base IPv6 packet
header. If present, each extension header is aligned to 64 bits. There is no fixed number of extension headers
in an IPv6 packet. Each extension header is identified by the Next Header field of the previous header.
Typically, the final extension header has a Next Header field of a transport-layer protocol, such as TCP or
UDP. The following figure shows the IPv6 extension header format.
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Figure 12: IPv6 Extension Header Format
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The table below lists the extension header types and their Next Header field values.

Table 9: IPv6 Extension Header Types

Header Type Next Header Description
Value

Hop-by-hop options 0 Header that is processed by all hops in the path of a packet.
When present, the hop-by-hop options header always
follows immediately after the base IPv6 packet header.

Destination options 60 Header that can follow any hop-by-hop options header.
The header is processed at the final destination and at each
visited address specified by a routing header.

Routing 43 Header that is used for source routing.

Fragment 44 Header that is used when a source fragments a packet that
is larger than the maximum transmission unit (MTU) for
the path between itself and a destination. The Fragment
header is used in each fragmented packet.

Authentication 51 Header that is used to provide connectionless integrity and
data origin authentication for packets.

Encapsulation Security 50 All information following this header is encrypted.

Payload

Mobility 135 Header that is used in support of Mobile IPv6 service.

Host Identity Protocol 139 Header that is used for Host Identity Protocol version 2

(HIPv2), which provides secure methods for IP
multihoming and mobile computing.
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Header Type Next Header Description
Value
Shim6 140 Header that is used for IP multihoming, which allows a

host to be connected to multiple networks.

Upper layer headers 6 (TCP) Headers that are used inside a packet to transport the data.

17 (UDP) The two main transport protocols are TCP and UDP.

)

Note

DNS for IPv6

Some switch models support only a subset of IPv6 extension header types. The following list shows the
extension header types that are supported by Cisco Nexus 3600 Platform Switches (N3K-C36180YC-R and
N3K-C3636C-R) and by Cisco Nexus 9504 and 9508 modular chassis with these line cards: N9K-X9636C-R,
NIK-X9636Q-R, N9K-X9636C-RX, and N9K-X96136YC-R.

Supported: Destination options (60), Routing (43), Fragment (44), Mobility (135), Host Identity Protocol
(HIP) (139), Shim6 (140).

Not supported: Hop-by-hop options (0), Encapsulation Security Payload (50), Authentication Header (51),
and experimental (253 and 254).

Beginning with Cisco NX-OS Release 9.3(7), if you configure an IPv6 ACL on the devices listed here, you

must include a new rule for the disposition of IPv6 packets that include extension headers. For the necessary
configuration procedure, see "Configuring an ACL for IPv6 Extension Headers" in NX-OS Release 9.3(x) or
later of the Cisco Nexus 9000 Series NX-OS Security Configuration Guide.

IPv6 supports DNS record types that are supported in the DNS name-to-address and address-to-name lookup
processes. The DNS record types support [IPv6 addresses (see the table).

\}

Note

IPv6 also supports the reverse mapping of IPv6 addresses to DNS names.

Table 10: IPv6 DNS Record Types

Record Type Description Format

AAAA Maps a hostname to an [Pv6 address. www.abc.test AAAA 3FFE:YYYY:C18:1::2
(Equivalent to an A record in IPv4.)

PTR Maps an IPv6 address to a hostname. 2000000000000000.1.0008.1.cOyyyyeff3ipoint
(Equivalent to a PTR record in IPv4.) PTR www.abc.test

Path MTU Discovery for IPv6

As in IPv4, you can use path MTU discovery in IPv6 to allow a host to dynamically discover and adjust to
differences in the MTU size of every link along a data path. In IPv6, however, fragmentation is handled by
the source of a packet when the path MTU of one link along a given data path is not large enough to
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accommodate the size of the packets. Having IPv6 hosts handle packet fragmentation saves IPv6 router
processing resources and helps IPv6 networks run more efficiently. Once the path MTU is reduced by the
arrival of an ICMP Too Big message, Cisco NX-OS retains the lower value. The connection does not increase
the segment size to gauge the throughput.

\)

Note In IPv6, the minimum link MTU is 1280 octets. We recommend that you use an MTU value of 1500 octets
for IPv6 links.

CDP IPv6 Address Support

You can use the Cisco Discovery Protocol (CDP) IPv6 address support for the neighbor information feature
to transfer IPv6 addressing information between two Cisco devices. Cisco Discovery Protocol support for
IPv6 addresses provides IPv6 information to network management products and troubleshooting tools.

ICMP for IPv6

You can use ICMP in IPv6 to provide information about the health of the network. ICMPv®6, the version that
works with IPv6, reports errors if packets cannot be processed correctly and sends informational messages
about the status of the network. For example, if a router cannot forward a packet because it is too large to be
sent out on another network, the router sends out an ICMPv6 message to the originating host. Additionally,
ICMP packets in IPv6 are used in IPv6 neighbor discovery and path MTU discovery. The path MTU discovery
process ensures that a packet is sent using the largest possible size that is supported on a specific route.

A value of 58 in the Next Header field of the base IPv6 packet header identifies an IPv6 ICMP packet. The
ICMP packet follows all the extension headers and is the last piece of information in the IPv6 packet. Within
the IPv6 ICMP packets, the ICMPv6 Type and ICMPv6 Code fields identify IPv6 ICMP packet specifics,
such as the ICMP message type. The value in the Checksum field is computed by the sender and checked by
the receiver from the fields in the IPv6 ICMP packet and the IPv6 pseudo header.

\)

Note The IPv6 header does not have a checksum. But a checksum on the transport layer can determine if packets
have not been delivered correctly. All checksum calculations that include the IP address in the calculation
must be modified for IPv6 to accommodate the new 128-bit address. A checksum is generated using a pseudo
header.

The ICMPv6 Payload field contains error or diagnostic information that relates to IP packet processing. The
following figure shows the IPv6 ICMP packet header format.
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Figure 13: IPv6 ICMP Packet Header Format
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IPv6 Neighbor Discovery

You can use the [Pv6 Neighbor Discovery Protocol (NDP) to determine whether a neighboring router is
reachable. IPv6 nodes use neighbor discovery to determine the addresses of nodes on the same network (local
link), to find neighboring routers that can forward their packets, to verify whether neighboring routers are
reachable or not, and to detect changes to link-layer addresses. NDP uses ICMP messages to detect whether
packets are sent to neighboring routers that are unreachable.

IPv6 Neighbor Solicitation Message

A node sends a neighbor solicitation message, which has a value of 135 in the Type field of the ICMP packet
header, on the local link when it wants to determine the link-layer address of another node on the same local
link (see figure below). The source address is the [Pv6 address of the node that sends the neighbor solicitation
message. The destination address is the solicited-node multicast address that corresponds to the IPv6 address
of the destination node. The neighbor solicitation message also includes the link-layer address of the source
node.

Figure 14: IPv6 Neighbor Discovery-Neighbor Solicitation Message
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After receiving the neighbor solicitation message, the destination node replies by sending a neighbor
advertisement message, which has a value of 136 in the Type field of the ICMP packet header, on the local
link. The source address is the [Pv6 address of the node (the IPv6 address of the node interface that sends the
neighbor advertisement message). The destination address is the IPv6 address of the node that sends the
neighbor solicitation message. The data portion includes the link-layer address of the node that sends the
neighbor advertisement message.

After the source node receives the neighbor advertisement, the source node and destination node can
communicate.

Neighbor solicitation messages can verify the reachability of a neighbor after a node identifies the link-layer
address of a neighbor. When a node wants to verify the reachability of a neighbor, it uses the destination
address in a neighbor solicitation message as the unicast address of the neighbor.

Neighbor advertisement messages are also sent when there is a change in the link-layer address of a node on
a local link. When there is a change, the destination address for the neighbor advertisement is the all-nodes
multicast address.

Neighbor unreachability detection identifies the failure of a neighbor or the failure of the forward path to the
neighbor and is used for all paths between hosts and neighboring nodes (hosts or routers). Neighbor
unreachability detection is performed for neighbors to which only unicast packets are being sent and is not
performed for neighbors to which multicast packets are being sent.

A neighbor is considered reachable when a positive acknowledgment is returned from the neighbor (indicating
that packets previously sent to the neighbor have been received and processed). A positive
acknowledgment-from an upper-layer protocol (such as TCP)-indicates that a connection is making forward
progress (reaching its destination). If packets are reaching the peer, they are also reaching the next-hop neighbor
of the source. Forward progress is also a confirmation that the next-hop neighbor is reachable.

For destinations that are not on the local link, forward progress implies that the first-hop router is reachable.
When acknowledgments from an upper-layer protocol are not available, a node probes the neighbor using
unicast neighbor solicitation messages to verify that the forward path is still working. The return of a solicited
neighbor advertisement message from the neighbor is a positive acknowledgment that the forward path is still
working (neighbor advertisement messages that have the solicited flag set to a value of 1 are sent only in
response to a neighbor solicitation message). Unsolicited messages confirm only the one-way path from the
source to the destination node; solicited neighbor advertisement messages indicate that a path is working in
both directions.

\)

Note A neighbor advertisement message that has the solicited flag set to a value of 0 is not considered as a positive

acknowledgment that the forward path is still working.

Neighbor solicitation messages are also used in the stateless autoconfiguration process to verify the uniqueness
of unicast IPv6 addresses before the addresses are assigned to an interface. Duplicate address detection is
performed first on a new, link-local IPv6 address before the address is assigned to an interface (the new address
remains in a tentative state while duplicate address detection is performed). A node sends a neighbor solicitation
message with an unspecified source address and a tentative link-local address in the body of the message. If
another node is already using that address, the node returns a neighbor advertisement message that contains
the tentative link-local address. If another node is simultaneously verifying the uniqueness of the same address,
that node also returns a neighbor solicitation message. If no neighbor advertisement messages are received
in response to the neighbor solicitation message and no neighbor solicitation messages are received from other
nodes that are attempting to verify the same tentative address, the node that sent the original neighbor solicitation
message considers the tentative link-local address to be unique and assigns the address to the interface.
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IPv6 Stateless Autoconfiguration

All interfaces on IPv6 nodes must have a link-local address, which is usually automatically configured from
the identifier for an interface and the link-local prefix FE80::/10. A link-local address enables a node to
communicate with other nodes on the link and can be used to further configure the node.

IPv6 Stateless Address Autoconfiguration (SLAAC) is performed only on a management interface. For
example, when SLAAC is enabled on a management interface, it generates a Link Local Address (LLA) and
performs a Duplicate Address Detection (DAD) on link local address. After the successful duplicate address
detection process, the interface transmits ICMPv6 Router Solicitation (RS) packets. The upstream router that
receives the RS packets responds back with an ICMPv6 Router Advertisement (RA). The RA packet will
have a prefix TLV option that carries the subnet in which the downstream NX-OS Switch auto-generates the
address, using the MAC information of the interface and the advertised prefix in RA packet. The Cisco NX-OS
Switch auto-generates address in EUI-64 format and performs DAD on the new auto-generated addresses.

IPv6 addresses are assigned to an interface for a specific length of time. Each address has a lifetime that
indicates how long the address is attached to an interface. The TLV prefix in the RA packet sent from the
upstream router contain information about valid lifetime and preferred lifetime. The addresses that are assigned
to an interface goes through two distinct phases. Initially, an address goes to a preferred state which means
the address is not restricted for using in arbitrary communication. The address becomes deprecated state when
the current interface binding becomes invalid. In a deprecated state, the use of the address is discouraged, not
necessarily forbidden. Only applications that would have difficulty in switching to another address without
a service disruption must use a deprecated address.

IPv6 Router Advertisement Message

Router advertisement (RA) messages, which have a value of 134 in the Type field of the ICMP packet header,
are periodically sent out to each configured interface of an IPv6 router. For stateless autoconfiguration to
work properly, the advertised prefix length in RA messages must always be 64 bits.

The RA messages are sent to the all-nodes multicast address (see the following figure).

Figure 15: IPv6 Neighbor Discovery-RA Message

Router g Router @

advertisement advertisement
—_— -«— |

Router advertisement packet definitions:
ICMPveE Type =134
Src = router link-kbcal address
Dst = all-nodes multicast address
Data = options, prefix, lifetime, autoconfig flag

mxaTd

The RA messages are sent to the all-nodes multicast address.
RA messages typically include the following information:

* One or more onlink IPv6 prefixes that nodes on the local link can use to automatically configure their
IPv6 addresses

* Life-time information for each prefix included in the advertisement

* Sets of flags that indicate the type of autoconfiguration (stateless or stateful) that can be completed
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* Default router information (whether the router sending the advertisement should be used as a default
router and, if so, the amount of time in seconds that the router should be used as a default router)

+ Additional information for hosts, such as the hop limit and MTU that a host should use in packets that
it originates

RAs are also sent in response to router solicitation messages. Router solicitation messages, which have a value
of 133 in the Type field of the ICMP packet header, are sent by hosts at system startup so that the host can
immediately autoconfigure without needing to wait for the next scheduled RA message. The source address
is usually the unspecified IPv6 address (0:0:0:0:0:0:0:0). If the host has a configured unicast address, the
unicast address of the interface that sends the router solicitation message is used as the source address in the
message. The destination address is the all-routers multicast address with a scope of the link. When an RA is
sent in response to a router solicitation, the destination address in the RA message is the unicast address of
the source of the router solicitation message.

You can configure the following RA message parameters:

* The time interval between periodic RA messages

* The router life-time value, which indicates the usefulness of a router as the default router (for use by all
nodes on a given link)

* The network prefixes in use on a given link
* The time interval between neighbor solicitation message retransmissions (on a given link)

* The amount of time that a node considers a neighbor reachable (for use by all nodes on a given link)

The configured parameters are specific to an interface. The sending of RA messages (with default values) is
automatically enabled on Ethernet interfaces. For other interface types, you must enter the no ipvé nd
suppress-racommand to send RA messages. You can disable the RA message feature on individual interfaces
by entering the ipv6 nd suppress-ra command.

IPv6 Neighbor Redirect Message

Routers send neighbor redirect messages to inform hosts of better first-hop nodes on the path to a destination.
A value of 137 in the Type field of the ICMP packet header identifies an IPv6 neighbor redirect message.
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Figure 16: IPv6 Neighbor Discovery-Neighbor Redirect Message
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Note A router must be able to determine the link-local address for each of its neighboring routers in order to ensure
that the target address (the final destination) in a redirect message identifies the neighbor router by its link-local
address. For static routing, you should specify the address of the next-hop router using the link-local address
of the router. For dynamic routing, you must configure all IPv6 routing protocols to exchange the link-local
addresses of neighboring routers.

After forwarding a packet, a router sends a redirect message to the source of the packet under the following
circumstances:

* The destination address of the packet is not a multicast address.
* The packet was not addressed to the router.
* The packet is about to be sent out the interface on which it was received.

* The router determines that a better first-hop node for the packet resides on the same link as the source
of the packet.

* The source address of the packet is a global IPv6 address of a neighbor on the same link or a link-local
address.

IPv6 Anycast Addresses

An anycast address is an address that is assigned to a set of interfaces that belong to different nodes. A packet
sent to an anycast address is delivered to the closest interface—as defined by the routing protocols in
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use—identified by the anycast address. Anycast addresses are syntactically indistinguishable from unicast
addresses because anycast addresses are allocated from the unicast address space. Assigning a unicast address
to more than one interface turns a unicast address into an anycast address. You must configure the nodes to
which the anycast address belongs to recognize that the address is an anycast address.

\)

Note
address of an IPv6 packet.

Anycast addresses can be used only by a router, not a host. Anycast addresses cannot be used as the source

The following figure shows the format of the subnet router anycast address; the address has a prefix
concatenated by a series of zeros (the interface ID). The subnet router anycast address can be used to reach a
router on the link that is identified by the prefix in the subnet router anycast address.

Figure 17: Subnet Router Anycast Address Format
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IPv6 Multicast Addresses

An IPv6 multicast address is an IPv6 address that has a prefix of FF00::/8 (1111 1111). An IPv6 multicast
address is an identifier for a set of interfaces that belong to different nodes. A packet sent to a multicast address
is delivered to all interfaces identified by the multicast address. The second octet following the prefix defines
the lifetime and scope of the multicast address. A permanent multicast address has a lifetime parameter equal
to 0; a temporary multicast address has a lifetime parameter equal to 1. A multicast address that has the scope
of a node, link, site, or organization, or a global scope, has a scope parameter of 1, 2, 5, 8, or E, respectively.
For example, a multicast address with the prefix FF02::/16 is a permanent multicast address with a link scope.
The following figure shows the format of the IPv6 multicast address.

Figure 18: IPv6 Multicast Address Format
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IPv6 nodes (hosts and routers) are required to join (where received packets are destined for) the following
multicast groups:

* All-nodes multicast group FF02:0:0:0:0:0:0:1 (the scope is link-local)

* Solicited-node multicast group FF02:0:0:0:0:1:FF00:0000/104 for each of its assigned unicast and anycast
addresses

IPv6 routers must also join the all-routers multicast group FF02:0:0:0:0:0:0:2 (the scope is link-local).
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The solicited-node multicast address is a multicast group that corresponds to an IPv6 unicast or anycast address.
IPv6 nodes must join the associated solicited-node multicast group for every unicast and anycast address to
which they are assigned. The IPv6 solicited-node multicast address has the prefix FF02:0:0:0:0:1:FF00:0000/104
concatenated with the 24 low-order bits of a corresponding IPv6 unicast or anycast address (see the figure
below). For example, the solicited-node multicast address that corresponds to the IPv6 address

2037::01:800:200E:8C6C is FF02::1:FFOE:8C6C. Solicited-node addresses are used in neighbor solicitation
messages.

Figure 19: IPv6 Solicited-Node Multicast Address Format
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Note

IPv6 has no broadcast addresses. IPv6 multicast addresses are used instead of broadcast addresses.

LPM Routing Modes

By default, Cisco NX-OS programs routes in a hierarchical fashion to allow for the longest prefix match
(LPM) on the device. However, you can configure the device for different routing modes to support more

LPM route entries.

The following tables list the LPM routing modes that are supported on Cisco Nexus 9000 Series switches.

Table 11: LPM Routing Modes for Cisco Nexus 9200 Platform Switches

LPM Routing Mode CLI Command

Default system routing
mode

LPM dual-host routing system routing template-dual-stack-host-scale
mode

LPM heavy routing mode | system routing template-lpm-heavy

\}

Note

Cisco Nexus 9200 platform switches do not support the system routing template-lpm-heavy mode for IPv4
Multicast routes. Make sure to reset LPM's maximum limit to 0.
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Table 12: LPM Routing Modes for Cisco Nexus 9300 Platform Switches

LPM Routing Mode Broadcom T2 CLI Command
Mode
Default system routing 3
mode
ALPM routing mode 4 system routing max-mode
13

Table 13: LPM Routing Modes for Cisco Nexus 9300-EX/FX/FX2/FX3/GX Platform Switches

LPM Routing Mode CLI Command

LPM dual-host routing system routing template-dual-stack-host-scale
mode

LPM heavy routing mode | system routing template-lpm-heavy

LPM Internet-peering mode | System routing template-inter net-peering

Table 14: LPM Routing Modes for Cisco Nexus 9500 Platform Switches with 9700-EX and 9700-FX Line Cards

LPM Routing Mode Broadcom T2 Mode CLI Command

Default system routing mode | 3 (for line cards);

4 (for fabric modules)

Max-host routing mode 2 (for line cards); system routing max-mode host

3 (for fabric modules)

Nonhierarchical routing 3 (for line cards); system routing non-hierar chical-routing

mode 4 with max-13-mode option [max-13-mode]

(for line cards)

64-bit ALPM routing mode | Submode of mode 4 (for | system routing mode hierarchical 64b-alpm
fabric modules)

LPM heavy routing mode system routing template-lpm-heavy

Note This mode is supported only for Cisco
Nexus 9508 switches with the 9732C-EX
line card.
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LPM Routing Mode

Broadcom T2 Mode

CLI Command

LPM Internet-peering mode

system routing template-inter net-peering

Note This mode is supported only for the
following Cisco Nexus 9500 Platform
Switches:

* Cisco Nexus 9500 platform switches
with 9700-EX line cards.

* Cisco Nexus 9500-FX platform
switches (Cisco NX-OS release
7.0(3)17(4) and later)

* Cisco 9500-R platform switches
(Cisco NX-OS release 9.3(1) and
later)

LPM dual-host routing mode

Table 15: LPM Routing Modes for Cisco Nexus 9500-R Platform Switches with 9600-R Line Cards

LPM Routing Mode

CLI Command

LPM Internet-peering
mode

system routingtemplate-inter net-peering
(Cisco NX-OS release 9.3(1) and later)

Host to LPM Spillover

Beginning with Cisco NX-OS Release 7.0(3)I5(1), host routes can be stored in the LPM table in order to
achieve a larger host scale. In ALPM mode, the switch allows fewer host routes. If you add more host routes
than the supported scale, the routes that are spilled over from the host table take the space of the LPM routes
in the LPM table. The total number of LPM routes allowed in that mode is reduced by the number of host
routes stored. This feature is supported on Cisco Nexus 9300 and 9500 platform switches.

In the default system routing mode, Cisco Nexus 9300 platform switches are configured for higher host scale
and fewer LPM routes, and the LPM space can be used to store more host routes. For Cisco Nexus 9500
platform switches, only the default system routing and nonhierarchical routing modes support this feature on

line cards. Fabric modules do not support this feature.

Virtualization Support

IPv6 supports virtual routing and forwarding (VRF) instances.

IPv6 Routes with ECMP

If all next-hops for a route are glean, drop, or punt, all next-hops are programmed as-is in the Multipath

hardware table.
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If some next-hops for a route are glean, drop, or punt, and the remaining next-hops are not, then only non
glean, drop, or punt next-hops are programmed in the Multipath hardware table.

When a specific next-hop for ECMP route is resolved (ARP/IPV6 ND resolved), then the Multipath hardware
table is updated accordingly.

Prerequisites for IPv6

IPv6 has the following prerequisites:

* You must be familiar with [Pv6 basics such as [Pv6 addressing and IPv6 header information.

* Ensure that you follow the memory/processing guidelines when you make a device a dual-stack device
(IPv4/IPv6).

Guidelines and Limitations for IPv6

IPv6 has the following configuration guidelines and limitations:

* Cisco Nexus 9300-EX and Cisco Nexus 9300-FX2 platform switches configured for internet-peering
mode might not have sufficient hardware capacity to install full IPv4 and IPv6 Internet routes
simultaneously.

* [Pv6 packets are transparent to Layer 2 LAN switches because the switches do not examine Layer 3
packet information before forwarding IPv6 frames. IPv6 hosts can be directly attached to Layer 2 LAN
switches.

* You can configure multiple IPv6 global addresses within the same prefix on an interface. However,
multiple IPv6 link-local addresses on an interface are not supported.

* Usage of IPv6 LLA requires the TCAM Region for ing-sup to be re-carved from the default value of
512 to 768. This step requires a copy run start and reload

* [Pv6 static route next-hop link-local addresses cannot be configured at any local interface.
* You must define the BGP update source when using a link-local IPv6 address.

* Because RFC 3879 deprecates the use of site-local addresses, you should configure private [Pv6 addresses
according to the recommendations of unique local addressing (ULA) in RFC 4193.

* For Cisco Nexus 9500-R platform switches, internet-peering mode is only intended to be used with the
prefix pattern as distributed in the global internet routing table. In this mode, other prefix
distributions/patterns can operate, but not predictably. As a result, maximum achievable LPM/LEM scale
is reliable only when the prefix patterns are actual internet prefix patterns. In Internet-peering mode, if
route prefix patterns other than those in the global internet routing table are used, the switch might not
successfully achieve documented scalability numbers.
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Configuring IPv6 Addressing

You must configure an IPv6 address on an interface so that the interface can forward IPv6 traffic. When you
configure a global IPv6 address on an interface, it automatically configures a link-local address and activates
IPv6 for that interface.

Procedure

Configuring IPv6 .

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

interface ether net number

Example:

switch(config)# interface ethernet 2/3
switch (config-if) #

Enters interface configuration mode.

Step 3

ipv6 address {address [eui64]
[route-preference preference] [secondary]
[tag tag-id] or ipv6 addressipv6-address
use-link-local-only

Example:

switch(config-if)# ipv6 address
2001:0DB8::1/10

or

switch (config-if)# ipv6 address
use-link-local-only

Specifies an IPv6 address assigned to the
interface and enables IPv6 processing on the
interface.

Entering the ipv6 addresscommand configures
global IPv6 addresses with an interface
identifier (ID) in the low-order 64 bits of the
IPv6 address. Only the 64-bit network prefix
for the address needs to be specified; the last
64 bits are automatically computed from the
interface ID.

Entering the ipv6 address use-link-local-only
command configures a link-local address on the
interface that is used instead of the link-local
address that is automatically configured when
IPv6 is enabled on the interface.

This command enables IPv6 processing on an
interface without configuring an IPv6 address.

Step 4

(Optional) show ipv6 interface

Example:

switch (config-if)# show ipvé interface

Displays interfaces configured for IPv6.

Step 5

(Optional) copy running-config star tup-config

Example:

Saves this configuration change.
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Command or Action Purpose

switch (config-if)# copy running-config
startup-config

Example

This example shows how to configure an IPv6 address:

switch# configure terminal

switch (config) # interface ethernet 3/1

switch (config-if)# ipv6é address ?

A:B::C:D/LEN IPv6 prefix format: : /ml, : ::/ml,

xxxx::xx/128

use-link-local-only Enable IPv6 on interface using only a single link-local
address

switch (config-if)# ipvé address 2001:db8::/64 euib4

This example shows how to display an IPv6 interface:

switch (config-if)# show ipvé interface ethernet 3/1
Ethernet3/1, Interface status: protocol-down/link-down/admin-down, iod: 36
IPv6 address: 2001:db8:0000:0000:0218:baff:fed8:239d
IPv6 subnet: 2001:db8::/64
IPv6 link-local address: fe80::0218:baff:fed8:239d (default)
IPv6 multicast routing: disabled
IPv6 multicast groups locally joined:
££02::0001:££d8:239d ££02::0002 ££02::0001 ££02::0001:£f£d8:239d
IPv6 multicast (S,G) entries joined: none
IPv6 MTU: 1500 (using link MTU)
IPv6 RP inbound packet-filtering policy: none
IPv6 RP outbound packet-filtering policy: none
IPv6 inbound packet-filtering policy: none
IPv6 outbound packet-filtering policy: none
IPv6 interface statistics last reset: never
IPv6 interface RP-traffic statistics: (forwarded/originated/consumed)
Unicast packets: 0/0/0
Unicast bytes: 0/0/0
Multicast packets: 0/0/0
Multicast bytes: 0/0/0

Configuring Max-Host Routing Mode (Cisco Nexus 9500 Platform Switches

Only)

By default, the device programs routes in a hierarchical fashion (with fabric modules that are configured to
be in mode 4 and line card modules that are configured to be in mode 3), which allows for longest prefix
match (LPM) and host scale on the device.

You can modify the default LPM and host scale to program more hosts in the system, as might be required
when the node is positioned as a Layer-2 to Layer-3 boundary node.

N

Note

If you want to further scale the entries in the LPM table, see the Configuring Nonhierarchical Routing Mode
(Cisco Nexus 9500 Series Switches Only) section to configure the device to program all the Layer 3 [Pv4 and
IPv6 routes on the line cards and none of the routes on the fabric modules.
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Configuring Nonhierarchical Routing Mode (Cisco Nexus 9500 Series Switches Only) .

\)

Note  This configuration impacts both the IPv4 and IPv6 address families.

)

Note For the max-host routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability

Guide.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #

Step 2 [no] system routing max-mode host Puts the line cards in Broadcom T2 mode 2 and

the fabric modules in Broadcom T2 mode 3 to

Example: .
ample increase the number of supported hosts.

switch (config)# system routing max-mode
host

Step 3 (Optional) show forwar ding route summary | Displays the LPM routing mode.

Example:

switch (config)# show forwarding route
summary

Step 4 copy running-config startup-config Saves this configuration change.

Example:

switch (config)# copy running-config
startup-config

Step 5 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring Nonhierarchical RoutingMode (Cisco Nexus 9500 Series Switches
Only)

If the host scale is small (as in a pure Layer 3 deployment), we recommend programming the longest prefix
match (LPM) routes in the line cards to improve convergence performance. Doing so programs routes and
hosts in the line cards and does not program any routes in the fabric modules.

N

Note This configuration impacts both the IPv4 and IPv6 address families.
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Procedure

Configuring IPv6 |

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] system routing non-hier archical-routing
[max-13-mode]
Example:

switch(config)# system routing
non-hierarchical-routing max-13-mode

Puts the line cards in Broadcom T2 mode 3 (or
Broadcom T2 mode 4 if you use the
max-13-mode option) to support a larger LPM
scale. As aresult, all of the IPv4 and IPv6 routes
will be programmed on the line cards rather
than on the fabric modules.

Step 3

(Optional) show forwarding route summary

Example:

switch(config)# show forwarding route
summary

Mode 3:

120K IPv4 Host table

16k LPM table (> 65 < 127 1k entry
reserved)

Mode 4:

16k V4 host/4k V6 host

128k v4 LPM/20K V6 LPM

Displays the LPM mode.

Step 4

copy running-config startup-config

Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.

Step 5

reload

Example:

switch (config)# reload

Reboots the entire device.

Configuring 64-Bit ALPM Routing Mode (Cisco Nexus 9500 Platform Switches

Only)

You can use the 64-bit algorithmic longest prefix match (ALPM) feature to manage IPv4 and IPv6 route table
entries. In 64-bit ALPM routing mode, the device can store more route entries. In this mode, you can program
one of the following:

* 80,000 IPv6 entries and no IPv4 entries

* No IPv6 entries and 128,000 IPv4 entries

* X IPv6 entries and y IPv4 entries, where 2X +y <= 128,000
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Configuring ALPM Routing Mode (Cisco Nexus 9300 Platform Switches Only) .

\)

Note  This configuration impacts both the IPv4 and IPv6 address families.

)

Note For the 64-bit ALPM routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability

Guide.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #

Step 2 [no] system routing mode hierarchical Causes all IPv4 and IPv6 LPM routes with a
64b-alpm mask length that is less than or equal to 64 to

be programmed in the fabric module. All host

Example:

routes for IPv4 and IPv6 and all LPM routes
with a mask length of 65-127 are programmed
in the line card.

switch (config)# system routing mode
hierarchical 64b-alpm

Step 3 (Optional) show forwarding route summary | Displays the LPM mode.

Example:

switch(config)# show forwarding route
summary

Step 4 copy running-config startup-config Saves this configuration change.

Example:

switch (config)# copy running-config
startup-config

Step 5 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring ALPM Routing Mode (Cisco Nexus 9300 Platform Switches Only)

You can configure Cisco Nexus 9300 platform switches to support more LPM route entries.

\}

Note This configuration impacts both the IPv4 and IPv6 address families.
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. Configuring IPv6 Neighbor Discovery

\)

Note For ALPM routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability Guide.

Procedure
Command or Action Purpose

Step 1 configure terminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 [no] system routing max-mode |3 Puts the device in Broadcom T2 mode 4 to

Example: support a larger LPM scale.

switch(config)# system routing max-mode
13

Step 3 (Optional) show forwarding route summary | Displays the LPM mode.

Example:

switch (config)# show forwarding
route summary

Step 4 copy running-config startup-config Saves this configuration change.

Example:

switch (config) # copy running-config
startup-config

Step 5 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring IPv6 Neighbor Discovery

You can configure [Pv6 neighbor discovery on the router. NDP enables IPv6 nodes and routers to determine
the link-layer address of a neighbor on the same link, find neighboring routers, and keep track of neighbors.

Before you begin

You must first enable IPv6 on the interface.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)


https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-and-configuration-guides-list.html

| Configuring IPv6

Configuring IPv6 Neighbor Discovery .

Command or Action

Purpose

switch# configure terminal
switch (config) #

Step 2 inter face ethernet number Enters interface configuration mode.
Example:
switch (config)# interface ethernet 2/3
switch (config-if) #

Step 3 ipv6 nd [hop-limit hop-limit | Specifies an IPv6 address assigned to the

managed-config-flag | mtu mtu | ns-interval
interval | other-config-flag | prefix |
ra-interval interval | ra-lifetime lifetime |
reachable-timetime|redirects|retrans-timer
time | suppressra]

Example:
switch(config-if)# ipv6 nd prefix

interface and enables IPv6 processing on the
interface.

* hop-limit— Advertises the hop limit in
IPv6 neighbor discovery packets. The
range is from 0 to 255.

» managed-config-flag— Advertises in
ICMPv6 router-advertisement messages
to use stateful address auto-configuration
to obtain address information.

mtu— Advertises the maximum
transmission unit (MTU) in ICMPv6
router-advertisement messages on this link.
The range is from 1280 to 65535 bytes.

ns-interval— Configures the
retransmission interval between IPv6
neighbor solicitation messages. The range
is from 1000 to 3600000 milliseconds.

other-config-flag— Indicates in ICMPv6
router-advertisement messages that hosts
use stateful auto configuration to obtain
nonaddress related information.

prefix— Advertises the IPv6 prefix in the
router-advertisement messages.

ra-interval— Configures the interval
between sending ICMPv6
router-advertisement messages. The range
is from 4 to 1800 seconds.

ra-lifetime— Advertises the lifetime of a
default router in ICMPv6
router-advertisement messages. The range
is from 0 to 9000 seconds.

reachable-time— Advertises the time
when a node considers a neighbor up after
receiving a reachability confirmation in
ICMPv6 router-advertisement messages.
The range is from 0 to 9000 seconds.
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Command or Action

Purpose

* redirects— Enables sending ICMPv6
redirect messages.

Note When disabling IPv6 redirects,
IPv4 redirects should also be
disabled as some IPv6 packets

may still be leaked to the CPU.

* retrans-timer— time-Advertises the time
between neighbor-solicitation messages in
ICMPv6 router-advertisement messages.
The range is from 0 to 9000 seconds.

* suppress-ra— Disables sending ICMPv6
router-advertisement messages.

Step 4 (Optional) show ip nd interface Displays interfaces configured for IPv6
Example: neighbor discovery.
switch (config-if)# show ip interface

Step 5 (Optional) copy running-config startup-config | Saves this configuration change.
Example:
switch(config-if)# copy running-config
startup-config

Example

This example shows how to configure IPv6 neighbor discovery reachable time:

switch# configure terminal
switch (config) # interface ethernet 3/1
switch (config-if)# ipv6é nd reachable-time 10

This example shows how to display an IPv6 interface:

switch# configure terminal

switch (config) # show ipvé nd interface ethernet 3/1

ICMPv6 ND Interfaces for VRF
Ethernet3/1,
IPv6 address:
ICMPv6 active timers:

Last Neighbor-Solicitation sent: never

Last Neighbor-Advertisement sent: never
Last Router-Advertisement sent:never

Next Router-Advertisement sent in: 0.000000
Router-Advertisement parameters:

Periodic interval: 200 to 600 seconds

"default"

Send "Managed Address Configuration" flag: false
Send "Other Stateful Configuration" flag: false
Send "Current Hop Limit" field: 64

Send "MTU" option value: 1500

Send "Router Lifetime" field: 1800 secs

Send "Reachable Time" field: 10 ms

Send "Retrans Timer" field: 0 ms

Neighbor-Solicitation parameters:

Interface status: protocol-down/link-down/admin-down
0dc3:0dc3:0000:0000:0218:baff:fed8:239d
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NS retransmit interval: 1000 ms
ICMPv6 error message parameters:
Send redirects: false

Send unreachables: false

Optional IPv6 Neighbor Discovery

Optional IPv6 Neighbor Discovery .

You can use the following optional IPv6 Neighbor Discovery commands:

Table 16:

Command

Purpose

ipv6 nd hop-limit

Configures the maximum number of hops used in
router advertisements and all IPv6 packets that are
originated by the router.

ipv6 nd managed-config-flag

Sets the managed address configuration flag in IPv6
router advertisements.

ipv6 nd mtu

Sets the maximum transmission unit (MTU) size of
IPv6 packets sent on an interface.

ipv6 nd ns-interval

Configures the interval between IPv6 neighbor
solicitation retransmissions on an interface.

ipv6 nd other-config-flag

Configures the other stateful configuration flag in
IPv6 router advertisements.

ipv6 nd ra-interval

Configures the interval between IPv6 router
advertisement (RA) transmissions on an interface.

ipv6 nd ra-lifetime

Configures the router lifetime value in IPv6 router
advertisements on an interface.

ipv6 nd reachable-time

Configures the amount of time that a remote IPv6
node is considered reachable after some reachability
confirmation event has occurred.

ipv6 nd redirects

Enables ICMPv6 redirect messages to be sent.

ipv6 nd retrans-timer

Configures the advertised time between neighbor
solicitation messages in router advertisements.

ipv6 nd suppress-ra

Suppresses IPv6 router advertisement transmissions
on a LAN interface.

Configuring IPv6 Packet Verification

Cisco NX-OS supports an Intrusion Detection System (IDS) that checks for IPv6 packet verification. You

can enable or disable these IDS checks.
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. Configuring IPv6 Packet Verification

To enable IDS checks, use the following commands in global configuration mode:

Table 17:
hardwareip verify address {destination zero | Performs the following IDS checks on the IPv6
identical | reserved | source multicast } address:

« destination zero —Drops IPv6 packets if the
destination IP address is ::.

« identical —Drops IPv6 packets if the source
IPv6 address is identical to the destination IPv6
address.

* reserved —Drops IPv6 packets if the IPv6
address is ::1.

+ source multicast —Drops IPv6 packets if the
IPv6 source address is in the FF00::/8 range
(multicast).

har dwareipv6 verify length {consistent | maximum | Performs the following IDS checks on the IPv6
{ max-frag | max-tcp | udp }} address:

* consistent —Drops IPv6 packets where the
Ethernet frame size is greater than or equal to
the IPv6 packet length plus the Ethernet header.

» maximum max-frag —Drops IPv6 packets if
the formula (IPv6 Payload Length — IPv6
Extension Header Bytes) + (Fragment Offset *
8) is greater than 65536.

* maximum max-tcp —Drops [Pv6 packets if the
TCP length is greater than the IP payload length.

» maximum udp —Drops IPv6 packets if the IPv6
payload length is less than the UDP packet
length.

har dwareipv6 verify tcp tiny-frag Drops TCP packets if the IPv6 fragment offset is 1,
or if the IPv6 fragment offset is 0 and the IP payload
length is less than 16.

har dwareipv6 verify version Drops IPv6 packets if the EtherType is not set to 6
(IPv6).

Use the show hardware forwarding ip verify command to display the IPv6 packet verification configuration.
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Configuring IPv6 Stateless Autoconfiguration

Procedure

Configuring IPv6 Stateless Autoconfiguration .

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enters privileged EXEC mode.

* Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface type number

Example:

Device (config)# interface FastEthernet
1/0

Specifies an interface type and number, and
places the device in interface configuration
mode.

Step 4

ipv6 address autoconfig

Example:

Device (config-if)# ipvé address
autoconfig

Enables automatic configuration of IPv6
addresses using stateless autoconfiguration on
the management interface.

Step 5

ipv6 address autoconfig default

Example:

Device (config-if)# ipvé address
autoconfig default

Enables automatic configuration of IPv6
addresses using stateless autoconfiguration on
the management interface and adds a default
route with next-hop as that of the link-local
address received in the router advertisement.

Example

This example shows how to use the show ipv6 interface command to display and verify that IPv6
addresses are configured on the management interface. Information displays the all the IPV6 addresses
configured on the interface including the SLAAC generated addresses. It also indicates whether or
not the stateless address autoconfig is enabled on the interface:

Device# show ipv6é interface mgmt O

IPv6 Interface Status for VRF "management" (2)

mgmt0, Interface status: protocol-up/link-up/admin-up, iod: 2
IPv6 address:

1955::2f6:63ff:fe8b:c9£8/64 [VALID]

IPv6 subnet: 1955::/64

IPv6 link-local address: fe80::2f6:63ff:fe8b:c9f8 (default) [VALID]

Stateless autoconfig configured on the interface

This example shows how to use the show ipv6 route vrf management command to display the
IPv6 routing table for VRF management:
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Configuring IPv6 |
ng Mode (Cisco Nexus 9200 and 9300-EX Platform Switches and 9732C-EX Line Card Only)

ce# show ipvé route vrf management

Routing Table for VRF "management"
denotes best ucast next-hop

denotes best mcast next-hop

y]' denotes [preference/metric]

0, ubest/mbest: 1/0

fe80::2f6:63ff:fe8b:c9ff, mgmtO, [2/0], 00:02:00, icmpvé6
::/64, ubest/mbest: 1/0, attached
1955::2f6:63ff:fe8b:c9f8, mgmtO, [0/0], 15:59:22, direct,
::2f6:63ff:fe8b:c9f8/128, ubest/mbest: 1/0, attached
1955::2f6:63ff:fe8b:c9f8, mgmtO, [0/0], 15:59:22, local

example shows how to use the show ipvé nd int mgmt command to display the ICMPvé6 ND
rfaces for VRF management:

ce# show ipv6 nd int mgmt 0

ICMPv6 ND Interfaces for VRF "management"

mgmt0, Interface status: protocol-up/link-up/admin-up

IPv6 address:

1955::2f6:63ff:fe8b:c9£8/64 [VALID]

IPv6 link-local address: fe80::2f6:63ff:fe8b:c9f8 [VALID]

Subnets configured via SLAAC and their states:

Prefix 1955::/64 [PREFERRED] Preferred lifetime left: 6d23h Valid lifetime lef
t: 4wld

Configuring LPM
Switches and 97

Heavy Routing Mode (Cisco Nexus 9200 and 9300-EX Platform
32C-EX Line Card Only)

Beginning with Cisco NX-OS Release 7.0(3)14(4), you can configure LPM heavy routing mode in order to
support significantly more LPM route entries. Only the Cisco Nexus 9200 and 9300-EX Series switches and
the Cisco Nexus 9508 switch with an 9732C-EX line card support this routing mode.

\)

Note This configuration impacts both the IPv4 and IPv6 address families.
S
Note For LPM heavy routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability
Guide.
Procedure
Command or Action Purpose
Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
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Configuring LPM Internet-Peering Routing Mode (Cisco Nexus 9500-R Platform Switches, Cisco Nexus 9300-EX Platform Switches and Cisco Nexus 9000
Series Switches with 9700-EX Line Cards Only)

Command or Action Purpose
Step 2 [no] system routing template-lpm-heavy Puts the device in LPM heavy routing mode to
support a larger LPM scale.
Example:

switch (config)# system routing
template-lpm-heavy

Step 3 (Optional) show system routing mode Displays the LPM routing mode.

Example:

switch (config)# show system routing mode
Configured System Routing Mode: LPM Heavy
Applied System Routing Mode: LPM Heavy

Step 4 copy running-config startup-config Saves this configuration change.

Example:

switch(config)# copy running-config
startup-config

Step 5 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring LPM Internet-Peering Routing Mode (Cisco Nexus 9500-R Platform
Switches, Cisco Nexus 9300-EX Platform Switches and Cisco Nexus 9000
Series Switches with 9700-EX Line Cards Only)

Beginning with Cisco NX-OS Release 7.0(3)16(1), you can configure LPM Internet-peering routing mode in
order to support IPv4 and IPv6 LPM Internet route entries. This mode supports dynamic Trie (tree bit lookup)
for IPv4 prefixes (with a prefix length up to /32) and IPv6 prefixes (with a prefix length up to /83). Only the
Cisco Nexus 9300-EX platform switches and Cisco Nexus 9500 platform switches with 9700-EX line cards
support this routing mode.

Beginning with Cisco NX-OS Release 9.3(1), Cisco Nexus 9500-R platform switches support this routing
mode.

\}

Note  This configuration impacts both the IPv4 and IPv6 address families.

)

Note For LPM Internet-peering routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified
Scalability Guide. Cisco Nexus 9500-R platform switches in LPM Internet-peering mode scale out prectably
only if they use internet-peering prefixes. If a Cisco Nexus 9500-R platform switch uses other prefix patterns,
it might not achieve documented scalability numbers.
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Procedure

Configuring IPv6 |

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] system routing
template-internet-peering
Example:

switch(config)# system routing
template-internet-peering

Puts the device in LPM Internet-peering routing
mode to support IPv4 and IPv6 LPM Internet
route entries.

Step 3

(Optional) show system routing mode

Example:

switch (config)# show system routing mode

Configured System Routing Mode: Internet]
Peering

Applied System Routing Mode: Internet
Peering

Displays the LPM routing mode.

Step 4

copy running-config startup-config

Example:

switch(config)# copy running-config
startup-config

Saves this configuration change.

Step 5

reload

Example:

switch (config)# reload

Reboots the entire device.

Additional Configuration for LPM Internet-Peering Routing Mode

When you deploy a Cisco Nexus switch in LPM Internet-peering routing mode in a large-scale routing
environment or for routes with an increased number of next hops, you need to increase the memory limits for
IPv4 under the VDC resource template.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

(Optional) show routing ipv4 memory
estimate routes routes next-hops hops

Example:

Displays shared memory estimates to help you
determine the memory requirements for routes.
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Command or Action Purpose

switch (config)# show routing ipv4 memory]
estimate routes 262144 next-hops 32
Shared memory estimates:

Current max 512 MB; 78438 routes with 64

nhs
in-use 2 MB; 2642 routes with 1 nhs
(average)
Configured max 512 MB; 78438 routes with
64 nhs

Estimate memory with fixed overhead: 1007
MB; 262144 routes with 32 nhs

Estimate with variable overhead included:
- With MVPN enabled VRF: 1136 MB

- With OSPF route (PE-CE protocol): 1375
MB

- With EIGRP route (PE-CE protocol): 1651
M

Step 3 vdc switch id id Specifies the VDC switch ID.

Example:

switch (config)# vdc switch id 1
switch (config-vdc) #

Step 4 limit-resour ce u4route-mem minimum Configures the limits for IPv4 memory in
min-limit maximum max-limit megabytes.
Example:

switch (config-vdc) # limit-resource
udroute-mem minimum 1024 maximum 1024

Step 5 exit Exits the VDC configuration mode.

Example:

switch (config-vdc)# exit
switch (config) #

Step 6 copy running-config startup-config Saves this configuration change.

Example:

switch (config)# copy running-config
startup-config

Step 7 reload Reboots the entire device.

Example:

switch (config)# reload

Configuring LPM Dual-Host Routing Mode (Cisco Nexus 9200 and 9300-EX
Platform Switches)

You can configure LPM heavy routing mode in order to support more LPM route entries. Only the Cisco
Nexus 9200 and 9300-EX platform switches and the Cisco Nexus 9508 switch with a 9732C-EX line card
support this routing mode.
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\)
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Note This configuration impacts both the IPv4 and IPv6 address families.

)

Note For LPM heavy routing mode scale numbers, see the Cisco Nexus 9000 Series NX-OS Verified Scalability

Guide.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no] system routing template-lpm-heavy

Example:

switch(config)# system routing
template-lpm-heavy

Puts the device in LPM heavy routing mode to
support a larger LPM scale.

Step 3

(Optional) show system routing mode

Example:

switch (config) # show system routing mode
Configured System Routing Mode: LPM Heavy

Applied System Routing Mode: LPM Heavy

Displays the LPM routing mode.

Step 4

copy running-config startup-config

Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.

Step 5

reload

Example:

switch (config)# reload

Reboots the entire device.

Verifying the IPv6 Configuration

To display the IPv6 configuration, perform one of the following tasks:

Command

Purpose

show hardware forwarding ip verify

Displays the IPv4 and IPv6 packet verification
configuration.
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Command Purpose

show ipv6 interface Displays IPv6-related interface information.

show ipv6 adjacency Displays the adjacency table.

show system routing mode Displays the LPM routing mode.

show ipv6 icmp Displays ICMPv6 information.

show ipv6 nd Displays IPv6 neighbor discovery interface
information.

show ipv6 neighbor Displays IPv6 neighbor entry.

Configuration Examples for IPv6

The following example shows how to configure IPv6:

switch# configure terminal

switch (config) # interface ethernet 3/1

switch (config-if)# ipvé address 2001:db8::/64 euib4d
switch (config-if)# ipv6é nd reachable-time 10
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CHAPTER 6

Configuring DNS

This chapter describes how to configure the Domain Name Server (DNS) client on the Cisco NX-OS device.
This chapter includes the following sections:

» About DNS Clients, on page 87

* High Availability, on page 88

* Virtualization Support, on page 88

* Prerequisites for DNS Clients, on page 88

* Guidelines and Limitations for DNS Clients, on page 88
* Default Settings for DNS Clients, on page 89

* Configuring DNS Clients, on page 89

About DNS Clients

DNS Client Overview

Name Servers

If your network devices require connectivity with devices in networks for which you do not control the name
assignment, you can assign device names that uniquely identify your devices within the entire internetwork
using the domain name server (DNS). DNS uses a hierarchical scheme for establishing host names for network
nodes, which allows local control of the segments of the network through a client-server scheme. The DNS
system can locate a network device by translating the hostname of the device into its associated IP address.

On the Internet, a domain is a portion of the naming hierarchy tree that refers to general groupings of networks
based on the organization type or geography. Domain names are pieced together with periods (.) as the
delimiting characters. For example, Cisco is a commercial organization that the Internet identifies by a com
domain, so its domain name is cisco.com. A specific hostname in this domain, the File Transfer Protocol
(FTP) system, for example, is identified as ftp.cisco.com.

Name servers keep track of domain names and know the parts of the domain tree for which they have complete
information. A name server may also store information about other parts of the domain tree. To map domain
names to [P addresses in Cisco NX-OS, you must identify the hostnames, specify a name server, and enable
the DNS service.

Cisco NX-OS allows you to statically map IP addresses to domain names. You can also configure Cisco
NX-OS to use one or more domain name servers to find an IP address for a host name.
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DNS Operation

A name server handles client-issued queries to the DNS server for locally defined hosts within a particular
zone as follows:

* An authoritative name server responds to DNS user queries for a domain name that is under its zone of
authority by using the permanent and cached entries in its own host table. If the query is for a domain
name that is under its zone of authority but for which it does not have any configuration information, the
authoritative name server replies that no such information exists.

* A name server that is not configured as the authoritative name server responds to DNS user queries by
using information that it has cached from previously received query responses. If no router is configured
as the authoritative name server for a zone, queries to the DNS server for locally defined hosts receive
nonauthoritative responses.

Name servers answer DNS queries (forward incoming DNS queries or resolve internally generated DNS
queries) according to the forwarding and lookup parameters configured for the specific domain.

High Availability

Cisco NX-OS supports stateless restarts for the DNS client. After a reboot or supervisor switchover, Cisco
NX-OS applies the running configuration.

Virtualization Support

Cisco NX-OS supports multiple instances of the DNS clients that run on the same system. You can configure
a DNS client. You can optionally have a different DNS client configuration in each virtual routing and
forwarding (VRF) instance.

Prerequisites for DNS Clients

The DNS client has the following prerequisites:

* You must have a DNS name server on your network.

Guidelines and Limitations for DNS Clients

The DNS client has the following configuration guidelines and limitations:

* You configure the DNS client in a specific VRF. If you do not specify a VRF, Cisco NX-OS uses the
default VRF.

* Beginning with Cisco NX-OS Release 7.0(3)I5(1), DNS supports [Pv6 addresses.

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)
88



| Configuring DNS

Default Settings for DNS Clients

The table lists the default settings for DNS client parameters.

Default Settings for DNS Clients .

Default DNS Client Parameters
Parameters Default
DNS client Enabled

Configuring DNS

Configuring the DNS

Clients

Client

You can configure the DNS client to use a DNS server on your network.

Before you begin

Ensure that you have a domain name server on your network.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

ip host name addressl [address2... addresst)]

Example:

switch(config)# ip host cisco-rtp
192.0.2.1

Defines up to six static hostname-to-address
mappings in the hostname cache. The address
can be either an IPv4 address or an IPv6
address.

Step 3

(Optional) ip domain-name name [use-vrf
vrf-name]
Example:

switch (config)# ip domain-name
myserver.com

Defines the default domain name that Cisco
NX-OS uses to complete unqualified hostnames.
You can optionally define a VRF that Cisco
NX-OS uses to resolve this domain name if it
cannot be resolved in the VRF that you
configured this domain name under.

Cisco NX-OS appends the default domain name
to any hostname that does not contain a
complete domain name before starting a
domain-name lookup.

Step 4

(Optional) ip domain-list name [use-vrf
vrf-name]

Defines additional domain names that Cisco
NX-OS can use to complete unqualified
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Command or Action

Purpose

Example:

switch(config)# ip domain-1list
mycompany.com

hostnames. You can optionally define a VRF
that Cisco NX-OS uses to resolve these domain
names if they cannot be resolved in the VRF
that you configured this domain name under.

Cisco NX-OS uses each entry in the domain list
to append that domain name to any hostname
that does not contain a complete domain name
before starting a domain-name lookup. Cisco
NX-OS continues this process for each entry in
the domain list until it finds a match.

Step 5

(Optional) ip name-server addressl

[address2... address6] [use-vrf vrf-name]

Example:

switch(config)# ip name-server
192.0.2.22

Defines up to six name servers. The address can
be either an IPv4 address or an IPv6 address.

You can optionally define a VRF that Cisco
NX-OS uses to reach this name server if it
cannot be reached in the VRF that you
configured this name server under.

Note Multiple DNS servers are for the case
of unresponsive servers.

If the first DNS server in the list replies
to the DNS query with a reject, the
remaining DNS servers are not queried.
If the first one doesn't respond, the next
DNS server in list is queried.

Step 6

(Optional) ip domain-lookup

Example:

switch (config)# ip domain-lookup

Enables DNS-based address translation. This
feature is enabled by default.

Step 7

(Optional) show hosts

Example:

switch (config)# show hosts

Displays information about DNS.

Step 8

(Optional) copy running-config
startup-config

Example:

switch (config)# copy running-config

startup-config

Saves this configuration change.

Example

This example shows how to configure a default domain name and enable DNS lookup:

switch# configure terminal
switch(config)# ip domain-name cisco.com
switch(config)# ip name-server 192.0.2.1 use-vrf management
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switch (config)# ip domain-lookup

switch (config)# copy running-config startup-config

Configuring Virtualization

You can configure a DNS client within a VRF. If you do not enter VRF configuration mode, your DNS client
configuration applies to the default VRF.

Configuring Virtualization .

You can optionally configure a DNS client to use a specified VRF other than the VRF under which you
configured the DNS client as a backup VRF. For example, you can configure a DNS client in the Red VRF
but use the Blue VRF to communicate with the DNS server if the server cannot be reached through the Red

VRF.

Before you begin

Ensure that you have a domain name server on your network.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

vrf context vrf-name

Example:

switch(config)# vrf context Red
switch (config-vrf)#

Creates a VRF and enters VRF configuration
mode.

Step 3

(Optional) ip domain-name name [use-vr f
vrf-name]
Example:

switch (config-vrf)# ip domain-name
myserver.com

Defines the default domain name server that
Cisco NX-OS uses to complete unqualified
hostnames. You can optionally define a VRF
that Cisco NX-OS uses to resolve this domain
name server if it cannot be resolved in the VRF
under which you configured this domain name.

Cisco NX-OS appends the default domain name
to any hostname that does not contain a
complete domain name before starting a
domain-name lookup.

Step 4

(Optional) ip domain-list name [use-vrf
vrf-name]
Example:

switch(config-vrf)# ip domain-list
mycompany .com

Defines additional domain name servers that
Cisco NX-OS can use to complete unqualified
hostnames. You can optionally define a VRF
that Cisco NX-OS uses to resolve this domain
name server if it cannot be resolved in the VRF
under which you configured this domain name.

Cisco NX-OS uses each entry in the domain list
to append that domain name to any hostname
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Command or Action

Purpose

that does not contain a complete domain name
before starting a domain-name lookup. Cisco
NX-OS continues this process for each entry in
the domain list until it finds a match.

Step 5

(Optional) ip name-server addressl
[address2... address6] [use-vrf vrf-name]
Example:

switch(config-vrf)# ip name-server
192.0.2.22

Defines up to six name servers. The address can
be either an IPv4 address or an IPv6 address.

You can optionally define a VRF that Cisco
NX-OS uses to reach this name server if it
cannot be reached in the VRF that you
configured this name server under.

Note Multiple DNS servers are for the case

of unresponsive servers.

If the first DNS server in the list replies
to the DNS query with a reject, the
remaining DNS servers are not queried.
If the first one doesn't respond, the next
DNS server in list is queried.

Step 6

(Optional) show hosts

Example:

switch (config-vrf) # show hosts

Displays information about DNS.

Step 7

(Optional) copy running-config
startup-config
Example:

switch (config)# copy running-config
startup-config

Saves this configuration change.

Example

This example shows how to configure a default domain and enable DNS lookup within a VRF:

switch# configure terminal
switch(config)# vrf context Red

switch (config-vrf)# ip domain-name cisco.com

(
switch (config-vrf) #
switch (config-vrf) #

Verifying the DNS Client Configuration

To display the DNS client configuration, perform one of the following tasks:

ip name-server 192.0.2.1 use-vrf management
copy running-config startup-config

Command

Purpose

show hosts

Displays information about DNS.

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)



| Configuring DNS
Configuration Examples for the DNS Client .

Configuration Examples for the DNS Client

The following example shows how to establish a domain list with several alternate domain names:

ip domain-list csi.com
ip domain-list telecomprog.edu
ip domain-list merit.edu

The following example shows how to configure the hostname-to-address mapping process and specify IP
DNS-based translation. The example also shows how to configure the addresses of the name servers and the
default domain name.

ip domain-lookup

ip name-server 192.168.1.111 192.168.1.2
ip domain-name cisco.com

Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x) .



Configuring DNS |
. Configuration Examples for the DNS Client

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)



CHAPTER 7

Configuring OSPFv2

This chapter describes how to configure Open Shortest Path First version 2 (OSPFv2) for IPv4 networks on
the Cisco NX-OS device.

This chapter includes the following sections:

» About OSPFv2, on page 95

* OSPFv2 and the Unicast RIB, on page 101

* Authentication, on page 101

» Advanced Features, on page 102

* Licensing Requirements, on page 106

* Prerequisites for OSPFv2, on page 106

* Guidelines and Limitations for OSPFv2, on page 107
* Default Settings for OSPFv2, on page 108

* Configuring Basic OSPFv2, on page 109

* Configuring Advanced OSPFv2, on page 119

* Verifying the OSPFv2 Configuration, on page 141
* Monitoring OSPFv2, on page 142

* Configuration Examples for OSPFv2, on page 143
* Additional References, on page 143

About OSPFv2

OSPFv2 is an IETF link-state protocol (see the Link-State Protocols section) for IPv4 networks. An OSPFv2
router sends a special message, called a hello packet, out each OSPF-enabled interface to discover other
OSPFv2 neighbor routers. Once a neighbor is discovered, the two routers compare information in the Hello
packet to determine if the routers have compatible configurations. The neighbor routers try to establish
adjacency, which means that the routers synchronize their link-state databases to ensure that they have identical
OSPFv2 routing information. Adjacent routers share link-state advertisements (LSAs) that include information
about the operational state of each link, the cost of the link, and any other neighbor information. The routers
then flood these received LSAs out every OSPF-enabled interface so that all OSPFv2 routers eventually have
identical link-state databases. When all OSPFv2 routers have identical link-state databases, the network is
converged (see the Convergence section). Each router then uses Dijkstra’s Shortest Path First (SPF) algorithm
to build its route table.

You can divide OSPFv2 networks into areas. Routers send most LSAs only within one area, which reduces
the CPU and memory requirements for an OSPF-enabled router.
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OSPFv2 supports IPv4, while OSPFv3 supports IPv6. For more information, see Configuring OSPFv3, on
page 145.

\)

Note OSPFv2 on Cisco NX-OS supports RFC 2328. This RFC introduced a different method to calculate route

summary costs which is not compatible with the calculation used by RFC1583. RFC 2328 also introduced
different selection criteria for AS-external paths. It is important _to ensure that all routers support the same
RFC. RFC. Use the rfc1583compatibility command if your network includes routers that are only compliant
with RFC1583. The default supported RFC standard for OSPFv2 may be different for Cisco NX-OS and Cisco
I0S. You must make adjustments to set the values identically. See the OSPF RFC Compatibility Mode Example
section for more information.

Hello Packet

Neighbors

OSPFv2 routers periodically send Hello packets on every OSPF-enabled interface. The hello interval determines
how frequently the router sends these Hello packets and is configured per interface. OSPFv2 uses Hello
packets for the following tasks:

* Neighbor discovery

* Keepalives

* Bidirectional communications

* Designated router election (see the Designated Routers section)
The Hello packet contains information about the originating OSPFv2 interface and router, including the
assigned OSPFv2 cost of the link, the hello interval, and optional capabilities of the originating router. An
OSPFv2 interface that receives these Hello packets determines if the settings are compatible with the receiving

interface settings. Compatible interfaces are considered neighbors and are added to the neighbor table (see
the Neighbors section).

Hello packets also include a list of router IDs for the routers that the originating interface has communicated
with. If the receiving interface sees its own router ID in this list, bidirectional communication has been
established between the two interfaces.

OSPFv2 uses Hello packets as a keepalive message to determine if a neighbor is still communicating. If a
router does not receive a Hello packet by the configured dead interval (usually a multiple of the hello interval),
then the neighbor is removed from the local neighbor table.

An OSPFv2 interface must have a compatible configuration with a remote interface before the two can be
considered neighbors. The two OSPFv2 interfaces must match the following criteria:

* Hello interval
* Dead interval
* Area ID (see the Areas section)

 Authentication
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* Optional capabilities

If there is a match, the following information is entered into the neighbor table:

* Neighbor ID—The router ID of the neighbor.

* Priority—Priority of the neighbor. The priority is used for designated router election (see the Designated
Routers section).

» State—Indication of whether the neighbor has just been heard from, is in the process of setting up
bidirectional communications, is sharing the link-state information, or has achieved full adjacency.

* Dead time—Indication of the time since the last Hello packet was received from this neighbor.
* [P Address—The IP address of the neighbor.

* Designated Router—Indication of whether the neighbor has been declared as the designated router or as
the backup designated router (see the Designated Routers section).

* Local interface—The local interface that received the Hello packet for this neighbor.

Adjacency

Not all neighbors establish adjacency. Depending on the network type and designated router establishment,
some neighbors become fully adjacent and share LSAs with all their neighbors, while other neighbors do not.
For more information, see the Designated Routers section.

Adjacency is established using Database Description (DD) packets, Link State Request (LSR) packets, and
Link State Update (LSU) packets in OSPF. The Database Description packet includes just the LSA headers
from the link-state database of the neighbor (see the Link-State Database section). The local router compares
these headers with its own link-state database and determines which LSAs are new or updated. The local
router sends an LSR packet for each LSA that it needs new or updated information on. The neighbor responds
with an LSU packet. This exchange continues until both routers have the same link-state information.

Designated Routers

Networks with multiple routers present a unique situation for OSPF. If every router floods the network with
LSAs, the same link-state information is sent from multiple sources. Depending on the type of network,
OSPFv2 might use a single router, the designated router (DR), to control the LSA floods and represent the
network to the rest of the OSPFv2 area (see the Areas section). If the DR fails, OSPFv2 selects a backup
designated router (BDR). If the DR fails, OSPFv2 uses the BDR.

Network types are as follows:

* Point-to-point—A network that exists only between two routers. All neighbors on a point-to-point network
establish adjacency and there is no DR.

* Broadcast—A network with multiple routers that can communicate over a shared medium that allows
broadcast traffic, such as Ethernet. OSPFv2 routers establish a DR and a BDR that controls LSA flooding
on the network. OSPFv2 uses the well-known IPv4 multicast addresses 224.0.0.5 and a MAC address
0f 0100.5300.0005 to communicate with neighbors.

The DR and BDR are selected based on the information in the Hello packet. When an interface sends a Hello
packet, it sets the priority field and the DR and BDR field if it knows who the DR and BDR are. The routers
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follow an election procedure based on which routers declare themselves in the DR and BDR fields and the
priority field in the Hello packet. As a final tie breaker, OSPFv2 chooses the highest router IDs as the DR and
BDR.

All other routers establish adjacency with the DR and the BDR and use the IPv4 multicast address 224.0.0.6
to send LSA updates to the DR and BDR. The figure below shows this adjacency relationship between all
routers and the DR.

DRs are based on a router interface. A router might be the DR for one network and not for another network
on a different interface.

Figure 20: DR in Multi-Access Network
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You can limit the CPU and memory requirements that OSPFv2 puts on the routers by dividing an OSPFv2
network into areas. An area is a logical division of routers and links within an OSPFv2 domain that creates
separate subdomains. LSA flooding is contained within an area, and the link-state database is limited to links
within the area. You can assign an area ID to the interfaces within the defined area. The Area ID is a 32-bit
value that you can enter as a number or in dotted decimal notation, such as 10.2.3.1.

Cisco NX-OS always displays the area in dotted decimal notation.

If you define more than one area in an OSPFv2 network, you must also define the backbone area, which has
the reserved area ID of 0. If you have more than one area, then one or more routers become area border routers
(ABRs). The figure shows how an ABR connects to both the backbone area and at least one other defined
area.
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Figure 21: 0SPFv2 Areas

182983

The ABR has a separate link-state database for each area to which it connects. The ABR sends Network
Summary (type 3) LSAs (see the Route Summarization section) from one connected area to the backbone
area. The backbone area sends summarized information about one area to another area. In the OSPFv2 Areas
Figure, Area 0 sends summarized information about Area 5 to Area 3.

OSPFv2 defines one other router type: the autonomous system boundary router (ASBR). This router connects
an OSPFv2 area to another autonomous system. An autonomous system is a network controlled by a single
technical administration entity. OSPFv2 can redistribute its routing information into another autonomous
system or receive redistributed routes from another autonomous system. For more information, see the
Advanced Features section.

Link-State Advertisements

OSPFv2 uses link-state advertisements (LSAs) to build its routing table.

Link-State Advertisement Types
OSPFv2 uses link-state advertisements (LSAs) to build its routing table.
The table shows the LSA types supported by Cisco NX-OS.

Table 18: Table 5-1 LSA Types

Type | Name Description

1 |[Router LSA LSA sent by every router. This LSA includes the state and the cost of all links
and a list of all OSPFv2 neighbors on the link. Router LSAs trigger an SPF
recalculation. Router LSAs are flooded to local OSPFv2 area.

2 |Network LSA LSA sent by the DR. This LSA lists all routers in the multi-access network.
Network LSAs trigger an SPF recalculation. See the Designated Routers section.
3 |Network Summary LSA sent by the area border router to an external area for each destination in
LSA the local area. This LSA includes the link cost from the area border router to

the local destination. See the Areas section.
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Tpe | Name Description

~

ASBR Summary LSA | LSA sent by the area border router to an external area. This LSA advertises
the link cost to the ASBR only. See the Areas section.

5 | AS External LSA LSA generated by the ASBR. This LSA includes the link cost to an external
autonomous system destination. AS External LSAs are flooded throughout the
autonomous system. See the Areas section.

7 | NSSA External LSA | LSA generated by the ASBR within a not-so-stubby area (NSSA). This LSA
includes the link cost to an external autonomous system destination. NSSA
External LSAs are flooded only within the local NSSA. See the Areas section.

H

ey

Opaque LSAs LSA used to extend OSPF. See the Opaque LSAs section.

Each OSPFv2 interface is assigned a link cost. The cost is an arbitrary number. By default, Cisco NX-OS
assigns a cost that is the configured reference bandwidth divided by the interface bandwidth. By default, the
reference bandwidth is 40 Gb/s. The link cost is carried in the LSA updates for each link.

Flooding and LSA Group Pacing

When an OSPFv2 router receives an LSA, it forwards that LSA out every OSPF-enabled interface, flooding
the OSPFv2 area with this information. This LSA flooding guarantees that all routers in the network have
identical routing information. LSA flooding depends on the OSPFv2 area configuration (see the Areas section).
The LSAs are flooded based on the link-state refresh time (every 30 minutes by default). Each LSA has its
own link-state refresh time.

You can control the flooding rate of LSA updates in your network by using the LSA group pacing feature.
LSA group pacing can reduce high CPU or buffer usage. This feature groups LSAs with similar link-state
refresh times to allow OSPFv2 to pack multiple LSAs into an OSPFv2 Update message.

By default, LSAs with link-state refresh times within 10 seconds of each other are grouped together. You
should lower this value for large link-state databases or raise it for smaller databases to optimize the OSPFv2
load on your network.

Link-State Database

Opaque LSAs

Each router maintains a link-state database for the OSPFv2 network. This database contains all the collected
LSAs, and includes information on all the routes through the network. OSPFv2 uses this information to
calculate the bast path to each destination and populates the routing table with these best paths.

LSAs are removed from the link-state database if no LSA update has been received within a set interval, called
the MaxAge. Routers flood a repeat of the LSA every 30 minutes to prevent accurate link-state information

from being aged out. Cisco NX-OS supports the LSA grouping feature to prevent all LSAs from refreshing

at the same time. For more information, see the Flooding and LSA Group Pacing section.

Opaque LSAs allow you to extend OSPF functionality. Opaque LSAs consist of a standard LSA header
followed by application-specific information. This information might be used by OSPFv2 or by other
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applications. OSPFv2 uses Opaque LSAs to support OSPFv2 Graceful Restart capability (see the High
Availability and Graceful Restart section). Three Opaque LSA types are defined as follows:

* LSA type 9—Flooded to the local network.
* LSA type 10—Flooded to the local area.

* LSA type 11—Flooded to the local autonomous system.

OSPFv2 and the Unicast RIB

OSPFv2 runs the Dijkstra shortest path first algorithm on the link-state database. This algorithm selects the
best path to each destination based on the sum of all the link costs for each link in the path. The resultant
shortest path for each destination is then put in the OSPFv2 route table. When the OSPFv2 network is converged,
this route table feeds into the unicast RIB. OSPFv2 communicates with the unicast RIB to do the following:

* Add or remove routes
* Handle route redistribution from other protocols

* Provide convergence updates to remove stale OSPFv2 routes and for stub router advertisements (see the
OOSPFv2 Stub Router Advertisements section)

OSPFv2 also runs a modified Dijkstra algorithm for fast recalculation for summary and external (type 3, 4,
5, and 7) LSA changes.

Authentication

You can configure authentication on OSPFv2 messages to prevent unauthorized or invalid routing updates in
your network. Cisco NX-OS supports two authentication methods:

* Simple password authentication

* MDS5 authentication digest

You can configure the OSPFv2 authentication for an OSPFv2 area or per interface.

Simple Password Authentication

Simple password authentication uses a simple clear-text password that is sent as part of the OSPFv2 message.
The receiving OSPFv2 router must be configured with the same clear-text password to accept the OSPFv2
message as a valid route update. Because the password is in clear text, anyone who can watch traffic on the
network can learn the password.

Cryptographic Authentication

Cryptographic authentication uses an encrypted password for OSPFv2 authentication. The transmitter computes
a code using the packet to be transmitted and the key string, inserts the code and the key ID in the packet, and
transmits the packet. The receiver validates the code in the packet by computing the code locally using the
received packet and the key string (corresponding to the key ID in the packet) configured locally.
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Both message digest 5 (MD5) and hash-based message authentication code secure hash algorithm (HMAC-SHA)
cryptographic authentication are supported.

MD5 Authentication

You should use MDS5 authentication to authenticate OSPFv2 messages. You configure a password that is
shared at the local router and all remote OSPFv2 neighbors. For each OSPFv2 message, Cisco NX-OS creates
an MDS5 one-way message digest based on the message itself and the encrypted password. The interface sends
this digest with the OSPFv2 message. The receiving OSPFv2 neighbor validates the digest using the same
encrypted password. If the message has not changed, the digest calculation is identical and the OSPFv2
message is considered valid.

MD?5 authentication includes a sequence number with each OSPFv2 message to ensure that no message is
replayed in the network.

HMAC-SHA Authentication

Starting with Cisco NX-OS Release 7.0(3)13(1), OSPFv2 supports RFC 5709 to allow the use of HMAC-SHA
algorithms, which offer more security than MD5. The HMAC-SHA-1, HMAC-SHA-256, HMAC-SHA-384.
and HMAC-SHA-512 algorithms are supported for OSPFv2 authentication.

Advanced Features

Stub Area

Cisco NX-OS supports advanced OSPFv3 features that enhance the usability and scalability of OSPFv2 in
the network.

You can limit the amount of external routing information that floods an area by making it a stub area. A stub
area is an area that does not allow AS External (type 5) LSAs (see the Link-State Advertisement, on page 149
section). These LSAs are usually flooded throughout the local autonomous system to propagate external route
information. Stub areas have the following requirements:

* All routers in the stub area are stub routers. See the Stub Routing section.
* No ASBR routers exist in the stub area.

* You cannot configure virtual links in the stub area.

The following figure shows an example of an OSPFv2 autonomous system where all routers in area 0.0.0.10
have to go through the ABR to reach external autonomous systems. Area 0.0.0.10 can be configured as a stub
area.
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Figure 22: Stub Area

....................................

A 80 |

-, @ - : R @ -~ f
% Sthush ares

ASBR

________

| B

Stub areas use a default route for all traffic that needs to go through the backbone area to the external
autonomous system. The default route is 0.0.0.0 for [Pv4.

Not-So-Stubby Area

A Not-so-Stubby Area (NSSA) is similar to a stub area, except that an NSSA allows you to import autonomous
system external routes within an NSSA using redistribution. The NSSA ASBR redistributes these routes and
generates NSSA External (type 7) LSAs that it floods throughout the NSSA. You can optionally configure
the ABR that connects the NSSA to other areas to translate this NSSA External LSA to AS External (type 5)
LSAs. The ABR then floods these AS External LSAs throughout the OSPFv2 autonomous system.
Summarization and filtering are supported during the translation. See the Link-State Advertisements, on page
99 section for information about NSSA External LSAs.

You can, for example, use NSSA to simplify administration if you are connecting a central site using OSPFv2
to a remote site that is using a different routing protocol. Before NSSA, the connection between the corporate
site border router and a remote router could not be run as an OSPFv2 stub area because routes for the remote
site could not be redistributed into a stub area. With NSSA, you can extend OSPFv2 to cover the remote
connection by defining the area between the corporate router and remote router as an NSSA (see the Configuring
NSSA section).

The backbone Area 0 cannot be an NSSA.

\}

Note Beginning with Cisco NX-OS Release 9.3(1), OSPF became compliant with RFC 3101 section 2.5(3). When
an Area Border Router attached to a Not-so-Stubby Area receives a default route LSA with P-bit clear, it
should be ignored. OSPF had been previously adding the default route under these conditions.

If you have already designed your networks with RFC non-compliant behavior and expect a default route to
be added on NSSA ABR, you will see a change in behavior when you upgrade to Cisco NX-OS Release 9.3(1)
and later.

If you decide to continue with the old behavior, you have the option to enable it with the default-route
nssa-abr pbit-clear command. This command was implemented in Cisco NX-OS Release 9.3(1).

Virtual Links

Virtual links allow you to connect an OSPFv2 area ABR to a backbone area ABR when a direct physical
connection is not available. The figure shows a virtual link that connects Area 3 to the backbone area through
Area 5.
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Figure 23: Virtual Links
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You can also use virtual links to temporarily recover from a partitioned area, which occurs when a link within
the area fails, isolating part of the area from reaching the designated ABR to the backbone area.

Route Redistribution

OSPFv2 can learn routes from other routing protocols by using route redistribution. See the Route Redistribution
Overview, on page 14 section. You configure OSPFv2 to assign a link cost for these redistributed routes or
a default link cost for all redistributed routes.

Route redistribution uses route maps to control which external routes are redistributed. You must configure
a route map with the redistribution to control which routes are passed into OSPFv2. A route map allows you
to filter routes based on attributes such as the destination, origination protocol, route type, route tag, and so
on. You can use route maps to modify parameters in the AS External (type 5) and NSSA External (type 7)
LSAs before these external routes are advertised in the local OSPFv2 autonomous system. See Configuring
Route Policy Manager, on page 441, for information about configuring route maps.

Route Summarization

Because OSPFv2 shares all learned routes with every OSPF-enabled router, you might want to use route
summarization to reduce the number of unique routes that are flooded to every OSPF-enabled router. Route
summarization simplifies route tables by replacing more-specific addresses with an address that represents
all the specific addresses. For example, you can replace 10.1.1.0/24, 10.1.2.0/24, and 10.1.3.0/24 with one
summary address, 10.1.0.0/16.

Typically, you would summarize at the boundaries of area border routers (ABRs). Although you could configure
summarization between any two areas, it is better to summarize in the direction of the backbone so that the
backbone receives all the aggregate addresses and injects them, already summarized, into other areas. The
two types of summarization are as follows

* Inter-area route summarization
* External route summarization
You configure inter-area route summarization on ABRs, summarizing routes between areas in the autonomous

system. To take advantage of summarization, you should assign network numbers in areas in a contiguous
way to be able to lump these addresses into one range.
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External route summarization is specific to external routes that are injected into OSPFv2 using route
redistribution. You should make sure that external ranges that are being summarized are contiguous.
Summarizing overlapping ranges from two different routers could cause packets to be sent to the wrong
destination. Configure external route summarization on ASBRs that are redistributing routes into OSPF.

When you configure a summary address, Cisco NX-OS automatically configures a discard route for the
summary address to prevent routing black holes and route loops.

High Availability and Graceful Restart

Cisco NX-OS provides a multilevel high-availability architecture. OSPFv2 supports stateful restart, which is
also referred to as non-stop routing (NSR). If OSPFv2 experiences problems, it attempts to restart from its
previous run-time state. The neighbors do not register any neighbor event in this case. If the first restart is not
successful and another problem occurs, OSPFv2 attempts a graceful restart.

A graceful restart, or nonstop forwarding (NSF), allows OSPFv2 to remain in the data forwarding path through
a process restart. When OSPFv2 needs to perform a graceful restart, it sends a link-local opaque (type 9) LSA,
called a grace LSA. This restarting OSPFv2 platform is called NSF capable.

The grace LSA includes a grace period, which is a specified time that the neighbor OSPFv2 interfaces hold
onto the LSAs from the restarting OSPFv2 interface. (Typically, OSPFv2 tears down the adjacency and
discards all LSAs from a down or restarting OSPFv2 interface.) The participating neighbors, which are called
NSF helpers, keep all LSAs that originate from the restarting OSPFv2 interface as if the interface was still
adjacent.

When the restarting OSPFv2 interface is operational again, it rediscovers its neighbors, establishes adjacency,
and starts sending its LSA updates again. At this point, the NSF helpers recognize that the graceful restart has
finished.

Stateful restart is used in the following scenarios:

* First recovery attempt after the process experiences problems

* User-initiated switchover using the system switchover command

Graceful restart is used in the following scenarios:
* Second recovery attempt after the process experiences problems within a 4-minute interval
» Manual restart of the process using the restart ospf command
* Active supervisor removal

* Active supervisor reload using the reload module active-sup command

OSPFv2 Stub Router Advertisements

You can configure an OSPFv2 interface to act as a stub router using the OSPFv2 Stub Router Advertisements
feature. Use this feature when you want to limit the OSPFv2 traffic through this router, such as when you

want to introduce a new router to the network in a controlled manner or limit the load on a router that is already
overloaded. You might also want to use this feature for various administrative or traffic engineering reasons.

OSPFv2 stub router advertisements do not remove the OSPFv2 router from the network topology, but they
do prevent other OSPFv2 routers from using this router to route traffic to other parts of the network. Only the
traffic that is destined for this router or directly connected to this router is sent.
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OSPFv2 stub router advertisements mark all stub links (directly connected to the local router) to the cost of
the local OSPFv2 interface. All remote links are marked with the maximum cost (0xFFFF).

Multiple OSPFv2 Instances

Cisco NX-OS supports multiple instances of the OSPFv2 protocol that run on the same node. You cannot
configure multiple instances over the same interface. By default, every instance uses the same system router
ID. You must manually configure the router ID for each instance if the instances are in the same OSPFv2
autonomous system. For the number of supported OSPFv?2 instances, see the Cisco Nexus 9000 Series NX-OS
Verified Scalability Guide.

SPF Optimization

Cisco NX-OS optimizes the SPF algorithm in the following ways:

* Partial SPF for Network (type 2) LSAs, Network Summary (type 3) LSAs, and AS External (type 5)
LSAs—When there is a change on any of these LSAs, Cisco NX-OS performs a faster partial calculation
rather than running the whole SPF calculation.

* SPF timers—You can configure different timers for controlling SPF calculations. These timers include
exponential backoff for subsequent SPF calculations. The exponential backoff limits the CPU load of
multiple SPF calculations.

BFD

This feature supports bidirectional forwarding detection (BFD). BFD is a detection protocol that provides fast
forwarding-path failure detection times. BFD provides subsecond failure detection between two adjacent
devices and can be less CPU-intensive than protocol hello messages, because some of the BFD load can be
distributed onto the data plane on supported modules. See the Cisco Nexus 9000 Series NX-OS Interfaces
Configuration Guide for more information.

Virtualization Support for 0SPFv2

Cisco NX-OS supports multiple process instances for OSPFv3. Each OSPF instance can support multiple
virtual routing and forwarding (VRF) instances, up to the system limit. For the number of supported OSPFv2
instances, see the Cisco Nexus 9000 Series NX-OS Verified Scalability Guide.

Licensing Requirements

For a complete explanation of Cisco NX-OS licensing recommendations and how to obtain and apply licenses,
see the Cisco NX-OS Licensing Guide and the Cisco NX-OS Licensing Options Guide.

Prerequisites for 0SPFv2

OSPFv2 has the following prerequisites:

* You must be familiar with routing fundamentals to configure OSPF.
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* You are logged on to the switch.
* You have configured at least one interface for IPv4 that can communicate with a remote OSPFv2 neighbor.

* You have completed the OSPFv2 network strategy and planning for your network. For example, you
must decide whether multiple areas are required.

* You have enabled the OSPF feature (see the Enabling OSPFv2 section).

Guidelines and Limitations for 0SPFv2

OSPFv2 has the following configuration guidelines and limitations:

* The graceful-restart planned-only command under OSPFv2 on reload converts to the graceful-restart
command.

This is not causing any impact on the functionality. If the graceful-restart planned-only is not in the
configuration, this problem is not applicable for that device.

This occurs when the Cisco NX-OS release is 9.3(2) and CSCvs57583 is not included in the release. A
workaround is to unconfigure the graceful-restart command and reconfigure the old command.

» Names in the prefix-list are case-insensitive. We recommend using unique names. Do not use the same
name by modifying uppercase and lowercase characters. For example, CTCPrimaryNetworks and
CtcPrimaryNetworks are not two different entries.

» If you enter the no graceful-restart planned only command, graceful restart is disabled.

* Cisco NX-OS displays areas in dotted decimal notation regardless of whether you enter the area in decimal
or dotted decimal notation.

+ All OSPFv2 routers must operate in the same RFC compatibility mode. OSPFv2 for Cisco NX-OS
complies with RFC 2328. Use the rfc1583compatibility command in router configuration mode if your
network includes routers that support only RFC 1583.

* In scaled scenarios, when the number of interfaces and link-state advertisements in an OSPF process is
large, the snmp-walk on OSPF MIB objects is expected to time out with a small-values timeout at the
SNMP agent. If your observe a timeout on the querying SNMP agent while polling OSPF MIB objects,
increase the timeout value on the polling SNMP agent.

* The following guidelines and limitations apply to the administrative distance feature:

* When an OSPF route has two or more equal cost paths, configuring the administrative distance is
non-deterministic for the match ip route-source command.

* Configuring the administrative distance is supported only for the match route-type, match ip
address prefix-list, and match ip route-source prefix-list commands. The other match statements
are ignored.

* There is no preference among the match route-type, match ip address, and match ip route-source
commands for setting the administrative distance of OSPF routes. In this way, the behavior of the
table map for setting the administrative distance in Cisco NX-OS OSPF is different from that in
Cisco IOS OSPF.

* The discard route is always assigned an administrative distance of 220. No configuration in the table
map applies to OSPF discard routes.
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» If you configure the delay restore seconds command in vPC configuration mode and if the VLANs on
the multichassis EtherChannel trunk (MCT) are announced by OSPFv2 or OSPFv3 using switch virtual
interfaces (SVIs), those SVIs are announced with MAX LINK COST on the vPC secondary node during
the configured time. As a result, all route or host programming completes after the vPC synchronization
operation (on a peer reload of the secondary vPC node) before attracting traffic. This behavior allows
for minimal packet loss for any north-to-south traffic.

* For N9K-X9636C-R and N9K-X9636Q-R line cards and the N9K-C9508-FM-R fabric module, the
output of the show run ospf command might show the default values for some OSPF commands.

\}

Note If you are familiar with the Cisco IOS CLI, be aware that the Cisco NX-OS
commands for this feature might differ from the Cisco IOS commands that you
would use.

* If you use the network ip addressmask command under OSPF, an error message will be displayed, and
you will be prompted to enable OSPF under an interface with area areaid command.

Default Settings for 0SPFv2

The table lists the default settings for OSPFv2 parameters.

Table 19: Default 0SPFv2 Parameters

Parameters Default
Administrative distance 110

Hello interval 10 seconds

Dead interval 40 seconds
Discard routes Enabled

Graceful restart grace period 60 seconds
OSPFv2 feature Disabled

Stub router advertisement announce time 600 seconds
Reference bandwidth for link cost calculation 40 Gb/s

LSA minimal arrival time 1000 milliseconds
LSA group pacing 10 seconds

SPF calculation initial delay time 200 milliseconds
SPF minimum hold time 5000 milliseconds
SPF calculation initial delay time 1000 milliseconds

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)



| Configuring 0SPFv2
Configuring Basic 0SPFv2 .

Configuring Basic OSPFv2

Configure OSPFv2 after you have designed your OSPFv2 network.
Enabling OSPFv2
You must enable the OSPFv2 feature before you can configure OSPFv2.

Procedure

Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.

Example:

switch# configure terminal
switch (config) #

Step 2 feature ospf Enables the OSPFv2 feature.

Example:

switch (config)# feature ospf

Example:

Step 3 (Optional) show feature Displays enabled and disabled features.

Example:

switch (config)# show feature

Step 4 (Optional) copy running-config startup-config | Copies the running configuration to the startup

configuration.
Example: gu

switch (config)# copy running-config
startup-config

Example

To disable the OSPFv2 feature and remove all associated configuration, use the no feature ospf
command in global configuration mode:

Command Purpose

no feature ospf Disables the OSPFv2 feature and removes all
} associated configuration.

Example:

switch(config)# no feature ospf
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Creating an OSPFv2 Instance

The first step in configuring OSPFv2 is to create an OSPFv2 instance. You assign a unique instance tag for
this OSPFv?2 instance. The instance tag can be any string.

Configuring 0SPFv2 |

For more information about OSPFv2 instance parameters, see the Configuring Advanced OSPFv2, on page

119 section.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

Use the show ip ospf instance-tag command to verify that the instance tag is not in use.

OSPFv2 must be able to obtain a router identifier (for example, a configured loopback address) or you must
configure the router ID option.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

[no]router ospf instance-tag

Example:

switch (config)# router ospf 201
switch (config-router)

Creates a new OSPFv2 instance with the
configured instance tag.

Step 3

(Optional) router-id ip-address

Example:

switch (config-router)# router-id
192.0.2.1

Configures the OSPFv2 router ID. This IP
address identifies this OSPFv2 instance and
must exist on a configured interface in the
system.

Step 4

(Optional) show ip ospf instance-tag

Example:

switch (config-router)# show ip ospf 201

Displays OSPF information.

Step 5

(Optional) copy running-config star tup-config

Example:

switch (config) # copy running-config
startup-config

Copies the running configuration to the startup
configuration.

Example

To remove the OSPFv2 instance and all associated configuration, use the no router ospf command
in global configuration mode.
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Command

Purpose

Example:

no router ospf instance-tag

switch (config) # no router ospf 201

Deletes the OSPF instance and the associated configuration.

\}

Note

This command does not remove the OSPF configuration in interface mode. You must manually

remove any OSPFv2 commands configured in interface mode.

Configuring Optional Parameters on an 0SPFv2 Instance

You can configure optional parameters for OSPF, see the Configuring Advanced OSPFv2, on page 119 section.

You can configure the following optional parameters for OSPFv2 in router configuration mode:

Before you begin

Ensure that you have enabled the OSPF feature, (see the Enabling OSPFv2 section).

OSPFv2 must be able to obtain a router identifier (for example, a configured loopback address) or you must
configure the router ID option.

Procedure

Command or Action

Purpose

Step 1

distance number

Example:

switch (config-router)# distance 25

Configures the administrative distance for this
OSPFv2 instance. The range is from 1 to 255.
The default is 110.

Step 2

log-adjacency-changes [detail]

Example:

switch (config-router) #
log-adjacency-changes

Generates a system message whenever a
neighbor changes state.

Step 3

maximum-paths path-number

Example:

switch (config-router) # maximum-paths 4

Configures the maximum number of equal
OSPFv2 paths to a destination in the route table.
This command is used for load balancing. The
range is from 1 to 16. The default is 8.

Step 4

distance number

Example:

switch (config-router)# distance 25

Configures the administrative distance for this
OSPFv2 instance. The range is from 1 to 255.
The default is 110.

Step 5

log-adjacency-changes [detail ]

Example:

Generates a system message whenever a
neighbor changes state.
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Command or Action

Purpose

switch (config-router) #
log-adjacency-changes

Step 6

maximum-paths path-number

Example:

switch (config-router) # maximum-paths 4

Configures the maximum number of equal
OSPFv2 paths to a destination in the route table.
This command is used for load balancing. The
range is from 1 to 16. The default is 8.

Step 7

passive-inter face default

Example:

switch (config-router) # passive-interface
default

Suppresses routing updates on all interfaces.
This command is overridden by the VRF or
interface command mode configuration.

Step 8

(Optional) copy running-config startup-config

Example:

switch (config-router) # copy
running-config
startup-config

Saves this configuration change.

Example

This example shows how to create an OSPFv2 instance:

switch# configure terminal
switch (config)# router ospf 201
switch (config-router)# copy running-config startup-config

Configuring Networks in 0SPFv2

You can configure a network to OSPFv2 by associating it through the interface that the router uses to connect
to that network (see the Neighbors section). You can add all networks to the default backbone area (Area 0),
or you can create new areas using any decimal number or an IP address.

\)

Note

All areas must connect to the backbone area either directly or through a virtual link.

)

Note

OSPF is not enabled on an interface until you configure a valid IP address for that interface.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

. Cisco Nexus 9000 Series NX-0S Unicast Routing Configuration Guide, Release 9.3(x)



| Configuring 0SPFv2

Configuring Networks in 0SPFv2 .

Procedure
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 inter face interface-type slot/port Enters interface configuration mode.
Example:
switch (config)# interface ethernet 1/2
switch (config-if) #
Step 3 ip addressip-prefix/length Assigns an [P address and subnet mask to this
interface.
Example:
switch(config-if)# ip address
192.0.2.1/16
Step 4 ip router ospf instance-tag area area-id Adds the interface to the OSPFv2 instance and
[secondaries none] area.
Example:
switch (config-if)# ip router ospf 201
area 0.0.0.15
Step 5 (Optional) show ip ospf instance-tag interface | Displays OSPF information.
interface-type slot/port
Example:
switch(config-if)# show ip ospf 201
interface ethernet 1/2
Step 6 copy running-config startup-config Saves this configuration change.
Example:
switch (config-if)# copy running-config
startup-config
Step 7 (Optional) ip ospf cost number Configures the OSPFv2 cost metric for this
interface. The default is to calculate cost
Example: . .
. o . metric, based on reference bandwidth and
switch(config-if)# ip ospf cost 25 interface bandwidth. The range is from 1 to
65535.
Step 8 (Optional) ip ospf dead-interval seconds Configures the OSPFv2 dead interval, in

Example:

switch (config-if)# ip ospf dead-interval]
50

seconds. The range is from 1 to 65535. The
default is four times the hello interval, in
seconds.
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Command or Action

Purpose

Step 9

(Optional) ip ospf hello-interval seconds

Example:

switch (config-if)# ip ospf
hello-interval
25

Configures the OSPFv2 hello interval, in
seconds. The range is from 1 to 65535. The
default is 10 seconds.

Step 10

(Optional) ip ospf mtu-ignore

Example:

switch (config-if)# ip ospf mtu-ignore

Configures OSPFv2 to ignore any IP MTU
mismatch with a neighbor. The default is to
not establish adjacency if the neighbor MTU
does not match the local interface MTU.

Step 11

(Optional) [default | no] ip ospf
passive-interface
Example:

switch (config-if)# ip ospf
passive-interface

Suppresses routing updates on the interface.
This command overrides the router or VRF
command mode configuration. The default
option removes this interface mode command
and reverts to the router or VRF configuration,
if present.

Step 12

(Optional) ip ospf priority number

Example:
switch (config-if)# ip ospf priority 25

Configures the OSPFv2 priority, used to
determine the DR for an area. The range is
from 0 to 255. The default is 1. See the
Designated Routers, on page 148 section.

Step 13

(Optional) ip ospf shutdown

Example:
switch (config-if)# ip ospf shutdown

Shuts down the OSPFv2 instance on this
interface.

Example

This example shows how to add a network area 0.0.0.10 in OSPFv2 instance 201:

switch# configure terminal
switch (config) # interface ethernet 1/2
switch(config-if)# ip address 192.0.2.1/16

(
switch(config-if)# ip router ospf 201 area 0.0.0.10
(

switch (config-if)# copy running-config startup-config

Use the show ip ospf interface command to verify the interface configuration. Use the show ip ospf
neighbor command to see the neighbors for this interface.

Configuring Authentication for an Area

You can configure authentication for all networks in an area or for individual interfaces in the area. Interface
authentication configuration overrides area authentication.

Before you begin

Ensure that you have enabled the OSPF feature , see the Enabling OSPFv2 section.
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Ensure that all neighbors on an interface share the same authentication configuration, including the shared
authentication key.

Create the key chain for this authentication configuration. See the Cisco Nexus 9000 Series NX-OS Security
Configuration Guide.

\)

Note

For OSPFv2, the key identifier in the key key-id command supports values from 0 to 255 only.

Procedure
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (confiqg) #
Step 2 router ospf instance-tag Creates a new OSPFv2 instance with the
Example: configured instance tag.
switch (config)# router ospf 201
switch (config-router) #
Step 3 area area-id authentication [message-digest] | Configures the authentication mode for an area.
Example:
switch (config-router)# area 0.0.0.10
authentication
Step 4 inter face interface-type slot/port Enters interface configuration mode.
Example:
switch(config-router)# interface ethernet
1/2
switch (config-if)#
Step 5 (Optional) ip ospf authentication-key [0 | 3] | Configures simple password authentication for
key this interface. Use this command if the
authentication is not set to key-chain or
Example: . .
message-digest. 0 configures the password in
switch(config-if) ¢ ip ospf clear text. 3 configures the password as 3DES
authentication-key 0 mypass
encrypted.
Step 6 (Optional) ip ospf message-digest-key key-id | Configures message digest authentication for
md>5 [0 | 3] key this interface. Use this command if the
Examole: authentication is set to message-digest. The
ple: key-id range is from 1 to 255. The MD5 option
switch (fZ?flg;i) # P ozgfo 0 configures the password in clear text and 3
messagendrgestTiey " rypass configures the pass key as 3DES encrypted.
Step 7 (Optional) show ip ospf instance-tag inter face | Displays OSPF information.

interface-type slot/port
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Command or Action

Purpose

Example:

switch(config-if)# show ip ospf 201
interface ethernet 1/2

Step 8

(Optional) copy running-config startup-config

Example:

switch (config)# copy running-config
startup-config

Copies the running configuration to the startup
configuration.

Configuring Authentication for an Interface

You can configure authentication for all networks in an area or for individual interfaces in the area. Interface
authentication configuration overrides area authentication.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

Ensure that all neighbors on an interface share the same authentication configuration, including the shared
authentication key.

Create the key chain for this authentication configuration. See the Cisco Nexus 9000 Series NX-OS Security
Configuration Guide.

\}

Note

For OSPFv2, the key identifier in the key key-id command supports values from 0 to 255 only.

In Keychain, only key 0-255 will be supported by OSPFv2.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

interface interface-type slot/port

Example:

switch(config)# interface ethernet 1/2
switch(config-if) #

Enters interface configuration mode.

Step 3

ip ospf authentication [message-digest]

Example:

switch (config-if)# ip ospf
authentication

Enables interface authentication mode for
OSPFv2 for either cleartext or message-digest
type. Overrides area-based authentication for
this interface. All neighbors must share this
authentication type.
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Command or Action

Purpose

Step 4 (Optional) ip ospf authentication key-chain | Configures interface authentication to use key
key-id chains for OSPFv2. See the Cisco NX-OSSeries
NX-OS Security Configuration Guide, for details
Example: )
on key chains.
switch(config-if)# ip ospf
authentication key-chain Testl
Step 5 (Optional) ip ospf authentication-key [0 | 3 | Configures simple password authentication for
| 7] key this interface. Use this command if the
authentication is not set to key-chain or
Example: .
message-digest.
switch (config-if)# ip ospf
authentication-key 0 mypass The options are as follows:
* 0—Configures the password in clear text.
* 3—Configures the pass key as 3DES
encrypted.
» 7—Configures the key as Cisco type 7
encrypted.
Step 6 (Optional) ip ospf message-digest-key key-id | Configures message digest authentication for
md5([0 | 3| 7] key this interface. Use this command if the
Example: authentication is set to message-digest. The
xample: key-id range is from 1 to 255. The MD5 options
switch(config-if)# ip ospf are as follows:
message-digest-key 21 md5 0 mypass ’
* 0—Configures the password in clear text.
* 3—Conlfigures the pass key as 3DES
encrypted.
» 7—Configures the key as Cisco type 7
encrypted.
Step 7 (Optional) show ip ospf instance-tag inter face | Displays OSPF information.
interface-type slot/port
Example:
switch (config-if)# show ip ospf 201
interface ethernet 1/2
Step 8 (Optional) copy running-config star tup-config | Copies the running configuration to the startup
configuration.
Example:
switch (config)# copy running-config
startup-config
Example

This example shows how to set an interface for simple, unencrypted passwords and set the password
for Ethernet interface 1/2:
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switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# exit

switch (config) # interface ethernet 1/2
switch(config-if)# ip router ospf 201 area 0.0.0.10
switch(config-if)# ip ospf authentication
switch(config-if)# ip ospf authentication-key 0 mypass
switch (config-if)# copy running-config startup-config

This example shows how to configure OSPFv2 HMAC-SHA-1 and MDS5 cryptographic authentication:

switch# configure terminal

switch(config)# key chain chainl

switch (config-keychain)# key 1

switch (config-keychain-key)# key-string 7 070724404206

switch (config-keychain-key)# accept-lifetime 01:01:01 Jan 01 2015 infinite
switch (config-keychain-key)# send-lifetime 01:01:01 Jan 01 2015 infinite
switch (config-keychain-key)# cryptographic-algorithm HMAC-SHA-1

switch (config-keychain-key) # exit

switch (config-keychain)# key 2

switch (config-keychain-key)# key-string 7 070e234fl1f5bda

switch (config-keychain-key)# accept-lifetime 10:51:01 Jul 24 2015 infinite
switch (config-keychain-key)# send-lifetime 10:51:01 Jul 24 2015 infinite
switch (config-keychain-key)# cryptographic-algorithm MD5

switch (config-keychain-key)# exit

switch (config-keychain)# exit

switch (config)# interface ethernet 1/1

switch (config-if)# ip router ospf 1 area 0.0.0.0
switch(config-if)# ip ospf authentication message-digest
switch(config-if)# ip ospf authentication key-chain chainl

switch (config-if)# show key chain chainl

Key-Chain chainl

Key 1 -- text 7 “070724404206"”

cryptographic-algorithm HMAC-SHA-1

accept lifetime UTC (01:01:01 Jan 01 2015)-(always valid) [active]
send lifetime UTC (01:01:01 Jan 01 2015)-(always valid) [active]
Key 2 -- text 7 “070e234fl1f5bda”

cryptographic-algorithm MD

accept lifetime UTC (10:51:00 Jul 24 2015)-(always valid) [active]
send lifetime UTC (10:51:00 Jul 24 2015)-(always valid) [active]

switch (config-if)# show ip ospf interface ethernet 1/1
Ethernetl/1l is up, line protocol is up

IP address 11.11.11.1/24

Process ID 1 VRF default, area 0.0.0.3

Enabled by interface configuration

State BDR, Network type BROADCAST, cost 40

Index 6, Transmit delay 1 sec, Router Priority 1
Designated Router ID: 33.33.33.33, address: 11.11.11.3
Backup Designated Router ID: 1.1.1.1, address: 11.11.11.1
2 Neighbors, flooding to 2, adjacent with 2

Timer intervals: Hello 10, Dead 40, Wait 40, Retransmit 5
Hello timer due in 00:00:08

Message-digest authentication, using keychain keyl (ready)
Sending SA: Key id 2, Algorithm MD5

Number of opaque link LSAs: 0, checksum sum O
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Configuring Advanced OSPFv2

Configure OSPFv2 after you have designed your OSPFv2 network.

Configuring Filter Lists for Border Routers

You can separate your OSPFv2 domain into a series of areas that contain related networks. All areas must
connect to the backbone area through an area border router (ABR). OSPFv2 domains can connect to external
domains as well, through an autonomous system border router (ASBR).

ABRs have the following optional configuration parameters:

* Arearange—Configures route summarization between areas. See the Configuring Route Summarization
section.

* Filter list—Filters the Network Summary (type 3) LSAs that are allowed in from an external area.

ASBRs also support filter lists.

Before you begin
Ensure that you have enabled the OSPF feature. See the Enabling OSPFv2 section).

Create the route map that the filter list uses to filter IP prefixes in incoming or outgoing Network Summary
(type 3) LSAs. See Configuring Route Policy Manager, on page 441. See the Areas section.

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #

Step 2 router ospf instance-tag Creates a new OSPFv2 instance with the
Example: configured instance tag.
switch (config)# router ospf 201
switch (config-router) #

Step 3 area area-id filter-list route-map map-name | Filters incoming or outgoing Network Summary
{in|out} (type 3) LSAs on an ABR.
Example:

switch (config-router)# area 0.0.0.10
filter-list route-map FilterLSAs in

Step 4 (Optional) show ip ospf policy statistics area | Displays OSPF policy information.
idfilter-list {in | out}

Example:
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Command or Action Purpose

switch (config-router)# show ip ospf
policy
statistics area 0.0.0.10 filter-1list in

Step 5 (Optional) copy running-config star tup-config | Copies the running configuration to the startup

configuration.
Example: £

switch (config)# copy running-config
startup-config

Example

This example shows how to configure a filter list in area 0.0.0.10:

switch# configure terminal

switch(config)# router ospf 201

switch (config-router)# area 0.0.0.10 filter-list route-map FilterLSAs in
switch (config-router)# copy running-config startup-config

tub Areas

You can configure a stub area for part of an OSPFv2 domain where external traffic is not necessary. Stub
areas block AS External (type 5) LSAs and limit unnecessary routing to and from selected networks. See the
Stub Area section. You can optionally block all summary routes from going into the stub area.

Before you begin
Ensure that you have enabled the OSPF feature. (see the Enabling OSPFv2 section).

Ensure that there are no virtual links or ASBRs in the proposed stub area.

Procedure

Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.

Example:

switch# configure terminal
switch (config) #

Step 2 router ospf instance-tag Creates a new OSPFv2 instance with the

configured instance tag.
Example: & &

switch (config)# router ospf 201
switch (config-router) #

Step 3 area area-id stub Creates this area as a stub area.

Example:

switch(config-router)# area 0.0.0.10
stub
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Command or Action

Purpose

Step 4

(Optional) area area-id default-cost cost

Example:

switch (config-router)# area 0.0.0.10
default-cost 25

Sets the cost metric for the default summary
route sent into this stub area. The range is from
0to 16777215. The default is 1.

Step 5

(Optional) show ip ospf instance-tag

Example:

switch (config-router)# show ip ospf 201

Displays OSPF information.

Step 6

(Optional) copy running-config star tup-config

Example:

switch(config)# copy running-config
startup-config

Copies the running configuration to the startup
configuration.

Example

This example shows how to create a stub area:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# area 0.0.0.10 stub
switch (config-router)# copy running-config startup-config

Configuring a Totally Stubby Area

You can create a totally stubby area and prevent all summary route updates from going into the stub area.

To create a totally stubby area, use the following command in router configuration mode:

Procedure

Command or Action

Purpose

Step 1

area area-id stub no-summary

Example:

switch (config-router)# area 20 stub
no-summary

Creates this area as a totally stubby area.

Configuring NSSA

You can configure an NSSA for part of an OSPFv2 domain where limited external traffic is required. You
can optionally translate this external traffic to an AS External (type 5) LSA and flood the OSPFv2 domain
with this routing information. An NSSA can be configured with the following optional parameters:

* No redistribution—Redistributed routes bypass the NSSA and are redistributed to other areas in the
OSPFv2 autonomous system. Use this option when the NSSA ASBR is also an ABR.
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* Default information originate—Generates an NSSA External (type 7) LSA for a default route to the
external autonomous system. Use this option on an NSSA ASBR if the ASBR contains the default route
in the routing table. This option can be used on an NSSA ABR whether or not the ABR contains the
default route in the routing table.

» Route map—TFilters the external routes so that only those routes that you want are flooded throughout
the NSSA and other areas.

» No summary—Blocks all summary routes from flooding the NSSA. Use this option on the NSSA ABR.

* Translate—Translates NSSA External LSAs to AS External LSAs for areas outside the NSSA. Use this
command on an NSSA ABR to flood the redistributed routes throughout the OSPFv2 autonomous system.
You can optionally suppress the forwarding address in these AS External LSAs. If you choose this option,
the forwarding address is set to 0.0.0.0.

\}

Note The translate option requires a separate area area-id nssacommand, preceded
by the area area-id nssa command that creates the NSSA and configures the
other options.

Before you begin
Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

Ensure that there are no virtual links in the proposed NSSA and that it is not the backbone area.

Procedure
Command or Action Purpose
Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 router ospf instance-tag Creates a new OSPFv2 instance with the
configured instance tag.
Example: £ &
switch (config)# router ospf 201
switch (config-router) #
Step 3 area area-id nssa [no-redistribution] Creates this area as an NSSA.

[default-infor mation-originate]originate
[route-map map-name]] [no-summary]
Example:

switch (config-router)# area 0.0.0.10
nssa no-redistribution

Step 4 (Optional) area area-id nssa trandatetype7 | Configures the NSSA to translate AS External
{always | never} [suppress-fa] (type 7) LSAs to NSSA External (type 5) LSAs.

Example:
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Command or Action Purpose

switch (config-router)# area 0.0.0.10
nssa translate type7 always

Step 5 (Optional) area area-id default-cost cost Sets the cost metric for the default summary

route sent into this NSSA.
Example:

switch (config-router)# area 0.0.0.10
default-cost 25

Step 6 (Optional) show ip ospf instance-tag Displays OSPF information.

Example:

switch (config-router)# show ip ospf 201

Step 7 (Optional) copy running-config star tup-config | Copies the running configuration to the startup

configuration.
Example: £

switch(config)# copy running-config
startup-config

Example

This example shows how to create an NSSA that blocks all summary route updates:

switch# configure terminal

switch(config)# router ospf 201

switch (config-router)# area 0.0.0.10 nssa no-summary
switch (config-router)# copy running-config startup-config

This example shows how to create an NSSA that generates a default route:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# area 0.0.0.10 nssa default-info-originate
switch (config-router)# copy running-config startup-config

This example shows how to create an NSSA that filters external routes and blocks all summary route
updates:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# area 0.0.0.10 nssa route-map ExternalFilter no-summary
switch (config-router)# copy running-config startup-config

This example shows how to create an NSSA and then configure the NSSA to always translate AS
External (type 7) LSAs to NSSA External (type 5) LSAs:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# area 0.0.0.10 nssa

switch (config-router)# area 0.0.0.10 nssa translate type 7 always
switch (config-router)# copy running-config startup-config
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Configuring Multi-Area Adjacency

You can add more than one area to an existing OSPFv2 interface. The additional logical interfaces support
multi-area adjacency.

Before you begin

You must enable OSPFv2 (see the Enabling OSPFv2 section).

Ensure that you have configured a primary area for the interface (see the Configuring Networks in OSPFv2

section).
Procedure
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 interface interface-type slot/port Enters interface configuration mode.
Example:
switch(config)# interface ethernet 1/2
switch (config-if) #
Step 3 ip router ospf [instance-tag] multi-area Adds the interface to another area.
-i L . .
areaid Note Beginning with Cisco NX-OS Release
Example: 7.0(3)I5(1), the instance-tag argument
switch(config-if)# ip router ospf 201 is Optional' Ifyou do not SpeCify an
multi-area 3 instance, the multi-area configuration

is applied to the same instance that is
configured for the primary area on that
interface.

Step 4 (Optional) show ip ospf instance-tag interface | Displays OSPFv2 information.
interface-type slot/port
Example:

switch(config-if)# show ip ospf 201
interface ethernet 1/2

Step 5 (Optional) copy running-config startup-config | Saves this configuration change.

Example:

switch (config)# copy running-config
startup-config

Example

This example shows how to add a second area to an OSPFv2 interface:
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switch# configure terminal

switch (config)# interface ethernet 1/2

switch (config-if)# ip address 192.0.2.1/16

switch (config-if)# ip router ospf 201 area 0.0.0.10
switch (config-if)# ip router ospf 201 multi-area 20
switch (config-if)# copy running-config startup-config

Configuring Virtual Links

A virtual link connects an isolated area to the backbone area through an intermediate area. See the Virtual
Links section.You can configure the following optional parameters for a virtual link:

* Authentication—Sets a simple password or MD5 message digest authentication and associated keys.

* Dead interval—Sets the time that a neighbor waits for a Hello packet before declaring the local router
as dead and tearing down adjacencies.

* Hello interval—Sets the time between successive Hello packets.
* Retransmit interval—Sets the estimated time between successive LSAs.

* Transmit delay—Sets the estimated time to transmit an LSA to a neighbor.

\}

Note  You must configure the virtual link on both routers involved before the link becomes active.

You cannot add a virtual link to a stub area.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

Procedure
Command or Action Purpose
Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 router ospf instance-tag Creates a new OSPFv2 instance with the
configured instance tag.
Example: g g
switch(config)# router ospf 201
switch (config-router) #
Step 3 area area-id virtual link router-id Creates one end of a virtual link to a remote
router. You must create the virtual link on that
Example: .
remote router to complete the link.
switch (config-router)# area 0.0.0.10
virtual-link 10.1.2.3
switch (config-router-vlink) #
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Command or Action

Purpose

Step 4

(Optional) show ip ospf virtual-link [brief]

Example:

switch (config-router-vlink) # show ip
ospf
virtual-link

Displays OSPF virtual link information.

Step 5

(Optional) copy running-config
startup-config
Example:

switch (config)# copy running-config
startup-config

Copies the running configuration to the startup
configuration.

Step 6

(Optional) authentication [key-chain key-id
message-digest | null]
Example:

switch (config-router-vlink) #
authentication message-digest

Overrides area-based authentication for this
virtual link.

Step 7

(Optional) authentication-key [0 | 3] key

Example:

switch (config-router-vlink) #
authentication-key 0 mypass

Configures a simple password for this virtual
link. Use this command if the authentication
is not set to key-chain or message-digest. 0
configures the password in clear text. 3
configures the password as 3DES encrypted.

Step 8

(Optional) dead-interval seconds

Example:

switch (config-router-vlink) #
dead-interval 50

Configures the OSPFv2 dead interval, in
seconds. The range is from 1 to 65535. The
default is four times the hello interval, in
seconds.

Step 9

(Optional) hello-interval seconds

Example:

switch (config-router-vlink) #
hello-interval 25

Configures the OSPFv2 hello interval, in
seconds. The range is from 1 to 65535. The
default is 10 seconds.

Step 10

(Optional) message-digest-key key-idmd5 [0
| 3] key
Example:

switch (config-router-vlink) #
message-digest-key 21 md5 0 mypass

Configures message digest authentication for
this virtual link. Use this command if the
authentication is set to message-digest. 0
configures the password in clear text. 3
configures the pass key as 3DES encrypted.

Step 11

(Optional) retransmit-interval seconds

Example:

switch (config-router-vlink) #
retransmit-interval 50

Configures the OSPFv2 retransmit interval, in
seconds. The range is from 1 to 65535. The
default is 5.
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Command or Action Purpose

Step 12 (Optional) transmit-delay seconds Configures the OSPFv2 transmit-delay, in
seconds. The range is from 1 to 450. The

Example: default is 1.

switch (config-router-vlink) #
transmit-delay 2

Example

\)

Note For OSPFv2, the key identifier in the key key-id command supports values from 0 to 255 only.

In Keychain only key 0-255 will be supported by OSPFv2.

This example shows how to create a simple virtual link between two ABRs.

The configuration for ABR 1 (router ID 27.0.0.55) is as follows:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# area 0.0.0.10 virtual-link 10.1.2.3
switch (config-router)# copy running-config startup-config

The configuration for ABR 2 (Router ID 10.1.2.3) is as follows:

switch# configure terminal

switch (config)# router ospf 101

switch(config-router)# area 0.0.0.10 virtual-link 27.0.0.55
switch (config-router)# copy running-config startup-config

Configuring Redistribution

You can redistribute routes that are learned from other routing protocols into an OSPFv2 autonomous system
through the ASBR.

For redistributing the default route, you must specify the following parameter:

« default-information originate - Creates a default route into this OSPF domain if the default route exists
in the RIB.

N

Note Beginning with Cisco NX-OS Release 7.0(3)17(6), if you redistribute default
routes into OSPF, Cisco NX-OS requires the default-infor mation originate
command to successfully advertise the default route.

For non-default routes, you can configure the following optional parameters for route redistribution in OSPF:

« default-metric - Sets all redistributed routes to the same cost metric.
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Before you begin

Enable the OSPF feature. SeeEnabling OSPFv2.

Create the necessary route maps used for redistribution.

Procedure

Configuring 0SPFv2 |

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

router ospf instance-tag

Example:

switch (config)# router ospf 201
switch (config-router) #

Creates a new OSPFv2 instance with the
configured instance tag.

Step 3

redistribute {bgp id | direct | eigrpid | isis
id | ospfid | ripid | static} route-map
map-name

Example:

switch (config-router) # redistribute bgp
route-map FilterExternalBGP

Redistributes the selected protocol into OSPF
through the configured route map.

Note Beginning with Cisco NX-OS Release
7.0(3)17(6), if you redistribute default
routes into OSPF, Cisco NX-OS
requires the default-information
originate command to successfully

advertise the default route.

Step 4

default-information originate [always]
[route-map map-name]

Example:

switch (config-router) #
default-information-originate route-map
DefaultRouteFilter

Creates a default route into this OSPF domain
if the default route exists in the RIB. Use the
following optional keywords:

+ always—Always generate the default route

0f 0.0.0. even if the route does not exist in
the RIB.

* route-map—~Generate the default route if
the route map returns true.
Note This command ignores match
statements in the route map.

Step 5

default-metric [cost]

Example:

switch (config-router)# default-metric 25

Sets the cost metric for the redistributed routes.
This command does not apply to directly
connected routes. Use a route map to set the
default metric for directly connected routes.

Step 6

(Optional) copy running-config star tup-config

Example:

switch (config)# copy running-config
startup-config

Copies the running configuration to the startup
configuration.
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Example

This example shows how to redistribute the Border Gateway Protocol (BGP) into OSPF:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# redistribute bgp route-map FilterExternalBGP
switch (config-router)# copy running-config startup-config

Limiting the Number of Redistributed Routes

Route redistribution can add many routes to the OSPFv2 route table. You can configure a maximum limit to
the number of routes accepted from external protocols. OSPFv2 provides the following options to configure
redistributed route limits:

* Fixed limit—Logs a message when OSPFv2 reaches the configured maximum. OSPFv2 does not accept
any more redistributed routes. You can optionally configure a threshold percentage of the maximum
where OSPFv2 logs a warning when that threshold is passed.

» Warning only—Logs a warning only when OSPFv2 reaches the maximum. OSPFv2 continues to accept
redistributed routes.

» Withdraw—Starts the timeout period when OSPFv2 reaches the maximum. After the timeout period,
OSPFv2 requests all redistributed routes if the current number of redistributed routes is less than the
maximum limit. If the current number of redistributed routes is at the maximum limit, OSPFv2 withdraws
all redistributed routes. You must clear this condition before OSPFv2 accepts more redistributed routes.

* You can optionally configure the timeout period.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

Procedure
Command or Action Purpose
Step 1 configureterminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 router ospf instance-tag Creates a new OSPFv?2 instance with the

configured instance tag.
Example: & &

switch(config)# router ospf 201
switch (config-router) #

Step 3 redistribute {bgpid | direct | eigrpid | isis|Redistributes the selected protocol into OSPF
id | ospfid | ripid | static} route-map through the configured route map.

map-name
Example:
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Command or Action

Purpose

switch (config-router)# redistribute bgp
route-map FilterExternalBGP

Step 4

redistribute maximume-prefix max [threshold]
[warning-only | withdraw [num-retries
timeout]]

Example:

switch (config-router)# redistribute
maximum-prefix 1000 75 warning-only

Specifies a maximum number of prefixes that
OSPFv2 distributes. The range is from 0 to
65536. Optionally specifies the following:

« threshold—Percentage of maximum
prefixes that trigger a warning message.

 warning-only—Logs a warning message
when the maximum number of prefixes is
exceeded.

» withdraw—Withdraws all redistributed
routes. Optionally tries to retrieve the
redistributed routes. The num-retriesrange
is from 1 to 12. The timeout range is 60 to
600 seconds. The default is 300 seconds.
Use the clear ip ospf redistribution
command if all routes are withdrawn.

Step 5

(Optional) show running-config ospf

Example:

switch (config-router) # show
running-config ospf

Displays the OSPFv2 configuration.

Step 6

(Optional) copy running-config star tup-config

Example:

switch(config)# copy running-config
startup-config

Copies the running configuration to the startup
configuration.

Example

This example shows how to limit the number of redistributed routes into OSPF:

switch# configure terminal
switch(config)# router ospf 201
switch (config-router)# redistribute bgp route-map FilterExternalBGP
switch (config-router)# redistribute maximum-prefix 1000 75

Configuring Route Summarization

You can configure route summarization for inter-area routes by configuring an address range that is summarized.
You can also configure route summarization for external, redistributed routes by configuring a summary
address for those routes on an ASBR. For more information, see the Route Summarization section.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).
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Procedure
Command or Action Purpose

Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #

Step 2 router ospf instance-tag Creates a new OSPFv2 instance with the
Example: configured instance tag.
switch (config)# router ospf 201
switch (config-router) #

Step 3 area area-id range ip-prefix/length Creates a summary address on an ABR for a
[no-advertise] [cost cost] range of addresses and optionally does not
Examble: advertise this summary address in a Network

ple: Summary (type 3) LSA. The cost range is from

switch (config-router)# area 0.0.0.10 0to 16777215
range 10.3.0.0/16 ’

Step 4 summary-address ip-prefix/length Creates a summary address on an ASBR for a

[no-advertise | tag tag] range of addresses and optionally assigns a tag
for this summary address that can be used for

Example: redistribution with route maps.

switch (config-router) # summary-address
10.5.0.0/16 tag 2

Step 5 (Optional) show ip ospf summary-address | Displays information about OSPF summary

addresses.
Example:

switch (config-router)# show ip ospf
summary-address

Step 6 (Optional) copy running-config star tup-config | Copies the running configuration to the startup

configuration.
Example: &

switch (config)# copy running-config
startup-config

Example

This example shows how to create summary addresses between areas on an ABR:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# area 0.0.0.10 range 10.3.0.0/16
switch (config-router)# copy running-config startup-config

This example shows how to create summary addresses on an ASBR:

switch# configure terminal

switch (config) # router ospf 201

switch (config-router)# summary-address 10.5.0.0/16

switch (config-router)# copy running-config startup-config
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Configuring Stub Route Advertisements

Use stub route advertisements when you want to limit the OSPFv2 traffic through this router for a short time.
For more information, see the OSPFv2 Stub Router Advertisements section.

Stub route advertisements can be configured with the following optional parameters:

* On startup—Sends stub route advertisements for the specified announce time.

» Wait for BGP—Sends stub router advertisements until BGP converges.

N

Note  You should not save the running configuration of a router when it is configured for a graceful shutdown
because the router continues to advertise a maximum metric after it is reloaded.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

Procedure
Command or Action Purpose

Step 1 configureterminal Enters global configuration mode.
Example:

switch# configure terminal
switch (config) #

Step 2 router ospf instance-tag Creates a new OSPFv2 instance with the

configured instance tag.
Example: & &

switch (config)# router ospf 201
switch (config-router) #

Step 3 max-metric router-lsa [external-lsa Configures OSPFv2 stub route advertisements.
[max-metric-value]] [include-stub] [on-startup
{seconds | wait-for bgp tag}] [summary-Isa
[max-metric-value} |

Example:

switch (config-router) # max-metric
router-lsa

Step 4 (Optional) copy running-config star tup-config | Copies the running configuration to the startup

configuration.
Example: £

switch (config)# copy running-config
startup-config
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Example

Configuring the Administrative Distance of Routes .

This example shows how to enable the stub router advertisements on startup for the default 600

seconds:

switch# configure terminal
switch (config) # router ospf 201
switch (config-router)# max-metric router-lsa on-startup
switch (config-router)# copy running-config startup-config

Configuring the Administrative Distance of Routes

You can set the administrative distance of routes added by OSPFv?2 into the RIB.

The administrative distance is a rating of the trustworthiness of a routing information source. A higher value
indicates a lower trust rating. Typically, a route can be learned through more than one routing protocol. The
administrative distance is used to discriminate between routes learned from more than one routing protocol.
The route with the lowest administrative distance is installed in the IP routing table.

OSPF supports a table map to filter and change the distances of IPv4 and IPv6 prefixes.

Before you begin

Ensure that you have enabled OSPF (see the Enabling OSPFv2 section).

See the guidelines and limitations for this feature in the Guidelines and Limitations for OSPFv2 section.

Procedure

Command or Action

Purpose

Step 1

configure terminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

router ospf instance-tag

Example:

switch(config)# router ospf 201
switch (config-router) #

Creates a new OSPFv2 instance with the
configured instance tag.

Step 3

[no] table-map map-name

Example:

switch (config-router)# table-map foo

Configures the policy for filtering or modifying
OSPFv2 routes before sending them to the
RIB. You can enter up to 63 alphanumeric
characters for the map name.

Step 4

exit
Example:

switch (config-router)# exit
switch (config) #

Exits router configuration mode.
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Command or Action

Purpose

Step 5

route-map map-name [permit | deny] [seq]

Example:

switch (config) # route-map foo permit 10
switch (config-route-map) #

Creates a route map or enters route-map
configuration mode for an existing route map.
Use seq to order the entries in a route map.

Note The permit option enables you to set
the distance. If you use the deny

option, the default distance is applied.

Step 6

match route-type route-type

Example:

switch (config-route-map)# match
route-type external

Matches against one of the following route
types:

» external—The external route (BGP,
EIGRP, and OSPF type 1 or 2)

« inter-area—OSPF inter-area route

+ internal—The internal route (including
the OSPF intra- or inter-area)

« intra-area—OSPF intra-area route

* nssa-external—The NSSA external route
(OSPF type 1 or 2)

* type-1—The OSPF external type 1 route
* type-2—The OSPF external type 2 route

Step 7

match ip route-source prefix-list name

Example:

switch (config-route-map) # match
ip route-source prefix-list pl

Matches the IPv4 route source address or
router ID of a route to one or more IP prefix
lists. Use the ip prefix-list command to create
the prefix list.

Step 8

match ip address prefix-list name

Example:

switch (config-route-map) # match
ip address prefix-list pl

Matches against one or more [Pv4 prefix lists.
Use the ip prefix-list command to create the
prefix list.

Step 9

set distance value

Example:

switch (config-route-map)# set distance
150

Sets the administrative distance of routes for
OSPFv2. The range is from 1 to 255.

Step 10

(Optional) copy running-config
startup-config

Example:

switch (config-route-map) # copy
running-config
startup-config

Saves this configuration change.
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Example

This example shows how to configure the OSPFv2 administrative distance for inter-area routes to
150, for external routes to 200, and for all prefixes in prefix list p1 to 190:

switch# configure terminal

switch (config) # router ospf 201

switch(config-router)# table-map foo

switch (config-router)# exit

switch (config)# route-map foo permit 10

switch (config-route-map) # match route-type inter-area
switch (config-route-map)# set distance 150

switch (config-route-map) # exit

switch (config)# route-map foo permit 20

switch (config-route-map) # match route-type external
switch (config-route-map)# set distance 200

switch (config-route-map) # exit

switch (config)# route-map foo permit 30

switch (config-route-map)# match ip route-source prefix-list pl
switch (config-route-map)# match ip address prefix-list pl
switch (config-route-map)# set distance 190

Modifying the Default Timers

OSPFv2 includes a number of timers that control the behavior of protocol messages and shortest path first
(SPF) calculations. OSPFv2 includes the following optional timer parameters:

* LSA arrival time—Sets the minimum interval allowed between LSAs that arrive from a neighbor. LSAs
that arrive faster than this time are dropped.

* Pacing LSAs—Sets the interval at which LSAs are collected into a group and refreshed, checksummed,
or aged. This timer controls how frequently LSA updates occur and optimizes how many are sent in an
LSA update message (see the Flooding and LSA Group Pacing, on page 150 section).

* Throttle LSAs—Sets the rate limits for generating LSAs. This timer controls how frequently LSAs are
generated after a topology change occurs.

* Throttle SPF calculation—Controls how frequently the SPF calculation is run.

At the interface level, you can also control the following timers:

 Retransmit interval—Sets the estimated time between successive LSAs

* Transmit delay—Sets the estimated time to transmit an LSA to a neighbor.

See the Configuring Networks in OSPFv2 section for information about the hello interval and dead timer.

Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).
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Procedure
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Command or Action

Purpose

Step 1

configure terminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

router ospf instance-tag

Example:

switch(config)# router ospf 201
switch (config-router) #

Creates a new OSPFv2 instance with the
configured instance tag.

Step 3

timerslsa-arrival msec

Example:

switch (config-router)# timers
lsa-arrival 2000

Sets the LSA arrival time in milliseconds. The
range is from 10 to 600000. The default is
1000 milliseconds.

Step 4

timer s Isa-group-pacing seconds

Example:

switch (config-router)# timers
lsa-group-pacing 1800

Sets the interval in seconds for grouping LSAs.
The range is from 1 to 1800. The default is 240
seconds.

Step 5

timersthrottle |sa start-time hold-interval
max-time
Example:

switch (config-router)# timers throttle
1sa 3000 6000 6000

Sets the rate limit in milliseconds for
generating LSAs with the following timers:

» start-time—The range is from 0 to 5000
milliseconds. The default value is 0
milliseconds.

« hold-interval—The range is from 50 to
30,000 milliseconds. The default value is
5000 milliseconds.

* max-time—The range is from 50 to
30,000 milliseconds. The default value is
5000 milliseconds.

Step 6

timer sthrottle spf delay-time hold-time
max-wait
Example:

switch (config-router)# timers throttle
spf 3000 2000 4000

Sets the SPF best path schedule in seconds
between SPF best path calculations with the
following timers:

* delay-time—The range is from 1 to
600,000 milliseconds. The default value
is 200 milliseconds.

* hold-time—The range is from 1 to
600,000 milliseconds. The default value
is 1000 milliseconds.
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Command or Action

Purpose

» max-wait —The range is from 1 to
600,000 milliseconds. The default value
is 5000 milliseconds.

Step 7 inter face type slot/port Enters interface configuration mode.
Example:
switch (config)# interface ethernet 1/2
switch (config-if)

Step 8 ip ospf hello-interval seconds Sets the hello interval for this interface. The
Example: range is from 1 to 65535. The default is 10.
switch (config-if)# ip ospf
hello-interval 30

Step 9 ip ospf dead-interval seconds Sets the dead interval for this interface. The
Example: range is from 1 to 65535.
switch (config-if)# ip ospf dead-interval]

30

Step 10 ip ospf retransmit-interval seconds Sets the estimated time in seconds between

Examole: LSAs transmitted from this interface. The
ple: range is from 1 to 65535. The default is 5.

switch (config-if)# ip ospf

retransmit-interval 30

Step 11 ip ospf transmit-delay seconds Sets the estimated time in seconds to transmit

Example: an LSA to a neighbor. The range is from 1 to
ple: 450. The default is 1.

switch(config-if)# ip ospf

transmit-delay 450

switch (config-if) #

Step 12 (Optional) show ip ospf Displays information about OSPF.
Example:
switch (config-if)# show ip ospf

Step 13 (Optional) copy running-config Copies the running configuration to the startup
startup-config configuration.

Example:
switch (config)# copy running-config
startup-config

Example

This example shows how to control LSA flooding with the Isa-group-pacing option:

switch# configure terminal

switch (config)# router ospf 201

switch (config-router)# timers lsa-group-pacing 300
switch (config-router)# copy running-config startup-config
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Configuring Graceful Restart

Graceful restart is enabled by default. You can configure the following optional parameters for graceful restart
in an OSPFv2 instance:

Configuring 0SPFv2 |

* Grace period—Configures how long neighbors should wait after a graceful restart has started before
tearing down adjacencies.

* Helper mode disabled—Disables helper mode on the local OSPFv2 instance. OSPFv2 does not participate
in the graceful restart of a neighbor.

* Planned graceful restart only—Configures OSPFv2 to support graceful restart only in the event of a
planned restart.

Before you begin

Ensure that you have enabled OSPF (see the Enabling OSPFv2 section).

Ensure that all neighbors are configured for graceful restart with matching optional parameters set.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

switch# configure terminal
switch (config) #

Enters global configuration mode.

Step 2

router ospf instance-tag

Example:

switch (config)# router ospf 201
switch (config-router) #

Creates a new OSPFv2 instance with the
configured instance tag.

Step 3

graceful-restart

Example:

switch (config-router)# graceful-restart

Enables a graceful restart. A graceful restart is
enabled by default.

Step 4

(Optional) graceful-restart grace-period
seconds
Example:

switch (config-router)# graceful-restart
grace-period 120

Sets the grace period, in seconds. The range is
from 5 to 1800. The default is 60 seconds.

Step 5

(Optional) graceful-restart helper-disable

Example:

switch (config-router)# graceful-restart
helper-disable

Disables helper mode. This feature is enabled
by default.

Step 6

(Optional) graceful-restart planned-only

Example:

Configures a graceful restart for planned restarts
only.
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Command or Action Purpose

switch (config-router)# graceful-restart
planned-only

Step 7 (Optional) show ip ospf instance-tag Displays OSPF information.

Example:

switch (config-router)# show ip ospf 201

Step 8 (Optional) copy running-config startup-config | Copies the running configuration to the startup

configuration.
Example: gu

switch (config)# copy running-config
startup-config

Example

This example shows how to enable a graceful restart if it has been disabled and set the grace period
to 120 seconds:

switch# configure terminal

switch (config) # router ospf 201

switch (config-router)# graceful-restart

switch (config-router)# graceful-restart grace-period 120
switch (config-router)# copy running-config startup-config

Restarting an OSPFv2 Instance

You can restart an OSPv2 instance. This action clears all neighbors for the instance.

To restart an OSPFv2 instance and remove all associated neighbors, use the following command:

Procedure
Command or Action Purpose

Step 1 restart ospf instance-tag Restarts the OSPFv2 instance and removes all
Example: neighbors.
switch(config)# restart ospf 201

Configuring 0SPFv2 with Virtualization

You can create multiple OSPFv2 instances. You can also create multiple VRFs and use the same or multiple
OSPFv2 instances in each VRF. You can assign an OSPFv2 interface to a VRF.

N

Note Configure all other parameters for an interface after you configure the VRF for an interface. Configuring a
VRF for an interface deletes all the configuration for that interface.
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Before you begin

Ensure that you have enabled the OSPF feature (see the Enabling OSPFv2 section).

Procedure
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:
switch# configure terminal
switch (config) #
Step 2 vrf context vrf-name Creates a new VRF and enters VRF
configuration mode.
Example:
switch (config)# vrf context
RemoteOfficeVRF
switch (config-vrf) #
Step 3 router ospf instance-tag Creates a new OSPFv2 instance with the
configured instance tag.
Example: £ £
switch (config-vrf)# router ospf 201
switch (config-router) #
Step 4 vrf vrf-name Enters VRF configuration mode.
Example:
switch (config-router)# vrf
RemoteOfficeVRF
switch (config-router-vrf) #
Step 5 (Optional) maximum-paths path Configures the maximum number of equal
Example: OSPFv2 paths to a destination in the route
ple: table for this VRF. This feature is used for load
zwitch(config—router—vrf)# maximum-paths balancing.
Step 6 interface interface-type slot/port Enters interface configuration mode.
Example:
switch (config-router-vrf)# interface
ethernet 1/2
switch (config-if) #
Step 7 vrf member vrf-name Adds this interface to a VRF.
Example:
switch(config-if)# vrf member
RemoteOfficeVRF
Step 8 ip addressip-prefix/length Configures an IP address for this interface.
Examble: You must do this step after you assign this
ple: interface to a VRF.
switch(config-if)# ip address
192.0.2.1/16
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Command or Action

Purpose

Step 9 ip router ospf instance-tag area area-id Assigns this interface to the OSPFv2 instance

Example:

area 0

switch (config-if)# ip router ospf 201

and area configured.

Step 10 (Optional) copy running-config

startup-config

Example:

startup-config

switch (config)# copy running-config

Copies the running configuration to the startup
configuration.

Example

This example shows how to create a VRF and add an interface to the VRF:

switch# configure terminal
switch(config)# vrf context NewVRF
switch (config)# router ospf 201

switch (config) # interface ethernet 1/2

switch (config-if)# ip address 192.0.2.1/16

(
(
switch (config-if)# vrf member NewVRF
(
(
(

)
switch (config-if)
switch (config-if)

#
#

ip router ospf 201 area 0
copy running-config startup-config

To display the OSPFv2 configuration, perform one of the following tasks:

Command

Purpose

show ip ospf [instance-tag] [vrf vrf-name]

Displays information about one or more OSPF routing
instances. The output includes the following area-level
counts:

« Interfaces in this area—A count of all interfaces
added to this area (configured interfaces).

» Active interfaces—A count of all interfaces
considered to be in router link states and SPF
(UP interfaces).

* Passive interfaces—A count of all interfaces
considered to be OSPF passive (no adjacencies
will be formed).

» Loopback interfaces—A count of all local
loopback interfaces.
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Command

Purpose

show ip ospf border-routers[ vrf { vrf-name | all |
default | management }]

Displays the OSPFv2 border router configuration.

show ip ospf database[ vrf { vrf-name| all | default
| management} ]

Displays the OSPFv2 link-state database summary.

show ip ospf interface number [ vrf { vrf-name| all
| default | management }]

Displays OSPFv2-related interface information.

show ip ospf Isa-content-changed-list neighbor-id
interface - type number [ vrf { vrf-name| all | default
| management }]

Displays the OSPFv2 LSAs that have changed.

show ip ospf neighbors[ neighbor-id ] [ detail ] [
interface - type number ] [ vrf { vrf-name | all |
default | management }] [ summary ]

Displays the list of OSPFv2 neighbors.

show ip ospf request-list neighbor-id interface - type
number [ vrf {vrf-name| all | default | management

1]

Displays the list of OSPFv2 link-state requests.

show ip ospf retransmission-list neighbor-id
interface - type number [ vrf { vrf-name| all | default
| management }]

Displays the list of OSPFv2 link-state retransmissions.

show ip ospf route [ ospf-route ] [ summary ][ vrf
{ vrf-name | all | default | management }]

Displays the internal OSPFv2 routes.

show ip ospf summary-address[ vrf { vrf-name |
all | default | management }]

Displays information about the OSPFv2 summary
addresses.

show ip ospf virtual-links[ brief ][ vrf { vrf-name
| all | default | management }]

Displays information about OSPFv2 virtual links.

show ip ospf vrf { vrf-name | all | default |
management }

Displays information about the VRF-based OSPFv2
configuration.

show running-configur ation ospf

Displays the current running OSPFv2 configuration.

Monitoring OSPFv2

To display OSPFv2 statistics, use the following commands:

Command

Purpose

show ip ospf policy statistics area area-id filter list
{in|out} [vrf {vrf-name| all | default |
management} ]

Displays the OSPFv2 route policy statistics for an
area.

show ip policy statisticsredestribute {bgp id | direct
|eigrpid|isisid|ospfid|ripid| static} [vrf
{vrf-name| all | default | management} ]

Displays the OSPFv2 route policy statistics.
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Command Purpose

show ip ospf statistics [vrf {vrf-name | all | default | Displays the OSPFv2 event counters.
| management} |

show ip ospf traffic [interface-type number] [vrf | Displays the OSPFv2 packet counters.
{vrf-name| all | default | management}]

Configuration Examples for 0SPFv2

The following example shows how to configure OSPFv2:

feature ospf

router ospf 201

router-id 290.0.2.1

interface ethernet 1/2

ip router ospf 201 area 0.0.0.10

ip ospf authentication

ip ospf authentication-key 0 mypass

OSPF RFC Compatibility Mode Example

The following example shows how to configure OSPF to be compatible with routers that comply with RFC
1583:

)

Note  You must configure RFC 1583 compatibility on any VRF that connects to routers running only RFC 1583
compatible OSPF.

switch# configure terminal

switch (config) # feature ospf

switch (config)# router ospf Testl

switch (config-router)# rfcl583compatibility
switch (config-router)# vrf A

switch (config-router-vrf)# rfcl583compatibility

Additional References

For additional information related to implementing OSPF, see the following sections:

Related Documents for OSPFv2

Related Topic Document Title

Keychains Cisco Nexus 9000 Series NX-OS Security Configuration Guide
OSPFv3 for IPv6 Configuring OSPFv3, on page 145

networks
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B wis
Related Topic Document Title
Route maps Configuring Route Policy Manager, on page 441
MIBs
MIBs MIBs Link
MIBs related to OSPFv2 To locate and download supported MIBs, go to the following URL:

ftp://ftp.cisco.com/pub/mibs/supportlists/nexus9000/
Nexus9000MIBSupportList.html
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CHAPTER 8

Configuring OSPFv3

This chapter describes how to configure Open Shortest Path First version 3 (OSPFv3) for IPv6 networks on
the Cisco NX-OS device.

This chapter includes the following sections:

» About OSPFv3, on page 145

* Multi-Area Adjacency, on page 151

* OSPFv3 and the IPv6 Unicast RIB, on page 151

* Address Family Support, on page 152

* Authentication, on page 152

» Advanced Features, on page 152

* Prerequisites for OSPFv3, on page 156

* Guidelines and Limitations for OSPFv3, on page 157
* Default Settings, on page 158

* Configuring Basic OSPFv3, on page 159

* Configuring Advanced OSPFv3, on page 166

* Encryption, on page 187

» Verifying the OSPFv3 Configuration, on page 193
* Monitoring OSPFv3, on page 194

* Configuration Examples for OSPFv3, on page 194
* Related Topics, on page 195

* Additional References, on page 195

About OSPFv3

OSPFv3 is an IETF link-state protocol (see Overview, on page 9 section). An OSPFv3 router sends a special
message, called a hello packet, out each OSPF-enabled interface to discover other OSPFv3 neighbor routers.
Once a neighbor is discovered, the two routers compare information in the Hello packet to determine if the
routers have compatible configurations. The neighbor routers attempt to establish adjacency, which means
that the routers synchronize their link-state databases to ensure that they have identical OSPFv3 routing
information. Adjacent routers share link-state advertisements (LSAs) that include information about the
operational state of each link, the cost of the link, and any other neighbor information. The routers then flood
these received LSAs out every OSPF-enabled interface so that all OSPFv3 routers eventually have identical
link-state databases. When all OSPFv3 routers have identical link-state databases, the network is converged
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(see the Convergence section). Each router then uses Dijkstra’s Shortest Path First (SPF) algorithm to build
its route table.

You can divide OSPFv3 networks into areas. Routers send most LSAs only within one area, which reduces
the CPU and memory requirements for an OSPF-enabled router.

OSPFv3 supports IPv6. For information about OSPF for IPv4, see Configuring OSPFv2, on page 95.

Comparison of 0SPFv3 and O0SPFv2

Much of the OSPFv3 protocol is the same as in OSPFv2. OSPFv3 is described in RFC 2740.
The key differences between the OSPFv3 and OSPFv2 protocols are as follows:

* OSPFv3 expands on OSPFv2 to provide support for IPv6 routing prefixes and the larger size of IPv6
addresses.

* LSAs in OSPFv3 are expressed as prefix and prefix length instead of address and mask.
* The router ID and area ID are 32-bit numbers with no relationship to [Pv6 addresses.
* OSPFv3 uses link-local IPv6 addresses for neighbor discovery and other features.

* OSPFv3 can use the IPv6 authentication trailer (RFC 6506) or IPSec (RFC 4552) for authentication.
However, Cisco NX-OS does not support RFC 6506.

* OSPFv3 redefines LSA types.

Hello Packet

OSPFv3 routers periodically send Hello packets on every OSPF-enabled interface. The hello interval determines
how frequently the router sends these Hello packets and is configured per interface. OSPFv3 uses Hello
packets for the following tasks:

* Neighbor discovery
» Keepalives
* Bidirectional communications

* Designated router election (see the Designated Routers section)

The Hello packet contains information about the originating OSPFv3 interface and router, including the
assigned OSPFv3 cost of the link, the hello interval, and optional capabilities of the originating router. An
OSPFv3 interface that receives these Hello packets determines if the settings are compatible with the receiving
interface settings. Compatible interfaces are considered neighbors and are added to the neighbor table (see
the Neighbors section).

Hello packets also include a list of router IDs for the routers that the originating interface has communicated
with. If the receiving interface sees its own router ID in this list, then bidirectional communication has been
established between the two interfaces.

OSPFv3 uses Hello packets as a keepalive message to determine if a neighbor is still communicating. If a
router does not receive a Hello packet by the configured dead interval (usually a multiple of the hello interval),
then the neighbor is removed from the local neighbor table.
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Neighbors

Adjacency

Neighbors .

An OSPFv3 interface must have a compatible configuration with a remote interface before the two can be
considered neighbors. The two OSPFv3 interfaces must match the following criteria:

* Hello interval
* Dead interval
* Area ID (see the Areas section)

* Optional capabilities

If there is a match, the information is entered into the neighbor table:
* Neighbor ID—The router ID of the neighbor router.

* Priority—Priority of the neighbor router. The priority is used for designated router election (see the
Designated Routers section).

* State—Indication of whether the neighbor has just been heard from, is in the process of setting up
bidirectional communications, is sharing the link-state information, or has achieved full adjacency.

* Dead time—Indication of how long since the last Hello packet was received from this neighbor.
* Link-local IPv6 Address—The link-local IPv6 address of the neighbor.

* Designated Router—Indication of whether the neighbor has been declared the designated router or backup
designated router (see the Designated Routers section).

* Local interface—The local interface that received the Hello packet for this neighbor.

When the first Hello packet is received from a new neighbor, the neighbor is entered into the neighbor table
in the initialization state. Once bidirectional communication is established, the neighbor state becomes two-way.
ExStart and exchange states come next, as the two interfaces exchange their link-state database. Once this is
all complete, the neighbor moves into the full state, which signifies full adjacency. If the neighbor fails to
send any Hello packets in the dead interval, then the neighbor is moved to the down state and is no longer
considered adjacent.

Not all neighbors establish adjacency. Depending on the network type and designated router establishment,
some neighbors become fully adjacent and share LSAs with all their neighbors, while other neighbors do not.
For more information, see theDesignated Routers section.

Adjacency is established using Database Description (DD) packets, Link State Request (LSR) packets, and
Link State Update (LSU) packets in OSPFv3. The Database Description packet includes the LSA headers
from the link-state database of the neighbor (see the Link-State Database section). The local router compares
these headers with its own link-state database and determines which LSAs are new or updated. The local
router sends an LSR packet for each LSA that it needs new or updated information on. The neighbor responds
with an LSU packet. This exchange continues until both routers have the same link-state information.
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Designated Routers

Areas

Networks with multiple routers present a unique situation for OSPFv3. If every router floods the network
with LSAs, the same link-state information is sent from multiple sources. Depending on the type of network,
OSPFv3 might use a single router, the designated router (DR), to control the LSA floods and represent the
network to the rest of the OSPFv3 area (see the Areas section). If the DR fails, OSPFv3 selects a backup
designated router (BDR). If the DR fails, OSPFv3 uses the BDR.

Network types are as follows:

* Point-to-point—A network that exists only between two routers. All neighbors on a point-to-point network
establish adjacency and there is no DR.

* Broadcast—A network with multiple routers that can communicate over a shared medium that allows
broadcast traffic, such as Ethernet. OSPFv3 routers establish a DR and BDR that controls LSA flooding
on the network. OSPFv3 uses the well-known IPv6 multicast addresses, FF02::5, and a MAC address
01 0100.5300.0005 to communicate with neighbors.

The DR and BDR are selected based on the information in the Hello packet. When an interface sends a Hello
packet, it sets the priority field and the DR and BDR field if it knows who the DR and BDR are. The routers
follow an election procedure based on which routers declare themselves in the DR and BDR fields and the
priority field in the Hello packet. As a final determinant, OSPFv3 chooses the highest router IDs as t