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Prerequisites for Configuring Layer 2 Protocol Tunneling
The following sections list prerequisites and considerations for configuring Layer 2 protocol tunneling.

To configure Layer 2 point-to-point tunneling to facilitate the automatic creation of EtherChannels, you need
to configure both the SP (service-provider) edge switch and the customer device.

Information About Layer 2 Protocol Tunneling
The following sections provide information about Layer 2 protocol tunneling:

Layer 2 Protocol Tunneling Overview
Customers at different sites connected across a service-provider network need to use various Layer 2 protocols
to scale their topologies to include all remote sites, as well as the local sites. STP must run properly, and every
VLAN should build a proper spanning tree that includes the local site and all remote sites across the
service-provider network. Cisco Discovery Protocol (CDP) must discover neighboring Cisco devices from
local and remote sites. VLAN Trunking Protocol (VTP) must provide consistent VLAN configuration
throughout all sites in the customer network.

When protocol tunneling is enabled, edge device on the inbound side of the service-provider network
encapsulate Layer 2 protocol packets with a special MAC address and send them across the service-provider
network. Core devices in the network do not process these packets but forward them as normal packets. Layer
2 protocol data units (PDUs) for CDP, STP, or VTP cross the service-provider network and are delivered to
customer devices on the outbound side of the service-provider network. Identical packets are received by all
customer ports on the same VLANs with these results:
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• Users on each of a customer’s sites can properly run STP, and every VLAN can build a correct spanning
tree based on parameters from all sites and not just from the local site.

• CDP discovers and shows information about the other Cisco devices connected through the
service-provider network.

• VTP provides consistent VLAN configuration throughout the customer network, propagating to all
devices through the service provider.

Layer 2 protocol tunneling can be used independently or can enhance IEEE 802.1Q tunneling. If protocol
tunneling is not enabled on IEEE 802.1Q tunneling ports, remote devices at the receiving end of the
service-provider network do not receive the PDUs and cannot properly run STP, CDP, and VTP. When
protocol tunneling is enabled, Layer 2 protocols within each customer’s network are totally separate from
those running within the service-provider network. Customer devices on different sites that send traffic through
the service-provider network with IEEE 802.1Q tunneling achieve complete knowledge of the customer’s
VLAN. If IEEE 802.1Q tunneling is not used, you can still enable Layer 2 protocol tunneling by connecting
to the customer device through access ports and by enabling tunneling on the service-provider access port.

For example, in the following figure (Layer 2 Protocol Tunneling), Customer X has four switches in the same
VLAN, that are connected through the service-provider network. If the network does not tunnel PDUs, switches
on the far ends of the network cannot properly run STP, CDP, and VTP. For example, STP for a VLAN on
a switch in Customer X, Site 1, will build a spanning tree on the switches at that site without considering
convergence parameters based on Customer X’s switch in Site 2. This could result in the topology shown in
the Layer 2 Network Topology without Proper Convergence figure.

Figure 1: Layer 2 Protocol Tunneling
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Figure 2: Layer 2 Network Topology Without Proper Convergence

Layer 2 Protocol Tunneling on Ports
You can enable Layer 2 protocol tunneling (by protocol) on the ports that are connected to the customer in
the edge devices of the service-provider network. The service-provider edge devices connected to the customer
device perform the tunneling process. Edge device tunnel ports are connected to customer IEEE 802.1Q trunk
ports. Edge device access ports are connected to customer access ports. The edge devices connected to the
customer device perform the tunneling process.

You can enable Layer 2 protocol tunneling on ports that are configured as access ports or tunnel ports or trunk
ports. You cannot enable Layer 2 protocol tunneling on ports configured in either switchport mode dynamic
auto mode (the default mode) or switchport mode dynamic desirable mode.

The device supports Layer 2 protocol tunneling for CDP, STP, VTP and LLDP . The device does not support
Layer 2 protocol tunneling for UDLD.

PAgP, and LACP protocol tunneling is only intended to emulate a point-to-point topology. An erroneous
configuration that sends tunneled packets to many ports could lead to a network failure.

Note

When the Layer 2 PDUs that entered the service-provider inbound edge device through a Layer 2
protocol-enabled port exit through the trunk port into the service-provider network, the device overwrites the
customer PDU-destination MAC address with a well-known Cisco proprietary multicast address
(01-00-0c-cd-cd-d0). If IEEE 802.1Q tunneling is enabled, packets are also double-tagged; the outer tag is
the customer metro tag, and the inner tag is the customer’s VLAN tag. The core devices ignore the inner tags
and forward the packet to all trunk ports in the same metro VLAN. The edge devices on the outbound side
restore the proper Layer 2 protocol and MAC address information and forward the packets to all tunnel or
access ports in the same metro VLAN. Therefore, the Layer 2 PDUs remain intact and are delivered across
the service-provider infrastructure to the other side of the customer network.

See the Layer 2 Protocol Tunneling figure in Layer 2 Protocol Tunneling Overview, with Customer X and
Customer Y in access VLANs 30 and 40, respectively. Asymmetric links connect the customers in Site 1 to
edge switches in the service-provider network. The Layer 2 PDUs (for example, BPDUs) coming into Switch
B fromCustomer Y in Site 1 are forwarded to the infrastructure as double-tagged packets with the well-known
MAC address as the destination MAC address. These double-tagged packets have the metro VLAN tag of
40, as well as an inner VLAN tag (for example, VLAN 100). When the double-tagged packets enter Switch
D, the outer VLAN tag 40 is removed, the well-known MAC address is replaced with the respective Layer 2
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protocol MAC address, and the packet is sent to Customer Y on Site 2 as a single-tagged frame in VLAN
100.

You can also enable Layer 2 protocol tunneling on access ports on the edge switch connected to access or
trunk ports on the customer switch. In this case, the encapsulation and decapsulation process is the same as
described in the previous paragraph, except that the packets are not double-tagged in the service-provider
network. The single tag is the customer-specific access VLAN tag.

In switch stacks, Layer 2 protocol tunneling configuration is distributed among all stack members. Each stack
member that receives an ingress packet on a local port encapsulates or decapsulates the packet and forwards
it to the appropriate destination port. On a single switch, ingress Layer 2 protocol-tunneled traffic is sent
across all local ports in the same VLAN on which Layer 2 protocol tunneling is enabled. In a stack, packets
received by a Layer 2 protocol-tunneled port are distributed to all ports in the stack that are configured for
Layer 2 protocol tunneling and are in the sameVLAN. All Layer 2 protocol tunneling configuration is handled
by the stack master and distributed to all stack members.

Layer 2 Protocol Tunneling for EtherChannels
In an SP network, you can use Layer 2 protocol tunneling to enhance the creation of EtherChannels by
emulating a point-to-point network topology. When you enable protocol tunneling (PAgP or LACP) on the
SP switch, remote customer switches receive the PDUs and can negotiate the automatic creation of
EtherChannels.

For example, in the following figure (Layer 2 Protocol Tunneling for EtherChannels), Customer A has two
switches in the same VLAN that are connected through the SP network. When the network tunnels PDUs,
switches on the far ends of the network can negotiate the automatic creation of EtherChannels without needing
dedicated lines.

While configuring Layer 2 Protocol Tunneling on trunk ports, both the trunk ports on the SP edge device
should be configured with different native VLANs. The native VLAN of one trunk port should not be in the
list of allowed VLANs of the other trunk port to avoid loops.

Figure 3: Layer 2 Protocol Tunneling for EtherChannels

Default Layer 2 Protocol Tunneling Configuration
The following table shows the default Layer 2 protocol tunneling configuration.
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Table 1: Default Layer 2 Ethernet Interface VLAN Configuration

Default SettingFeature

Disabled.Layer 2 protocol tunneling

None set.Shutdown threshold

None set.Drop threshold

If a CoS value is configured on the interface, that
value is used to set the BPDU CoS value for Layer 2
protocol tunneling. If no CoS value is configured at
the interface level, the default value for CoS marking
of L2 protocol tunneling BPDUs is 5. This does not
apply to data traffic.

CoS Value

How to Configure Layer 2 Protocol Tunneling
The following section provides configuration information on how to configure a layer 2 protocol tunnel:

Configuring Layer 2 Protocol Tunneling

Procedure

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Specifies the interface connected to the phone, and enters
interface configuration mode.

interface interface-id

Example:

Step 3

Device(config)# interface gigabitethernet1/0/1

Configures the interface as an IEEE 802.1Q tunnel port or
a trunk port.

Use one of the following:Step 4

• switchport mode dot1q-tunnel

Example:
Device(config-if)# switchport mode dot1q-tunnel

Enables protocol tunneling for the desired protocol. If no
keyword is entered, tunneling is enabled for all four Layer
2 protocols.

l2protocol-tunnel [cdp | lldp | point-to-point | stp | vtp]

Example:
Device(config-if)# l2protocol-tunnel cdp

Step 5
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PurposeCommand or Action

Use the no l2protocol-tunnel [cdp | lldp |
point-to-point | stp | vtp] interface
configuration command to disable protocol
tunneling for one of the Layer 2 protocols or
for all three.

Note

(Optional) Configures the threshold for packets-per-second
accepted for encapsulation. The interface is disabled if the

l2protocol-tunnel shutdown-threshold [
packet_second_rate_value | cdp | lldp point-to-point | stp
| vtp]

Step 6

configured threshold is exceeded. If no protocol option is
specified, the threshold applies to each of the tunneled

Example: Layer 2 protocol types. The range is 1 to 4096. The default
is to have no threshold configured.Device(config-if)# l2protocol-tunnel

shutdown-threshold 100 cdp
If you also set a drop threshold on this interface,
the shutdown-threshold value must be greater
than or equal to the drop-threshold value.

Note

Use the no l2protocol-tunnel
shutdown-threshold [
packet_second_rate_value | cdp | lldp|
point-to-point | stp | vtp] and the no
l2protocol-tunnel drop-threshold [
packet_second_rate_value | cdp | lldp|
point-to-point |stp | vtp] commands to return
the shutdown and drop thresholds to the default
settings.

Note

(Optional) Configures the threshold for packets-per-second
accepted for encapsulation. The interface drops packets if

l2protocol-tunnel drop-threshold [
packet_second_rate_value | cdp | lldp | point-to-point |
stp | vtp]

Step 7

the configured threshold is exceeded. If no protocol option
is specified, the threshold applies to each of the tunneled

Example: Layer 2 protocol types. The range is 1 to 4096. The default
is to have no threshold configured.Device(config-if)# l2protocol-tunnel

drop-threshold 100 cdp
If you also set a shutdown threshold on this
interface, the drop-threshold value must be
less than or equal to the shutdown-threshold
value.

Note

Use the no l2protocol-tunnel
shutdown-threshold [cdp | lldp| point-to-point
| stp | vtp] and the no l2protocol-tunnel
drop-threshold [cdp | stp | vtp] commands to
return the shutdown and drop thresholds to the
default settings.

Note

Returns to global configuration mode.exit

Example:

Step 8

Device(config-if)# exit
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PurposeCommand or Action

Inserts a BPDU filter for spanning tree.spanning-tree bpdufilter enableStep 9

Example: While configuring Layer 2 Protocol Tunneling
on a trunk port, you must enable a BPDU filter
for spanning tree.

Note

Device(config)# spanning-tree bpdufilter enable

Returns to privileged EXEC mode.end

Example:

Step 10

Device(config)# end

Displays the Layer 2 tunnel ports on the device, including
the protocols configured, the thresholds, and the counters.

show l2protocol

Example:

Step 11

Device# show l2protocol

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 12

Device# copy running-config startup-config

How to Configure Layer 2 Protocol Tunneling for EtherChannels
For EtherChannels, you need to configure both the SP (service-provider) edge devices and the customer
devices for Layer 2 protocol tunneling. The following sections provide configuration information on how to
configure the SP edge device and how to configure the customer device:

Configuring the SP Edge Switch

Procedure

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Specifies the interface connected to the phone, and enters
interface configuration mode.

interface interface-id

Example:

Step 3

Device(config)# interface gigabitethernet1/0/1

Configures the native VLAN.switchport trunk native vlan vlan-idStep 4
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PurposeCommand or Action

Example: While configuring Layer 2 Protocol Tunneling
for EtherChannels on trunk ports, you must
configure different native VLANs on both trunk
ports on the SP edge device.

Note

Device(config-if)# switchport trunk native vlan
2

Specifies the list of allowed VLANs.switchport trunk allowed vlan vlan-id listStep 5

Example: While configuring Layer 2 Protocol Tunneling
for EtherChannels on trunk ports, you must
ensure that the native VLAN of one trunk port
of the SP edge device should not be in the list
of allowed VLANs of the other trunk port to
avoid loops.

Note

Device(config-if)# switchport trunk allowed vlan
1,2,4-3003,3005-4094

Configures the interface as an IEEE 802.1Q tunnel port or
as a trunk port.

Use one of the following:Step 6

• switchport mode dot1q-tunnel
• switchport mode trunk

Example:
Device(config-if)# switchport mode dot1q-tunnel

or
Device(config-if)# switchport mode trunk

(Optional) Enables point-to-point protocol tunneling for
the desired protocol. If no keyword is entered, tunneling
is enabled for all three protocols.

l2protocol-tunnel point-to-point [pagp | lacp | udld]

Example:
Device(config-if)# l2protocol-tunnel
point-to-point pagp

Step 7

To avoid a network failure, make sure that the
network is a point-to-point topology before you
enable tunneling for PAgP, LACP, or UDLD
packets.

Note

Use the no l2protocol-tunnel [point-to-point
[pagp | lacp | udld]] interface configuration
command to disable point-to-point protocol
tunneling for one of the Layer 2 protocols or
for all three.

Note

(Optional) Configures the threshold for packets-per-second
accepted for encapsulation. The interface is disabled if the

l2protocol-tunnel shutdown-threshold [point-to-point
[pagp | lacp | udld]] value

Step 8

configured threshold is exceeded. If no protocol option is
Example: specified, the threshold applies to each of the tunneled
Device(config-if)# l2protocol-tunnel
shutdown-threshold point-to-point pagp 100

Layer 2 protocol types. The range is 1 to 4096. The default
is to have no threshold configured.

If you also set a drop threshold on this interface,
the shutdown-threshold value must be greater
than or equal to the drop-threshold value.

Note
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PurposeCommand or Action

Use the no l2protocol-tunnel
shutdown-threshold [point-to-point [pagp |
lacp | udld]] and the no l2protocol-tunnel
drop-threshold [[point-to-point [pagp | lacp
| udld]] commands to return the shutdown and
drop thresholds to the default settings.

Note

(Optional) Configures the threshold for packets-per-second
accepted for encapsulation. The interface drops packets if

l2protocol-tunnel drop-threshold [point-to-point [pagp
| lacp | udld]] value

Step 9

the configured threshold is exceeded. If no protocol option
Example: is specified, the threshold applies to each of the tunneled
Device(config-if)# l2protocol-tunnel
drop-threshold point-to-point pagp 500

Layer 2 protocol types. The range is 1 to 4096. The default
is to have no threshold configured.

If you also set a shutdown threshold on this
interface, the drop-threshold value must be
less than or equal to the shutdown-threshold
value.

Note

Disables CDP on the interface.no cdp enable

Example:

Step 10

Device(config-if)# no cdp enable

Enables BPDU filtering on the interface.spanning-tree bpdu filter enable

Example:

Step 11

Device(config-if)# spanning-tree bpdu filter
enable

Returns to global configuration mode.exit

Example:

Step 12

Device(config-if)# exit

Returns to privileged EXEC mode.end

Example:

Step 13

Device(config)# end

Displays the Layer 2 tunnel ports on the device, including
the protocols configured, the thresholds, and the counters.

show l2protocol

Example:

Step 14

Device# show l2protocol

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 15

Device# copy running-config startup-config
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Configuring the Customer Device

Before you begin

For EtherChannels, you need to configure both the SP edge device and the customer device for Layer 2
protocol tunneling.

Procedure

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Specifies the interface connected to the phone, and enters
interface configuration mode.

interface interface-id

Example:

Step 3

Device(config)# interface gigabitethernet1/0/1

Sets the trunking encapsulation format to IEEE 802.1Q.switchport trunk encapsulation dot1q

Example:

Step 4

Device(config-if)# switchport trunk encapsulation
dot1q

Enables trunking on the interface.switchport mode trunk

Example:

Step 5

Device(config-if)# switchport mode trunk

Enables UDLD in normal mode on the interface.udld port

Example:

Step 6

Device(config-if)# udld port

Assigns the interface to a channel group, and specifies
desirable for the PAgP mode.

channel-group channel-group-number mode desirable

Example:

Step 7

Device(config-if)# channel-group 25 mode desirable

Returns to global configuration mode.exit

Example:

Step 8

Device(config-if)# exit

Enters port-channel interface mode.interface port-channel port-channel number

Example:

Step 9
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PurposeCommand or Action
Device(config)# interface port-channel
port-channel 25

Shuts down the interface.shutdown

Example:

Step 10

Device(config)# shutdown

Enables the interface.no shutdown

Example:

Step 11

Device(config)# no shutdown

Returns to privileged EXEC mode.end

Example:

Step 12

Device(config)# end

Displays the Layer 2 tunnel ports on the device, including
the protocols configured, the thresholds, and the counters.

show l2protocol

Example:

Step 13

Device# show l2protocol

(Optional) Saves your entries in the configuration file.copy running-config startup-configStep 14

Example: Use the no switchport mode trunk, the no
udld enable, and the no channel group
channel-group-number mode desirable
interface configuration commands to return the
interface to the default settings.

Note

Device# copy running-config startup-config

Configuration Examples for Layer 2 Protocol Tunneling
The following sections provide various configuration examples for layer 2 protocol tunneling:

Example: Configuring Layer 2 Protocol Tunneling
The following example shows how to configure Layer 2 protocol tunneling for CDP, STP, and VTP and to
verify the configuration.

Device(config)# interface gigabitethernet1/0/11
Device(config-if)# l2protocol-tunnel cdp
Device(config-if)# l2protocol-tunnel stp
Device(config-if)# l2protocol-tunnel vtp
Device(config-if)# l2protocol-tunnel shutdown-threshold 1500
Device(config-if)# l2protocol-tunnel drop-threshold 1000
Device(config-if)# exit
Device(config)# l2protocol-tunnel cos 7
Device(config)# end
Device# show l2protocol
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COS for Encapsulated Packets: 7
Port Protocol Shutdown Drop Encapsulation Decapsulation Drop
Threshold Threshold Counter Counter Counter
------- -------- --------- --------- ------------- ------------- -------------
Gi0/11 cdp 1500 1000 2288 2282 0
stp 1500 1000 116 13 0
vtp 1500 1000 3 67 0
pagp ---- ---- 0 0 0
lacp ---- ---- 0 0 0
udld ---- ---- 0 0 0

Examples: Configuring the SP Edge and Customer Switches
This example shows how to configure the SP edge switch 1 and edge switch 2. VLANs 17, 18, 19, and 20
are the access VLANs, Fast Ethernet interfaces 1 and 2 are point-to-point tunnel ports with PAgP and UDLD
enabled, the drop threshold is 1000, and Fast Ethernet interface 3 is a trunk port.

SP edge switch 1 configuration:

Device(config)# interface gigabitethernet1/0/1
Device(config-if)# switchport access vlan 17
Device(config-if)# switchport mode dot1q-tunnel
Device(config-if)# l2protocol-tunnel point-to-point pagp
Device(config-if)# l2protocol-tunnel point-to-point udld
Device(config-if)# l2protocol-tunnel drop-threshold point-to-point pagp 1000
Device(config-if)# exit
Device(config)# interface gigabitethernet1/0/2
Device(config-if)# switchport access vlan 18
Device(config-if)# switchport mode dot1q-tunnel
Device(config-if)# l2protocol-tunnel point-to-point pagp
Device(config-if)# l2protocol-tunnel point-to-point udld
Device(config-if)# l2protocol-tunnel drop-threshold point-to-point pagp 1000
Device(config-if)# exit
Device(config)# interface gigabitethernet1/0/3
Device(config-if)# switchport trunk encapsulation isl
Device(config-if)# switchport mode trunk

SP edge switch 2 configuration:

Device(config)# interface gigabitethernet1/0/1
Device(config-if)# switchport access vlan 19
Device(config-if)# switchport mode dot1q-tunnel
Device(config-if)# l2protocol-tunnel point-to-point pagp
Device(config-if)# l2protocol-tunnel point-to-point udld
Device(config-if)# l2protocol-tunnel drop-threshold point-to-point pagp 1000
Device(config-if)# exit
Device(config)# interface gigabitethernet1/0/2
Device(config-if)# switchport access vlan 20
Device(config-if)# switchport mode dot1q-tunnel
Device(config-if)# l2protocol-tunnel point-to-point pagp
Device(config-if)# l2protocol-tunnel point-to-point udld
Device(config-if)# l2protocol-tunnel drop-threshold point-to-point pagp 1000
Device(config-if)# exit
Device(config)# interface gigabitethernet1/0/3
Device(config-if)# switchport trunk encapsulation isl
Device(config-if)# switchport mode trunk
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This example shows how to configure the customer switch at Site 1. Fast Ethernet interfaces 1, 2, 3, and 4
are set for IEEE 802.1Q trunking, UDLD is enabled, EtherChannel group 1 is enabled, and the port channel
is shut down and then enabled to activate the EtherChannel configuration.

Device(config)# interface gigabitethernet1/0/1
Device(config-if)# switchport trunk encapsulation dot1q
Device(config-if)# switchport mode trunk
Device(config-if)# udld enable
Device(config-if)# channel-group 1 mode desirable
Device(config-if)# exit
Device(config)# interface gigabitethernet1/0/2
Device(config-if)# switchport trunk encapsulation dot1q
Device(config-if)# switchport mode trunk
Device(config-if)# udld enable
Device(config-if)# channel-group 1 mode desirable
Device(config-if)# exit
Device(config)# interface gigabitethernet1/0/3
Device(config-if)# switchport trunk encapsulation dot1q
Device(config-if)# switchport mode trunk
Device(config-if)# udld enable
Device(config-if)# channel-group 1 mode desirable
Device(config-if)# exit
Device(config)# interface gigabitethernet1/0/4
Device(config-if)# switchport trunk encapsulation dot1q
Device(config-if)# switchport mode trunk
Device(config-if)# udld enable
Device(config-if)# channel-group 1 mode desirable
Device(config-if)# exit
Device(config)# interface port-channel 1
Device(config-if)# shutdown
Device(config-if)# no shutdown
Device(config-if)# exit

Monitoring Tunneling Status
The following table describes the commands used to monitor tunneling status.

Table 2: Commands for Monitoring Tunneling

PurposeCommand

Clears the protocol counters on Layer 2 protocol
tunneling ports.

clear l2protocol-tunnel counters

Displays IEEE 802.1Q tunnel ports on the device.show dot1q-tunnel

Verifies if a specific interface is a tunnel port.show dot1q-tunnel interface interface-id

Displays information about Layer 2 protocol tunneling
ports.

show l2protocol-tunnel

Verifies if the recovery timer from a Layer 2
protocol-tunnel error disable state is enabled.

show errdisable recovery
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PurposeCommand

Displays information about a specific Layer 2 protocol
tunneling port.

show l2protocol-tunnel interface interface-id

Displays only Layer 2 protocol summary information.show l2protocol-tunnel summary

Displays the status of native VLAN tagging on the
device.

show vlan dot1q tag native

Feature History and Information for Layer 2 Protocol Tunneling
The following table provides release information about the feature or features described in this module. This
table lists only the software release that introduced support for a given feature in a given software release
train. Unless noted otherwise, subsequent releases of that software release train also support that feature.
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C H A P T E R 2
Configuring SPAN and RSPAN

• Prerequisites for SPAN and RSPAN, on page 15
• Restrictions for SPAN and RSPAN, on page 15
• Information About SPAN and RSPAN, on page 17
• Configuring SPAN and RSPAN, on page 26
• How to Configure SPAN and RSPAN, on page 27
• Monitoring SPAN and RSPAN Operations, on page 48
• Configuration Examples for SPAN and RSPAN, on page 49

Prerequisites for SPAN and RSPAN
SPAN

• You can limit SPAN traffic to specific VLANs by using the filter vlan keyword. If a trunk port is being
monitored, only traffic on the VLANs specified with this keyword is monitored. By default, all VLANs
are monitored on a trunk port.

RSPAN

• We recommend that you configure an RSPAN VLAN before you configure an RSPAN source or a
destination session.

Restrictions for SPAN and RSPAN
SPAN

The restrictions for SPAN are as follows:

• On each device, you can configure 66 sessions. A maximum of 2 source sessions can be configured and
the remaining sessions can be configured as RSPAN destinations sessions. A source session is either a
local SPAN session or an RSPAN source session.

• For SPAN sources, you can monitor traffic for a single port or VLAN or a series or range of ports or
VLANs for each session. You cannot mix source ports and source VLANs within a single SPAN session.
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• The destination port cannot be a source port; a source port cannot be a destination port.

• A source port can be used in only one monitor session.

• You cannot have two SPAN sessions using the same destination port.

• When you configure a device port as a SPAN destination port, it is no longer a normal device port; only
monitored traffic passes through the SPAN destination port.

• Entering SPAN configuration commands does not remove previously configured SPAN parameters. You
must enter the no monitor session {session_number | all | local | remote} global configuration command
to delete configured SPAN parameters.

• For local SPAN, outgoing packets through the SPAN destination port carry the original encapsulation
headers—untagged, ISL, or IEEE 802.1Q—if the encapsulation replicate keywords are specified. If
the keywords are not specified, the packets are sent in native form.

• You can configure a disabled port to be a source or destination port, but the SPAN function does not
start until the destination port and at least one source port or source VLAN are enabled.

• You cannot mix source VLANs and filter VLANs within a single SPAN session.

Traffic monitoring in a SPAN session has the following restrictions:

• Sources can be ports or VLANs, but you cannot mix source ports and source VLANs in the same session.

• Wireshark does not capture egress packets when egress span is active.

• You can run both a local SPAN and an RSPAN source session in the same device or device stack. The
device or device stack supports a total of 66 source and RSPAN destination sessions.

• Both switched and routed ports can be configured as SPAN sources and destinations.

• SPAN sessions do not interfere with the normal operation of the device. However, an oversubscribed
SPAN destination, for example, a 10-Mb/s port monitoring a 100-Mb/s port, can result in dropped or
lost packets.

• When SPAN or RSPAN is enabled, each packet being monitored is sent twice, once as normal traffic
and once as a monitored packet.Monitoring a large number of ports or VLANs could potentially generate
large amounts of network traffic.

• You can configure SPAN sessions on disabled ports; however, a SPAN session does not become active
unless you enable the destination port and at least one source port or VLAN for that session.

• The device does not support a combination of local SPAN and RSPAN in a single session.

• An RSPAN source session cannot have a local destination port.

• An RSPAN destination session cannot have a local source port.

• An RSPAN destination session and an RSPAN source session that are using the same RSPAN
VLAN cannot run on the same device or device stack.

• SPAN sessions capture only Dynamic Host Configuration Protocol (DHCP) ingress packets when DHCP
snooping is enabled on the device.
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RSPAN

The restrictions for RSPAN are as follows:

• RSPAN does not support BPDU packet monitoring or other Layer 2 device protocols.

• The RSPAN VLAN is configured only on trunk ports and not on access ports. To avoid unwanted traffic
in RSPAN VLANs, make sure that the VLAN remote-span feature is supported in all the participating
devices.

• You can configure the RSPAN VLAN on only one trunk interface. If you attempt to configure remote
vlan on more than one trunk interface, the system displays an error, for example:
Switch(config-if)#do sh vlan id 2508

VLAN Name Status Ports
---- -------------------------------- --------- -------------------------------
2508 VLAN2508 active Gi1/1, Gi1/2 >>>>>>>>>>>>

VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2
---- ----- ---------- ----- ------ ------ -------- ---- -------- ------ ------
2508 enet 102508 1500 - - - - - 0 0

Remote SPAN VLAN
----------------
Enabled

Primary Secondary Type Ports
------- --------- ----------------- ------------------------------------------

Switch(config-if)#exit
Switch(config)#mon sess 1 destination remote vlan 2508
% Platform cannot support remote-span mirroring on VLAN with more than one member ports.

• RSPAN VLANs are included as sources for port-based RSPAN sessions when source trunk ports have
active RSPAN VLANs. RSPAN VLANs can also be sources in SPAN sessions. However, since the
device does not monitor spanned traffic, it does not support egress spanning of packets on any RSPAN
VLAN identified as the destination of an RSPAN source session on the device.

• If you enable VTP and VTP pruning, RSPAN traffic is pruned in the trunks to prevent the unwanted
flooding of RSPAN traffic across the network for VLAN IDs that are lower than 1005.

• It is recommended not to configure RSPAN VLAN as Native VLAN.

Information About SPAN and RSPAN
The following sections provide information about SPAN and RSPAN.

SPAN and RSPAN
You can analyze network traffic passing through ports or VLANs by using SPAN or RSPAN to send a copy
of the traffic to another port on the device or on another device that has been connected to a network analyzer
or other monitoring or security device. SPAN copies (or mirrors) traffic received or sent (or both) on source
ports or source VLANs to a destination port for analysis. SPAN does not affect the switching of network
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traffic on the source ports or VLANs. You must dedicate the destination port for SPAN use. Except for traffic
that is required for the SPAN or RSPAN session, destination ports do not receive or forward traffic.

Only traffic that enters or leaves source ports or traffic that enters or leaves source VLANs can be monitored
by using SPAN; traffic routed to a source VLAN cannot be monitored. For example, if incoming traffic is
being monitored, traffic that gets routed from another VLAN to the source VLAN cannot be monitored;
however, traffic that is received on the source VLAN and routed to another VLAN can be monitored.

You can use the SPAN or RSPAN destination port to inject traffic from a network security device. For example,
if you connect a Cisco Intrusion Detection System (IDS) sensor appliance to a destination port, the IDS device
can send TCP reset packets to close down the TCP session of a suspected attacker.

Local SPAN
Local SPAN supports a SPAN session entirely within one device; all source ports or source VLANs and
destination ports are in the same device or device stack. Local SPAN copies traffic from one or more source
ports in any VLAN or from one or more VLANs to a destination port for analysis.

Local SPAN supports a SPAN session entirely within one switch; all source ports and destination ports are
in the same switch. Local SPAN copies traffic from one or more source ports to a destination port for analysis.

Figure 4: Example of Local SPAN Configuration on a Single Device

All traffic on port 5 (the source port) is mirrored to port 10 (the destination port). A network analyzer on port
10 receives all network traffic from port 5 without being physically attached to port

5.

Remote SPAN
RSPAN supports source ports, source VLANs, and destination ports on different devices (or different device
stacks), enabling remote monitoring of multiple devices across your network.

Figure 5: Example of RSPAN Configuration

The figure below shows source ports on Device A and Device B. The traffic for each RSPAN session is carried
over a user-specified RSPAN VLAN that is dedicated for that RSPAN session in all participating devices.
The RSPAN traffic from the source ports or VLANs is copied into the RSPAN VLAN and forwarded over
trunk ports carrying the RSPAN VLAN to a destination session monitoring the RSPAN VLAN. Each RSPAN
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source device must have either ports or VLANs as RSPAN sources. The destination is always a physical port,

as shown on Device C in the figure.

SPAN and RSPAN Concepts and Terminology

SPAN Sessions

SPAN sessions (local or remote) allow you to monitor traffic on a port, or one or more VLANs, and send the
monitored traffic to one or more destination ports.

A local SPAN session is an association of a destination port with source ports or source VLANs, all on a
single network device. Local SPAN does not have separate source and destination sessions. Local SPAN
sessions gather a set of ingress and egress packets specified by the user and form them into a stream of SPAN
data, which is directed to the destination port.

RSPAN consists of at least one RSPAN source session, an RSPANVLAN, and at least one RSPAN destination
session. You separately configure RSPAN source sessions and RSPAN destination sessions on different
network devices. To configure an RSPAN source session on a device, you associate a set of source ports or
source VLANs with an RSPAN VLAN. The output of this session is the stream of SPAN packets that are
sent to the RSPAN VLAN. To configure an RSPAN destination session on another device, you associate the
destination port with the RSPAN VLAN. The destination session collects all RSPAN VLAN traffic and sends
it out the RSPAN destination port.

An RSPAN source session is very similar to a local SPAN session, except for where the packet stream is
directed. In an RSPAN source session, SPAN packets are relabeled with the RSPAN VLAN ID and directed
over normal trunk ports to the destination device.
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An RSPAN destination session takes all packets received on the RSPANVLAN, strips off the VLAN tagging,
and presents them on the destination port. The session presents a copy of all RSPAN VLAN packets (except
Layer 2 control packets) to the user for analysis.

Traffic monitoring in a SPAN session has these restrictions:

• Sources can be ports or VLANs, but you cannot mix source ports and source VLANs in the same session.

• SPAN sessions do not interfere with the normal operation of the device. However, an oversubscribed
SPAN destination, for example, a 10-Mb/s port monitoring a 100-Mb/s port, can result in dropped or
lost packets.

• When SPAN or RSPAN is enabled, each packet being monitored is sent twice, once as normal traffic
and once as a monitored packet. Therefore monitoring a large number of ports or VLANs could potentially
generate large amounts of network traffic.

• You can configure SPAN sessions on disabled ports; however, a SPAN session does not become active
unless you enable the destination port and at least one source port or VLAN for that session.

• The device does not support a combination of local SPAN and RSPAN in a single session.

• An RSPAN source session cannot have a local destination port.

• An RSPAN destination session cannot have a local source port.

• An RSPAN destination session and an RSPAN source session that are using the same RSPAN
VLAN cannot run on the same device or device stack.

Monitored Traffic

SPAN sessions can monitor these traffic types:

• Receive (Rx) SPAN—Receive (or ingress) SPANmonitors as much as possible all of the packets received
by the source interface or VLAN before any modification or processing is performed by the device. A
copy of each packet received by the source is sent to the destination port for that SPAN session.

Packets that are modified because of routing or Quality of Service (QoS)—for example, modified
Differentiated Services Code Point (DSCP)—are copied before modification.

Features that can cause a packet to be dropped during receive processing have no effect on ingress SPAN;
the destination port receives a copy of the packet even if the actual incoming packet is dropped. These
features include IP standard and extended input Access Control Lists (ACLs), ingress QoS policing,
VLAN ACLs, and egress QoS policing.

• Transmit (Tx) SPAN—Transmit (or egress) SPAN monitors as much as possible all of the packets sent
by the source interface after all modification and processing is performed by the device. A copy of each
packet sent by the source is sent to the destination port for that SPAN session. The copy is provided after
the packet is modified.

Packets that are modified because of routing (for example, with modified time-to-live (TTL), MAC
address, or QoS values) are duplicated (with the modifications) at the destination port.

Features that can cause a packet to be dropped during transmit processing also affect the duplicated copy
for SPAN. These features include IP standard and extended output ACLs and egress QoS policing.

• Both—In a SPAN session, you can also monitor a port or VLAN for both received and sent packets.
This is the default.
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Therefore, a local SPAN session with encapsulation replicate enabled can have a mixture of untagged and
IEEE 802.1Q tagged packets appear on the destination port.

Device congestion can cause packets to be dropped at ingress source ports, egress source ports, or SPAN
destination ports. In general, these characteristics are independent of one another. For example:

• A packet might be forwarded normally but dropped from monitoring due to an oversubscribed SPAN
destination port.

• An ingress packet might be dropped from normal forwarding, but still appear on the SPAN destination
port.

• An egress packet dropped because of device congestion is also dropped from egress SPAN.

In some SPAN configurations, multiple copies of the same source packet are sent to the SPAN destination
port. For example, a bidirectional (both Rx and Tx) SPAN session is configured for the Rx monitor on port
A and Tx monitor on port B. If a packet enters the device through port A and is switched to port B, both
incoming and outgoing packets are sent to the destination port. Both packets are the same unless a Layer 3
rewrite occurs, in which case the packets are different because of the packet modification.

Source Ports

A source port (also called a monitored port) is a switched or routed port that you monitor for network traffic
analysis.

In a local SPAN session or RSPAN source session, you can monitor source ports or VLANs for traffic in one
or both directions.

The device supports any number of source ports (up to the maximum number of available ports on the device)
and any number of source VLANs (up to the maximum number of VLANs supported).

You cannot mix ports and VLANs in a single session.

A source port has these characteristics:

• A source port can be used in only one monitor session.

• Each source port can be configured with a direction (ingress, egress, or both) to monitor.

• It can be any port type (for example, EtherChannel, Gigabit Ethernet, and so forth).

• For EtherChannel sources, you can monitor traffic for the entire EtherChannel or individually on a
physical port as it participates in the port channel.

• It can be an access port, trunk port, routed port, or voice VLAN port.

• It cannot be a destination port.

• Source ports can be in the same or different VLANs.

• You can monitor multiple source ports in a single session.

Source VLANs

VLAN-based SPAN (VSPAN) is the monitoring of the network traffic in one or more VLANs. The SPAN
or RSPAN source interface in VSPAN is a VLAN ID, and traffic is monitored on all the ports for that VLAN.

VSPAN has these characteristics:
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• All active ports in the source VLAN are included as source ports and can be monitored in either or both
directions.

• On a given port, only traffic on the monitored VLAN is sent to the destination port.

• If a destination port belongs to a source VLAN, it is excluded from the source list and is not monitored.

• If ports are added to or removed from the source VLANs, the traffic on the source VLAN received by
those ports is added to or removed from the sources being monitored.

• You cannot use filter VLANs in the same session with VLAN sources.

• You can monitor only Ethernet VLANs.

VLAN Filtering

When you monitor a trunk port as a source port, by default, all VLANs active on the trunk are monitored.
You can limit SPAN traffic monitoring on trunk source ports to specific VLANs by using VLAN filtering.

• VLAN filtering applies only to trunk ports or to voice VLAN ports.

• VLAN filtering applies only to port-based sessions and is not allowed in sessions with VLAN sources.

• When a VLAN filter list is specified, only those VLANs in the list are monitored on trunk ports or on
voice VLAN access ports.

• SPAN traffic coming from other port types is not affected by VLAN filtering; that is, all VLANs are
allowed on other ports.

• VLAN filtering affects only traffic forwarded to the destination SPAN port and does not affect the
switching of normal traffic.

Destination Port

Each local SPAN session or RSPAN destination session must have a destination port (also called a monitoring
port) that receives a copy of traffic from the source ports or VLANs and sends the SPAN packets to the user,
usually a network analyzer.

A destination port has these characteristics:

• For a local SPAN session, the destination port must reside on the same device or device stack as the
source port. For an RSPAN session, it is located on the device containing the RSPAN destination session.
There is no destination port on a device or device stack running only an RSPAN source session.

• When a port is configured as a SPAN destination port, the configuration overwrites the original port
configuration. When the SPAN destination configuration is removed, the port reverts to its previous
configuration. If a configuration change is made to the port while it is acting as a SPAN destination port,
the change does not take effect until the SPAN destination configuration had been removed.

When QoS is configured on the SPAN destination port, QoS takes effect
immediately.

Note

• If the port was in an EtherChannel group, it is removed from the group while it is a destination port. If
it was a routed port, it is no longer a routed port.
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• It can be any Ethernet physical port.

• It cannot be a secure port.

• It cannot be a source port.

• It can participate in only one SPAN session at a time (a destination port in one SPAN session cannot be
a destination port for a second SPAN session).

• When it is active, incoming traffic is disabled. The port does not transmit any traffic except that required
for the SPAN session. Incoming traffic is never learned or forwarded on a destination port.

• If ingress traffic forwarding is enabled for a network security device, the destination port forwards traffic
at Layer 2.

• It does not participate in any of the Layer 2 protocols (STP, VTP, CDP, DTP, PagP).

• A destination port that belongs to a source VLAN of any SPAN session is excluded from the source list
and is not monitored.

• The maximum number of destination ports in a device or device stack is 64.

Local SPAN and RSPAN destination ports function differently with VLAN tagging and encapsulation:

• For local SPAN, if the encapsulation replicate keywords are specified for the destination port, these
packets appear with the original encapsulation (untagged, ISL, or IEEE 802.1Q). If these keywords are
not specified, packets appear in the untagged format. Therefore, the output of a local SPAN session with
encapsulation replicate enabled can contain a mixture of untagged, ISL, or IEEE 802.1Q-tagged packets.

• For RSPAN, the original VLAN ID is lost because it is overwritten by the RSPAN VLAN identification.
Therefore, all packets appear on the destination port as untagged.

RSPAN VLAN

The RSPAN VLAN carries SPAN traffic between RSPAN source and destination sessions. RSPAN VLAN
has these special characteristics:

• All traffic in the RSPAN VLAN is always flooded.

• No MAC address learning occurs on the RSPAN VLAN.

• RSPAN VLAN traffic only flows on trunk ports.

• RSPAN VLANs must be configured in VLAN configuration mode by using the remote-span VLAN
configuration mode command.

• STP can run on RSPAN VLAN trunks but not on SPAN destination ports.

• An RSPAN VLAN cannot be a private-VLAN primary or secondary VLAN.

For VLANs 1 to 1005 that are visible to VLAN Trunking Protocol (VTP), the VLAN ID and its associated
RSPAN characteristic are propagated by VTP. If you assign an RSPAN VLAN ID in the extended VLAN
range (1006 to 4094), you must manually configure all intermediate devices.

It is normal to have multiple RSPANVLANs in a network at the same time with each RSPANVLAN defining
a network-wide RSPAN session. That is, multiple RSPAN source sessions anywhere in the network can
contribute packets to the RSPAN session. It is also possible to have multiple RSPAN destination sessions
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throughout the network, monitoring the same RSPAN VLAN and presenting traffic to the user. The RSPAN
VLAN ID separates the sessions.

SPAN and RSPAN Interaction with Other Features
SPAN interacts with these features:

• Routing—SPAN does not monitor routed traffic. VSPAN only monitors traffic that enters or exits the ,
not traffic that is routed between VLANs. For example, if a VLAN is being Rx-monitored and the routes
traffic from another VLAN to the monitored VLAN, that traffic is not monitored and not received on
the SPAN destination port.

• STP—A destination port does not participate in STP while its SPAN or RSPAN session is active. The
destination port can participate in STP after the SPAN or RSPAN session is disabled. On a source port,
SPAN does not affect the STP status. STP can be active on trunk ports carrying an RSPAN VLAN.

• CDP—A SPAN destination port does not participate in CDP while the SPAN session is active. After the
SPAN session is disabled, the port again participates in CDP.

• VTP—You can use VTP to prune an RSPAN VLAN between .

• VLAN and trunking—You can modify VLAN membership or trunk settings for source or destination
ports at any time. However, changes in VLAN membership or trunk settings for a destination port do
not take effect until you remove the SPAN destination configuration. Changes in VLAN membership or
trunk settings for a source port immediately take effect, and the respective SPAN sessions automatically
adjust accordingly.

• EtherChannel—You can configure an EtherChannel group as a source port a SPAN destination port.
When a group is configured as a SPAN source, the entire group is monitored.

If a physical port is added to a monitored EtherChannel group, the new port is added to the SPAN source
port list. If a port is removed from a monitored EtherChannel group, it is automatically removed from
the source port list.

A physical port that belongs to an EtherChannel group can be configured as a SPAN source port and still
be a part of the EtherChannel. In this case, data from the physical port is monitored as it participates in
the EtherChannel. However, if a physical port that belongs to an EtherChannel group is configured as a
SPAN destination, it is removed from the group. After the port is removed from the SPAN session, it
rejoins the EtherChannel group. Ports removed from an EtherChannel group remain members of the
group, but they are in the inactive or suspended state.

If a physical port that belongs to an EtherChannel group is a destination port and the EtherChannel group
is a source, the port is removed from the EtherChannel group and from the list of monitored ports.

• Multicast traffic can be monitored. For egress and ingress port monitoring, only a single unedited packet
is sent to the SPAN destination port. It does not reflect the number of times the multicast packet is sent.

• A private-VLAN port cannot be a SPAN destination port.

• A secure port cannot be a SPAN destination port.

For SPAN sessions, do not enable port security on ports with monitored egress when ingress forwarding
is enabled on the destination port. For RSPAN source sessions, do not enable port security on any ports
with monitored egress.

• An IEEE 802.1x port can be a SPAN source port. You can enable IEEE 802.1x on a port that is a SPAN
destination port; however, IEEE 802.1x is disabled until the port is removed as a SPAN destination.
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For SPAN sessions, do not enable IEEE 802.1x on ports with monitored egress when ingress forwarding
is enabled on the destination port. For RSPAN source sessions, do not enable IEEE 802.1x on any ports
that are egress monitored.

SPAN and RSPAN and Device Stacks
Because the stack of represents one logical , local SPAN source ports and destination ports can be in different
in the stack. Therefore, the addition or deletion of in the stack can affect a local SPAN session, as well as an
RSPAN source or destination session. An active session can become inactive when a is removed from the
stack or an inactive session can become active when a is added to the stack.

Flow-Based SPAN
You can control the type of network traffic to be monitored in SPAN or RSPAN sessions by using flow-based
SPAN (FSPAN) or flow-based RSPAN (FRSPAN), which apply access control lists (ACLs) to the monitored
traffic on the source ports. The FSPAN ACLs can be configured to filter IPv4, IPv6, and non-IP monitored
traffic.

You apply an ACL to a SPAN session through the interface. It is applied to all the traffic that is monitored
on all interfaces in the SPAN session.The packets that are permitted by this ACL are copied to the SPAN
destination port. No other packets are copied to the SPAN destination port.

The original traffic continues to be forwarded, and any port, VLAN, and router ACLs attached are applied.
The FSPANACL does not have any effect on the forwarding decisions. Similarly, the port, VLAN, and router
ACLs do not have any effect on the traffic monitoring. If a security input ACL denies a packet and it is not
forwarded, the packet is still copied to the SPAN destination ports if the FSPAN ACL permits it. But if the
security output ACL denies a packet and it is not sent, it is not copied to the SPAN destination ports. However,
if the security output ACL permits the packet to go out, it is only copied to the SPAN destination ports if the
FSPAN ACL permits it. This is also true for an RSPAN session.

You can attach three types of FSPAN ACLs to the SPAN session:

• IPv4 FSPAN ACL— Filters only IPv4 packets.

• IPv6 FSPAN ACL— Filters only IPv6 packets.

• MAC FSPAN ACL— Filters only non-IP packets.

If a VLAN-based FSPAN session configured on a stack cannot fit in the hardware memory on one or more
devices, it is treated as unloaded on those devices, and traffic meant for the FSPAN ACL and sourcing on
that device is not copied to the SPAN destination ports. The FSPAN ACL continues to be correctly applied,
and traffic is copied to the SPAN destination ports on the devices where the FSPAN ACL fits in the hardware
memory.

When an empty FSPAN ACL is attached, some hardware functions copy all traffic to the SPAN destination
ports for that ACL. If sufficient hardware resources are not available, even an empty FSPAN ACL can be
unloaded.
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Default SPAN and RSPAN Configuration

Table 3: Default SPAN and RSPAN Configuration

Default SettingFeature

Disabled.SPAN state (SPAN and RSPAN)

Both received and sent traffic (both).Source port traffic to monitor

Native form (untagged packets).Encapsulation type (destination port)

Disabled.Ingress forwarding (destination port)

On a trunk interface used as a source port, all VLANs
are monitored.

VLAN filtering

None configured.RSPAN VLANs

Configuring SPAN and RSPAN

SPAN Configuration Guidelines
• To remove a source or destination port or VLAN from the SPAN session, use the no monitor session

session_number source interface interface-id {interface interface-id | vlan vlan-id} global configuration
command or the no monitor session session_number destination interface interface-id global
configuration command. For destination interfaces, the encapsulation options are ignored with the no
form of the command.

• To monitor all VLANs on the trunk port, use the no monitor session session_number filter global
configuration command.

RSPAN Configuration Guidelines
• All the SPAN configuration guidelines apply to RSPAN.

• As RSPAN VLANs have special properties, you should reserve a few VLANs across your network for
use as RSPAN VLANs; do not assign access ports to these VLANs.

• You can apply an output ACL to RSPAN traffic to selectively filter or monitor specific packets. Specify
these ACLs on the RSPAN VLAN in the RSPAN source .

• For RSPAN configuration, you can distribute the source ports and the destination ports across multiple
in your network.

• Access ports (including voice VLAN ports) on the RSPAN VLAN are put in the inactive state.

• You can configure any VLAN as an RSPAN VLAN as long as these conditions are met:

• The same RSPAN VLAN is used for an RSPAN session in all the .
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• All participating support RSPAN.

FSPAN and FRSPAN Configuration Guidelines
• When at least one FSPAN ACL is attached, FSPAN is enabled.

• When you attach at least one FSPANACL that is not empty to a SPAN session, and you have not attached
one or more of the other FSPAN ACLs (for instance, you have attached an IPv4 ACL that is not empty,
and have not attached IPv6 and MAC ACLs), FSPAN blocks the traffic that would have been filtered
by the unattached ACLs. Therefore, this traffic is not monitored.

How to Configure SPAN and RSPAN
The following sections provide information on how to configure SPAN and RSPAN.

Creating a Local SPAN Session
Follow these steps to create a SPAN session and specify the source (monitored) ports or VLANs and the
destination (monitoring) ports.

SUMMARY STEPS

1. enable
2. configure terminal
3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source {interface interface-id | vlan vlan-id} [, | -] [both | rx | tx]
5. monitor session session_number destination {interface interface-id [, | -] [encapsulation {replicate |

dot1q}]}
6. end
7. show running-config
8. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3
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PurposeCommand or Action

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session all • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.

Specifies the SPAN session and the source port (monitored
port).

monitor session session_number source {interface
interface-id | vlan vlan-id} [, | -] [both | rx | tx]

Step 4

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 1 source interface
gigabitethernet1/0/1

• For interface-id, specify the source port to monitor.
Valid interfaces include physical interfaces and
port-channel logical interfaces (port-channel
port-channel-number). Valid port-channel numbers
are 1 to 48.

• For vlan-id, specify the source VLAN to monitor. The
range is 1 to 4094 (excluding the RSPAN VLAN).

A single session can include multiple
sources (ports or VLANs) defined in a
series of commands, but you cannot
combine source ports and source VLANs
in one session.

Note

• (Optional) [, | -] Specifies a series or range of
interfaces. Enter a space before and after the comma;
enter a space before and after the hyphen.

• (Optional) both | rx | tx—Specifies the direction of
traffic to monitor. If you do not specify a traffic
direction, the source interface sends both sent and
received traffic.

• both—Monitors both received and sent traffic.

• rx—Monitors received traffic.

• tx—Monitors sent traffic.

You can use the monitor session
session_number source command
multiple times to configure multiple
source ports.

Note

monitor session session_number destination {interface
interface-id [, | -] [encapsulation {replicate | dot1q}]}

Step 5 For local SPAN, you must use the same session
number for the source and destination interfaces.

Note

Example: • For session_number, specify the session number
entered in step 4.
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PurposeCommand or Action

Device(config)# monitor session 1 destination
• For interface-id, specify the destination port. The
destination interface must be a physical port; it cannot
be an EtherChannel, and it cannot be a VLAN.interface gigabitethernet1/0/2 encapsulation

replicate

• (Optional) [, | -] Specifies a series or range of
interfaces. Enter a space before and after the comma;
enter a space before and after the hyphen.

(Optional) encapsulation replicate specifies that the
destination interface replicates the source interface
encapsulation method. If not selected, the default is to send
packets in native form (untagged).

(Optional) encapsulation dot1qspecifies that the destination
interface accepts the source interface incoming packets with
IEEE 802.1Q encapsulation.

You can use monitor session session_number
destination command multiple times to
configure multiple destination ports.

Note

Returns to privileged EXEC mode.end

Example:

Step 6

Device(config)# end

Verifies your entries.show running-config

Example:

Step 7

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 8

Device# copy running-config startup-config

Creating a Local SPAN Session and Configuring Incoming Traffic
Follow these steps to create a SPAN session, to specify the source ports or VLANs and the destination ports,
and to enable incoming traffic on the destination port for a network security device (such as a Cisco IDS
Sensor Appliance).

SUMMARY STEPS

1. enable
2. configure terminal
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3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source {interface interface-id | vlan vlan-id} [, | -] [both | rx | tx]
5. monitor session session_number destination {interface interface-id [, | -] [encapsulation replicate]

[ingress {dot1q vlan vlan-id | untagged vlan vlan-id | vlan vlan-id}]}
6. end
7. show running-config
8. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session all • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.

Specifies the SPAN session and the source port (monitored
port).

monitor session session_number source {interface
interface-id | vlan vlan-id} [, | -] [both | rx | tx]

Example:

Step 4

Device(config)# monitor session 2 source
gigabitethernet1/0/1 rx

Specifies the SPAN session, the destination port, the packet
encapsulation, and the ingress VLAN and encapsulation.

monitor session session_number destination {interface
interface-id [, | -] [encapsulation replicate] [ingress

Step 5

{dot1q vlan vlan-id | untagged vlan vlan-id | vlan
vlan-id}]} • For session_number, specify the session number

entered in Step 4.
Example:

• For interface-id, specify the destination port. The
destination interface must be a physical port; it cannot
be an EtherChannel, and it cannot be a VLAN.

Device(config)# monitor session 2 destination
interface gigabitethernet1/0/2 encapsulation
replicate ingress dot1q vlan 6

• (Optional) [, | -]—Specifies a series or range of
interfaces. Enter a space before and after the comma
or hyphen.
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PurposeCommand or Action

• (Optional) encapsulation replicate specifies that the
destination interface replicates the source interface
encapsulation method. If not selected, the default is to
send packets in native form (untagged).

• (Optional) encapsulation dot1qspecifies that the
destination interface accepts the source interface
incoming packets with IEEE 802.1Q encapsulation.

• ingress enables forwarding of incoming traffic on the
destination port and to specify the encapsulation type:

• dot1q vlan vlan-id—Accepts incoming packets
with IEEE 802.1Q encapsulation with the
specified VLAN as the default VLAN.

• untagged vlan vlan-id or vlan vlan-id—Accepts
incoming packets with untagged encapsulation
type with the specified VLAN as the default
VLAN.

Returns to privileged EXEC mode.end

Example:

Step 6

Device(config)# end

Verifies your entries.show running-config

Example:

Step 7

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 8

Device# copy running-config startup-config

Specifying VLANs to Filter
Follow these steps to limit SPAN source traffic to specific VLANs.

SUMMARY STEPS

1. enable
2. configure terminal
3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source interface interface-id
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5. monitor session session_number filter vlan vlan-id [, | -]
6. monitor session session_number destination {interface interface-id [, | -] [encapsulation replicate]}
7. end
8. show running-config
9. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session all • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.

Specifies the characteristics of the source port (monitored
port) and SPAN session.

monitor session session_number source interface
interface-id

Step 4

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 2 source interface
gigabitethernet1/0/2 rx

• For interface-id, specify the source port to monitor.
The interface specified must already be configured as
a trunk port.

Limits the SPAN source traffic to specific VLANs.monitor session session_number filter vlan vlan-id [, | -]Step 5

Example: • For session_number, enter the session number
specified in Step 4.

Device(config)# monitor session 2 filter vlan 1 -
5 , 9 • For vlan-id, the range is 1 to 4094.

• (Optional) Use a comma (,) to specify a series of
VLANs, or use a hyphen (-) to specify a range of
VLANs. Enter a space before and after the comma;
enter a space before and after the hyphen.

Specifies the SPAN session and the destination port
(monitoring port).

monitor session session_number destination {interface
interface-id [, | -] [encapsulation replicate]}

Step 6

Layer 2 Configuration Guide, Cisco Catalyst IE3x00 Rugged, IE3400 Heavy Duty, and ESS3300 Series Switches
32

Configuring SPAN and RSPAN
Specifying VLANs to Filter



PurposeCommand or Action

Example: • For session_number, specify the session number
entered in Step 4.

Device(config)# monitor session 2 destination
interface gigabitethernet1/0/1 • For interface-id, specify the destination port. The

destination interface must be a physical port; it cannot
be an EtherChannel, and it cannot be a VLAN.

• (Optional) [, | -] Specifies a series or range of
interfaces. Enter a space before and after the comma;
enter a space before and after the hyphen.

• (Optional) encapsulation replicate specifies that the
destination interface replicates the source interface
encapsulation method. If not selected, the default is to
send packets in native form (untagged).

Returns to privileged EXEC mode.end

Example:

Step 7

Device(config)# end

Verifies your entries.show running-config

Example:

Step 8

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 9

Device# copy running-config startup-config

Configuring a VLAN as an RSPAN VLAN
Follow these steps to create a new VLAN, then configure it to be the RSPAN VLAN for the RSPAN session.

SUMMARY STEPS

1. enable
2. configure terminal
3. vlan vlan-id

4. remote-span
5. end
6. show running-config
7. copy running-config startup-config
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DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Enters a VLAN ID to create a VLAN, or enters the VLAN
ID of an existing VLAN, and enters VLAN configuration
mode. The range is 2 to 1001 and 1006 to 4094.

vlan vlan-id

Example:

Device(config)# vlan 100

Step 3

The RSPANVLAN cannot be VLAN 1 (the default VLAN)
or VLAN IDs 1002 through 1005 (reserved for Token Ring
and FDDI VLANs).

Configures the VLAN as an RSPAN VLAN.remote-span

Example:

Step 4

Device(config-vlan)# remote-span

Returns to privileged EXEC mode.end

Example:

Step 5

Device(config-vlan)# end

Verifies your entries.show running-config

Example:

Step 6

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 7

Device# copy running-config startup-config

What to do next

You must create the RSPAN VLAN in all devices that will participate in RSPAN. If the RSPAN VLAN-ID
is in the normal range (lower than 1005) and VTP is enabled in the network, you can create the RSPANVLAN
in one device, and VTP propagates it to the other devices in the VTP domain. For extended-range VLANs
(greater than 1005), you must configure RSPAN VLAN on both source and destination devices and any
intermediate devices.
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Use VTP pruning to get an efficient flow of RSPAN traffic, or manually delete the RSPAN VLAN from all
trunks that do not need to carry the RSPAN traffic.

To remove the remote SPAN characteristic from a VLAN and convert it back to a normal VLAN, use the no
remote-span VLAN configuration command.

To remove a source port or VLAN from the SPAN session, use the no monitor session session_number
source {interface interface-id | vlan vlan-id} global configuration command. To remove the RSPAN VLAN
from the session, use the no monitor session session_number destination remote vlan vlan-id.

Creating an RSPAN Source Session
Follow these steps to create and start an RSPAN source session and to specify the monitored source and the
destination RSPAN VLAN.

SUMMARY STEPS

1. enable
2. configure terminal
3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source {interface interface-id | vlan vlan-id} [, | -] [both | rx | tx]
5. monitor session session_number destination remote vlan vlan-id

6. end
7. show running-config
8. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session 1 • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.

Specifies the RSPAN session and the source port (monitored
port).

monitor session session_number source {interface
interface-id | vlan vlan-id} [, | -] [both | rx | tx]

Step 4
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PurposeCommand or Action

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 1 source interface
gigabitethernet1/0/1 tx

• Enter a source port or source VLAN for the RSPAN
session:

• For interface-id, specifies the source port to
monitor. Valid interfaces include physical
interfaces and port-channel logical interfaces
(port-channel port-channel-number). Valid
port-channel numbers are 1 to 48.

• For vlan-id, specifies the source VLAN to
monitor. The range is 1 to 4094 (excluding the
RSPAN VLAN).

A single session can include multiple sources
(ports or VLANs), defined in a series of
commands, but you cannot combine source ports
and source VLANs in one session.

• (Optional) [, | -]—Specifies a series or range of
interfaces. Enter a space before and after the comma;
enter a space before and after the hyphen.

• (Optional) both | rx | tx—Specifies the direction of
traffic to monitor. If you do not specify a traffic
direction, the source interface sends both sent and
received traffic.

• both—Monitors both received and sent traffic.

• rx—Monitors received traffic.

• tx—Monitors sent traffic.

Specifies the RSPAN session, the destination RSPAN
VLAN, and the destination-port group.

monitor session session_number destination remote vlan
vlan-id

Step 5

Example: • For session_number, enter the number defined in Step
4.

Device(config)# monitor session 1 destination
remote vlan 100 • For vlan-id, specify the source RSPAN VLAN to

monitor.

Returns to privileged EXEC mode.end

Example:

Step 6

Device(config)# end

Verifies your entries.show running-config

Example:

Step 7
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PurposeCommand or Action

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 8

Device# copy running-config startup-config

Specifying VLANs to Filter
Follow these steps to configure the RSPAN source session to limit RSPAN source traffic to specific VLANs.

SUMMARY STEPS

1. enable
2. configure terminal
3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source interface interface-id

5. monitor session session_number filter vlan vlan-id [, | -]
6. monitor session session_number destination remote vlan vlan-id

7. end
8. show running-config
9. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session 2 • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.
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PurposeCommand or Action

Specifies the characteristics of the source port (monitored
port) and SPAN session.

monitor session session_number source interface
interface-id

Step 4

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 2 source interface
gigabitethernet1/0/2 rx

• For interface-id, specify the source port to monitor.
The interface specified must already be configured as
a trunk port.

Limits the SPAN source traffic to specific VLANs.monitor session session_number filter vlan vlan-id [, | -]Step 5

Example: • For session_number, enter the session number
specified in step 4.

Device(config)# monitor session 2 filter vlan 1 -
5 , 9 • For vlan-id, the range is 1 to 4094.

• (Optional) , | - Use a comma (,) to specify a series of
VLANs or use a hyphen (-) to specify a range of
VLANs. Enter a space before and after the comma;
enter a space before and after the hyphen.

Specifies the RSPAN session and the destination remote
VLAN (RSPAN VLAN).

monitor session session_number destination remote vlan
vlan-id

Step 6

Example: • For session_number, enter the session number
specified in Step 4.

Device(config)# monitor session 2 destination
remote vlan 902 • For vlan-id, specify the RSPAN VLAN to carry the

monitored traffic to the destination port.

Returns to privileged EXEC mode.end

Example:

Step 7

Device(config)# end

Verifies your entries.show running-config

Example:

Step 8

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 9

Device# copy running-config startup-config
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Creating an RSPAN Destination Session
You configure an RSPAN destination session on a different device or device stack; that is, not the device or
device stack on which the source session was configured.

Follow these steps to define the RSPAN VLAN on that device, to create an RSPAN destination session, and
to specify the source RSPAN VLAN and the destination port.

SUMMARY STEPS

1. enable
2. configure terminal
3. vlan vlan-id

4. remote-span
5. exit
6. no monitor session {session_number | all | local | remote}
7. monitor session session_number source remote vlan vlan-id

8. monitor session session_number destination interface interface-id

9. end
10. show running-config
11. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Specifies the VLAN ID of the RSPAN VLAN created
from the source device, and enters VLAN configuration
mode.

vlan vlan-id

Example:

Device(config)# vlan 901

Step 3

If both devices are participating in VTP and the RSPAN
VLAN ID is from 2 to 1005, Steps 3 through 5 are not
required because the RSPAN VLAN ID is propagated
through the VTP network.

Identifies the VLAN as the RSPAN VLAN.remote-span

Example:

Step 4

Device(config-vlan)# remote-span
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PurposeCommand or Action

Returns to global configuration mode.exit

Example:

Step 5

Device(config-vlan)# exit

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 6

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session 1 • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.

Specifies the RSPAN session and the source RSPAN
VLAN.

monitor session session_number source remote vlan
vlan-id

Step 7

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 1 source remote
vlan 901

• For vlan-id, specify the source RSPAN VLAN to
monitor.

Specifies the RSPAN session and the destination interface.monitor session session_number destination interface
interface-id

Step 8

• For session_number, enter the number defined in Step
7.Example:

Device(config)# monitor session 1 destination
interface gigabitethernet2/0/1

In an RSPAN destination session, you must use the
same session number for the source RSPAN VLAN
and the destination port.

• For interface-id, specify the destination interface. The
destination interface must be a physical interface.

• Though visible in the command-line help string,
encapsulation replicate is not supported for RSPAN.
The original VLAN ID is overwritten by the RSPAN
VLAN ID, and all packets appear on the destination
port as untagged.

Returns to privileged EXEC mode.end

Example:

Step 9

Device(config)# end

Verifies your entries.show running-config

Example:

Step 10

Device# show running-config
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PurposeCommand or Action

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 11

Device# copy running-config startup-config

Creating an RSPAN Destination Session and Configuring Incoming Traffic
Follow these steps to create an RSPAN destination session, to specify the source RSPAN VLAN and the
destination port, and to enable incoming traffic on the destination port for a network security device (such as
a Cisco IDS Sensor Appliance).

SUMMARY STEPS

1. enable
2. configure terminal
3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source remote vlan vlan-id

5. monitor session session_number destination {interface interface-id [, | -] [ingress {dot1q vlan vlan-id
| untagged vlan vlan-id | vlan vlan-id}]}

6. end
7. show running-config
8. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session 2 • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.
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PurposeCommand or Action

Specifies the RSPAN session and the source RSPAN
VLAN.

monitor session session_number source remote vlan
vlan-id

Step 4

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 2 source remote
vlan 901

• For vlan-id, specify the source RSPAN VLAN to
monitor.

Specifies the SPAN session, the destination port, the packet
encapsulation, and the incoming VLAN and encapsulation.

monitor session session_number destination {interface
interface-id [, | -] [ingress {dot1q vlan vlan-id | untagged
vlan vlan-id | vlan vlan-id}]}

Step 5

• For session_number, enter the number defined in Step
5.Example:

Device(config)# monitor session 2 destination
interface gigabitethernet1/0/2 ingress vlan 6

In an RSPAN destination session, you must use the
same session number for the source RSPAN VLAN
and the destination port.

• For interface-id, specify the destination interface. The
destination interface must be a physical interface.

• Though visible in the command-line help string,
encapsulation replicate is not supported for RSPAN.
The original VLAN ID is overwritten by the RSPAN
VLAN ID, and all packets appear on the destination
port as untagged.

• (Optional) [, | -] Specifies a series or range of
interfaces. Enter a space before and after the comma;
enter a space before and after the hyphen.

• Enter ingress with additional keywords to enable
forwarding of incoming traffic on the destination port
and to specify the encapsulation type:

• dot1q vlan vlan-id—Forwards incoming packets
with IEEE 802.1Q encapsulation with the
specified VLAN as the default VLAN.

• untagged vlan vlan-id or vlan vlan-id—Forwards
incoming packets with untagged encapsulation
type with the specified VLAN as the default
VLAN.

Returns to privileged EXEC mode.end

Example:

Step 6

Device(config)# end

Verifies your entries.show running-config

Example:

Step 7

Layer 2 Configuration Guide, Cisco Catalyst IE3x00 Rugged, IE3400 Heavy Duty, and ESS3300 Series Switches
42

Configuring SPAN and RSPAN
Creating an RSPAN Destination Session and Configuring Incoming Traffic



PurposeCommand or Action

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 8

Device# copy running-config startup-config

Configuring an FSPAN Session
Follow these steps to create a SPAN session, specify the source (monitored) ports or VLANs and the destination
(monitoring) ports, and configure FSPAN for the session.

SUMMARY STEPS

1. enable
2. configure terminal
3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source {interface interface-id | vlan vlan-id} [, | -] [both | rx | tx]
5. monitor session session_number destination {interface interface-id [, | -] [encapsulation replicate]}
6. monitor session session_number filter {ip | ipv6 | mac} access-group {access-list-number | name}
7. end
8. show running-config
9. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session 2 • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.
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PurposeCommand or Action

Specifies the SPAN session and the source port (monitored
port).

monitor session session_number source {interface
interface-id | vlan vlan-id} [, | -] [both | rx | tx]

Step 4

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 2 source interface
gigabitethernet1/0/1

• For interface-id, specifies the source port to monitor.
Valid interfaces include physical interfaces and
port-channel logical interfaces (port-channel
port-channel-number). Valid port-channel numbers
are 1 to 48.

• For vlan-id, specify the source VLAN to monitor. The
range is 1 to 4094 (excluding the RSPAN VLAN).

A single session can include multiple
sources (ports or VLANs) defined in a
series of commands, but you cannot
combine source ports and source VLANs
in one session.

Note

• (Optional) [, | -]—Specifies a series or range of
interfaces. Enter a space before and after the comma;
enter a space before and after the hyphen.

• (Optional) [both | rx | tx]—Specifies the direction of
traffic to monitor. If you do not specify a traffic
direction, the SPAN monitors both sent and received
traffic.

• both—Monitors both sent and received traffic.
This is the default.

• rx—Monitors received traffic.

• tx—Monitors sent traffic.

You can use the monitor session
session_number source command
multiple times to configure multiple
source ports.

Note

Specifies the SPAN session and the destination port
(monitoring port).

monitor session session_number destination {interface
interface-id [, | -] [encapsulation replicate]}

Step 5

Example: • For session_number, specify the session number
entered in Step 4.

Device(config)# monitor session 2 destination
• For destination, specify the following parameters:interface gigabitethernet1/0/2 encapsulation

replicate • For interface-id, specify the destination port. The
destination interface must be a physical port; it
cannot be an EtherChannel, and it cannot be a
VLAN.
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PurposeCommand or Action

• (Optional) [, | -] Specifies a series or range of
interfaces. Enter a space before and after the
comma; enter a space before and after the hyphen.

• (Optional) encapsulation replicate specifies that
the destination interface replicates the source
interface encapsulation method. If not selected,
the default is to send packets in native form
(untagged).

For local SPAN, you must use the same session
number for the source and destination interfaces.

You can use monitor session session_number
destination command multiple times to
configure multiple destination ports.

Note

Specifies the SPAN session, the types of packets to filter,
and the ACLs to use in an FSPAN session.

monitor session session_number filter {ip | ipv6 | mac}
access-group {access-list-number | name}

Step 6

Example: • For session_number, specify the session number
entered in Step 4.

Device(config)# monitor session 2 filter ipv6
access-group 4 • For access-list-number, specify the ACL number that

you want to use to filter traffic.

• For name, specify the ACL name that you want to use
to filter traffic.

Returns to privileged EXEC mode.end

Example:

Step 7

Device(config)# end

Verifies your entries.show running-config

Example:

Step 8

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 9

Device# copy running-config startup-config
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Configuring an FRSPAN Session
Follow these steps to start an RSPAN source session, specify the monitored source and the destination RSPAN
VLAN, and configure FRSPAN for the session.

SUMMARY STEPS

1. enable
2. configure terminal
3. no monitor session {session_number | all | local | remote}
4. monitor session session_number source {interface interface-id | vlan vlan-id} [, | -] [both | rx | tx]
5. monitor session session_number destination remote vlan vlan-id

6. vlan vlan-id

7. remote-span
8. exit
9. monitor session session_number filter {ip | ipv6 | mac} access-group {access-list-number | name}
10. end
11. show running-config
12. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: • Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Removes any existing SPAN configuration for the session.no monitor session {session_number | all | local | remote}Step 3

Example: • For session_number, the range is 1 to 66.

Device(config)# no monitor session 2 • all—Removes all SPAN sessions.

• local—Removes all local sessions.

• remote—Removes all remote SPAN sessions.

Specifies the SPAN session and the source port (monitored
port).

monitor session session_number source {interface
interface-id | vlan vlan-id} [, | -] [both | rx | tx]

Step 4

Example: • For session_number, the range is 1 to 66.

Device(config)# monitor session 2 source interface
gigabitethernet1/0/1

• For interface-id, specifies the source port to monitor.
Valid interfaces include physical interfaces and
port-channel logical interfaces (port-channel
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PurposeCommand or Action

port-channel-number). Valid port-channel numbers
are 1 to 48.

• For vlan-id, specify the source VLAN to monitor.
The range is 1 to 4094 (excluding the RSPAN
VLAN).

A single session can include multiple
sources (ports or VLANs) defined in a
series of commands, but you cannot
combine source ports and source VLANs
in one session.

Note

• (Optional) [, | -]—Specifies a series or range of
interfaces. Enter a space before and after the comma;
enter a space before and after the hyphen.

• (Optional) [both | rx | tx]—Specifies the direction of
traffic to monitor. If you do not specify a traffic
direction, the SPAN monitors both sent and received
traffic.

• both—Monitors both sent and received traffic. This
is the default.

• rx—Monitors received traffic.

• tx—Monitors sent traffic.

You can use the monitor session
session_number source commandmultiple
times to configure multiple source ports.

Note

Specifies the RSPAN session and the destination RSPAN
VLAN.

monitor session session_number destination remote vlan
vlan-id

Step 5

Example: • For session_number, enter the number defined in Step
4.

Device(config)# monitor session 2 destination
remote vlan 5 • For vlan-id, specify the destination RSPAN VLAN

to monitor.

Enters the VLAN configurationmode. For vlan-id, specify
the source RSPAN VLAN to monitor.

vlan vlan-id

Example:

Step 6

Device(config)# vlan 10

Specifies that the VLAN you specified in Step 5 is part of
the RSPAN VLAN.

remote-span

Example:

Step 7

Device(config-vlan)# remote-span
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PurposeCommand or Action

Returns to global configuration mode.exit

Example:

Step 8

Device(config-vlan)# exit

Specifies the RSPAN session, the types of packets to filter,
and the ACLs to use in an FRSPAN session.

monitor session session_number filter {ip | ipv6 | mac}
access-group {access-list-number | name}

Step 9

Example: • For session_number, specify the session number
entered in Step 4.

Device(config)# monitor session 2 filter ip
access-group 7 • For access-list-number, specify the ACL number that

you want to use to filter traffic.

• For name, specify the ACL name that you want to
use to filter traffic.

Returns to privileged EXEC mode.end

Example:

Step 10

Device(config)# end

Verifies your entries.show running-config

Example:

Step 11

Device# show running-config

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 12

Device# copy running-config startup-config

Monitoring SPAN and RSPAN Operations
The following table describes the command used to display SPAN and RSPAN operations configuration and
results to monitor operations:

Table 4: Monitoring SPAN and RSPAN Operations

PurposeCommand

Displays the current SPAN, RSPAN, FSPAN, or
FRSPAN configuration.

show monitor
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Configuration Examples for SPAN and RSPAN
The following sections provide configuration examples for SPAN and RSPAN

Example: Configuring Local SPAN
This example shows how to set up SPAN session 1 for monitoring source port traffic to a destination port.
First, any existing SPAN configuration for session 1 is deleted, and then bidirectional traffic is mirrored from
source Gigabit Ethernet port 1 to destination Gigabit Ethernet port 2, retaining the encapsulation method.

Device> enable
Device# configure terminal
Device(config)# no monitor session 1
Device(config)# monitor session 1 source interface gigabitethernet1/0/1
Device(config)# monitor session 1 destination interface gigabitethernet1/0/2
encapsulation replicate
Device(config)# end

This example shows how to remove port 1 as a SPAN source for SPAN session 1:

Device> enable
Device# configure terminal
Device(config)# no monitor session 1 source interface gigabitethernet1/0/1
Device(config)# end

This example shows how to disable received traffic monitoring on port 1, which was configured for bidirectional
monitoring:

Device> enable
Device# configure terminal
Device(config)# no monitor session 1 source interface gigabitethernet1/0/1 rx

Themonitoring of traffic received on port 1 is disabled, but traffic sent from this port continues to be monitored.

This example shows how to remove any existing configuration on SPAN session 2, configure SPAN session
2 to monitor received traffic on all ports belonging to VLANs 1 through 3, and send it to destination Gigabit
Ethernet port 2. The configuration is then modified to also monitor all traffic on all ports belonging to VLAN
10.

Device> enable
Device# configure terminal
Device(config)# no monitor session 2
Device(config)# monitor session 2 source vlan 1 - 3 rx

Device(config)# monitor session 2 destination interface gigabitethernet1/0/2
Device(config)# monitor session 2 source vlan 10
Device(config)# end

This example shows how to remove any existing configuration on SPAN session 2, configure SPAN session
2 to monitor received traffic on Gigabit Ethernet source port 1, and send it to destination Gigabit Ethernet
port 2 with the same egress encapsulation type as the source port, and to enable ingress forwarding with VLAN
6 as the default ingress VLAN:

Device> enable
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Device# configure terminal
Device(config)# no monitor session 2
Device(config)# monitor session 2 source gigabitethernet0/1 rx
Device(config)# monitor session 2 destination interface gigabitethernet0/2 encapsulation
replicate ingress vlan 6
Device(config)# end

This example shows how to remove any existing configuration on SPAN session 2, configure SPAN session
2 to monitor traffic received on Gigabit Ethernet trunk port 2, and send traffic for only VLANs 1 through 5
and VLAN 9 to destination Gigabit Ethernet port 1:

Device> enable
Device# configure terminal
Device(config)# no monitor session 2
Device(config)# monitor session 2 source interface gigabitethernet1/0/2 rx
Device(config)# monitor session 2 filter vlan 1 - 5 , 9
Device(config)# monitor session 2 destination interface gigabitethernet1/0/1
Device(config)# end

Examples: Creating an RSPAN VLAN
This example shows how to create the RSPAN VLAN 901:

Device> enable
Device# configure terminal
Device(config)# vlan 901
Device(config-vlan)# remote span
Device(config-vlan)# end

This example shows how to remove any existing RSPAN configuration for session 1, configure RSPAN
session 1 to monitor multiple source interfaces, and configure the destination as RSPAN VLAN 901:

Device> enable
Device# configure terminal
Device(config)# no monitor session 1
Device(config)# monitor session 1 source interface gigabitethernet1/0/1 tx
Device(config)# monitor session 1 source interface gigabitethernet1/0/2 rx
Device(config)# monitor session 1 source interface port-channel 2
Device(config)# monitor session 1 destination remote vlan 901
Device(config)# end

This example shows how to remove any existing configuration on RSPAN session 2, configure RSPAN
session 2 to monitor traffic received on trunk port 2, and send traffic for only VLANs 1 through 5 and 9 to
destination RSPAN VLAN 902:

Device> enable
Device# configure terminal
Device(config)# no monitor session 2
Device(config)# monitor session 2 source interface gigabitethernet1/0/2 rx
Device(config)# monitor session 2 filter vlan 1 - 5 , 9
Device(config)# monitor session 2 destination remote vlan 902
Device(config)# end

This example shows how to configure VLAN 901 as the source remote VLAN and port 1 as the destination
interface:

Device> enable
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Device# configure terminal
Device(config)# monitor session 1 source remote vlan 901
Device(config)# monitor session 1 destination interface gigabitethernet2/0/1
Device(config)# end

This example shows how to configure VLAN 901 as the source remote VLAN in RSPAN session 2, to
configure Gigabit Ethernet source port 2 as the destination interface, and to enable forwarding of incoming
traffic on the interface with VLAN 6 as the default receiving VLAN:

Device> enable
Device# configure terminal
Device(config)# monitor session 2 source remote vlan 901
Device(config)# monitor session 2 destination interface gigabitethernet1/0/2 ingress vlan 6
Device(config)# end

Layer 2 Configuration Guide, Cisco Catalyst IE3x00 Rugged, IE3400 Heavy Duty, and ESS3300 Series Switches
51

Configuring SPAN and RSPAN
Examples: Creating an RSPAN VLAN



Layer 2 Configuration Guide, Cisco Catalyst IE3x00 Rugged, IE3400 Heavy Duty, and ESS3300 Series Switches
52

Configuring SPAN and RSPAN
Examples: Creating an RSPAN VLAN



C H A P T E R 3
Configuring IEEE 802.1Q Tunneling

•

• Information About IEEE 802.1Q Tunneling, on page 53
• How to Configure IEEE 802.1Q Tunneling, on page 57
• Monitoring Tunneling Status, on page 59
• Example: Configuring an IEEE 802.1Q Tunneling Port, on page 60
• Feature History and Information for IEEE 802.1Q Tunneling, on page 60

Information About IEEE 802.1Q Tunneling
The IEEE 802.1Q Tunneling feature is designed for service providers who carry traffic of multiple customers
across their networks and are required to maintain the VLAN and Layer 2 protocol configurations of each
customer without impacting the traffic of other customers.

IEEE 802.1Q Tunnel Ports in a Service Provider Network
Business customers of service providers often have specific requirements for VLAN IDs and the number of
VLANs to be supported. The VLAN ranges required by different customers in the same service-provider
network might overlap, and traffic of customers through the infrastructure might be mixed. Assigning a unique
range of VLAN IDs to each customer would restrict customer configurations and could easily exceed the
VLAN limit (4096) of the IEEE 802.1Q specification.

Using the IEEE 802.1Q tunneling feature, service providers can use a single VLAN to support customers who
have multiple VLANs. Customer VLAN IDs are preserved, and traffic from different customers is segregated
within the service-provider network, even when they appear to be in the same VLAN. Using IEEE 802.1Q
tunneling expands VLAN space by using a VLAN-in-VLAN hierarchy and retagging the tagged packets. A
port configured to support IEEE 802.1Q tunneling is called a tunnel port. When you configure tunneling, you
assign a tunnel port to a VLAN ID that is dedicated to tunneling. Each customer requires a separate
service-provider VLAN ID, but that VLAN ID supports all of the customer’s VLANs.

Customer traffic tagged in the normal way with appropriate VLAN IDs comes from an IEEE 802.1Q trunk
port on the customer device and into a tunnel port on the service-provider edge . The link between the customer
device and the edge is asymmetric because one end is configured as an IEEE 802.1Q trunk port, and the other
end is configured as a tunnel port. You assign the tunnel port interface to an access VLAN ID that is unique
to each customer.
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Figure 6: IEEE 802.1Q Tunnel Ports in a Service-Provider Network

Packets coming from the customer trunk port into the tunnel port on the service-provider edge are normally
IEEE 802.1Q-tagged with the appropriate VLAN ID. The tagged packets remain intact inside the and when
they exit the trunk port into the service-provider network, they are encapsulated with another layer of an IEEE
802.1Q tag (called the metro tag) that contains the VLAN ID that is unique to the customer. The original
customer IEEE 802.1Q tag is preserved in the encapsulated packet. Therefore, packets entering the
service-provider network are double-tagged, with the outer (metro) tag containing the customer’s access
VLAN ID, and the inner VLAN ID being that of the incoming traffic.

When the double-tagged packet enters another trunk port in a service-provider core , the outer tag is stripped
as the processes the packet. When the packet exits another trunk port on the same core , the same metro tag
is again added to the packet.

Figure 7: Original (Normal), IEEE 802.1Q, and Double-Tagged Ethernet Packet Formats

This figure shows the tag structures of the double-tagged packets.

When the packet enters the trunk port of the service-provider egress , the outer tag is again stripped as the
internally processes the packet. However, the metro tag is not added when the packet is sent out the tunnel
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port on the edge into the customer network. The packet is sent as a normal IEEE 802.1Q-tagged frame to
preserve the original VLAN numbers in the customer network.

In the above network figure, Customer A was assigned VLAN 30, and Customer B was assigned VLAN 40.
Packets entering the edge tunnel ports with IEEE 802.1Q tags are double-tagged when they enter the
service-provider network, with the outer tag containing VLAN ID 30 or 40, appropriately, and the inner tag
containing the original VLAN number, for example, VLAN 100. Even if both Customers A and B have VLAN
100 in their networks, the traffic remains segregated within the service-provider network because the outer
tag is different. Each customer controls its own VLAN numbering space, which is independent of the VLAN
numbering space used by other customers and the VLAN numbering space used by the service-provider
network.

At the outbound tunnel port, the original VLAN numbers on the customer’s network are recovered. It is
possible to have multiple levels of tunneling and tagging, but the supports only one level in this release.

If traffic coming from a customer network is not tagged (native VLAN frames), these packets are bridged or
routed as normal packets. All packets entering the service-provider network through a tunnel port on an edge
are treated as untagged packets, whether they are untagged or already tagged with IEEE 802.1Q headers. The
packets are encapsulated with the metro tag VLAN ID (set to the access VLAN of the tunnel port) when they
are sent through the service-provider network on an IEEE 802.1Q trunk port. The priority field on the metro
tag is set to the interface class of service (CoS) priority configured on the tunnel port. (The default is zero if
none is configured.)

On , because 802.1Q tunneling is configured on a per-port basis, it does not matter whether the is a standalone
or a stack member. All configuration is done on the stack master.

Native VLANs
When configuring IEEE 802.1Q tunneling on an edge , you must use IEEE 802.1Q trunk ports for sending
packets into the service-provider network. However, packets going through the core of the service-provider
network can be carried through IEEE 802.1Q trunks, ISL trunks, or nontrunking links. When IEEE 802.1Q
trunks are used in these core , the native VLANs of the IEEE 802.1Q trunks must not match any native VLAN
of the nontrunking (tunneling) port on the same because traffic on the native VLAN would not be tagged on
the IEEE 802.1Q sending trunk port.

In the following network figure, VLAN 40 is configured as the native VLAN for the IEEE 802.1Q trunk port
from Customer X at the ingress edge in the service-provider network ( B). A of Customer X sends a tagged
packet on VLAN 30 to the ingress tunnel port of B in the service-provider network, which belongs to access
VLAN 40. Because the access VLAN of the tunnel port (VLAN 40) is the same as the native VLAN of the
edge trunk port (VLAN 40), the metro tag is not added to tagged packets received from the tunnel port. The
packet carries only the VLAN 30 tag through the service-provider network to the trunk port of the egress-edge
( C) and is misdirected through the egress tunnel port to Customer Y.
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Figure 8: Potential Problems with IEEE 802.1Q Tunneling and Native VLANs

These are some ways to solve this problem:

• Use the vlan dot1q tag native global configuration command to configure the edge so that all packets
going out an IEEE 802.1Q trunk, including the native VLAN, are tagged. If the is configured to tag
native VLAN packets on all IEEE 802.1Q trunks, the accepts untagged packets, but sends only tagged
packets.

• Ensure that the native VLAN ID on the edge trunk port is not within the customer VLAN range. For
example, if the trunk port carries traffic of VLANs 100 to 200, assign the native VLAN a number outside
that range.

System MTU
The default system MTU for traffic on the is 1500 bytes.

You can configure 10-Gigabit and Gigabit Ethernet ports to support frames larger than 1500 bytes by using
the system mtu bytes global configuration command.

The system MTU and system jumbo MTU values do not include the IEEE 802.1Q header. Because the IEEE
802.1Q tunneling feature increases the frame size by 4 bytes when the metro tag is added, you must configure
all in the service-provider network to be able to process maximum frames by adding 4 bytes to the system
MTU size.

For example, the supports a maximum frame size of 1496 bytes with this configuration: The has a system
MTU value of 1500 bytes, and the switchport mode dot1q tunnel interface configuration command is
configured on a 10-Gigabit or Gigabit Ethernet port.

IEEE 802.1Q Tunneling and Other Features
Although IEEE 802.1Q tunneling works well for Layer 2 packet switching, there are incompatibilities between
some Layer 2 features and Layer 3 switching.
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• A tunnel port cannot be a routed port.

• IP routing is not supported on a VLAN that includes IEEE 802.1Q tunnel ports. Packets received from
a tunnel port are forwarded based only on Layer 2 information. If routing is enabled on a switch virtual
interface (SVI) that includes tunnel ports, untagged IP packets received from the tunnel port are recognized
and routed by the switch. Customers can access the Internet through its native VLAN. If this access is
not needed, you should not configure SVIs on VLANs that include tunnel ports.

• Fallback bridging is not supported on tunnel ports. Because all IEEE 802.1Q-tagged packets received
from a tunnel port are treated as non-IP packets, if fallback bridging is enabled on VLANs that have
tunnel ports configured, IP packets would be improperly bridged across VLANs. Therefore, you must
not enable fallback bridging on VLANs with tunnel ports.

• Tunnel ports do not support IP access control lists (ACLs).

• Layer 3 quality of service (QoS) ACLs and other QoS features related to Layer 3 information are not
supported on tunnel ports. MAC-based QoS is supported on tunnel ports.

• EtherChannel port groups are compatible with tunnel ports as long as the IEEE 802.1Q configuration is
consistent within an EtherChannel port group.

• Port Aggregation Protocol (PAgP) and Link Aggregation Control Protocol (LACP) are supported on
IEEE 802.1Q tunnel ports.

UniDirectional Link Detection (UDLD) is not supported on IEEE 802.1Q tunnel ports.

• Dynamic Trunking Protocol (DTP) is not compatible with IEEE 802.1Q tunneling because you must
manually configure asymmetric links with tunnel ports and trunk ports.

• VLAN Trunking Protocol (VTP) does not work between devices that are connected by an asymmetrical
link or devices that communicate through a tunnel.

• When a port is configured as an IEEE 802.1Q tunnel port, spanning-tree bridge protocol data unit (BPDU)
filtering is automatically enabled on the interface. Cisco Discovery Protocol (CDP) and the Layer Link
Discovery Protocol (LLDP) are automatically disabled on the interface.

• When an IEEE 802.1Q tunnel port is configured as SPAN source, span filter must be applied for SVLAN
to avoid packet loss.

• IGMP/MLD packet forwarding can be enabled on IEEE 802.1Q tunnels. This can be done by disabling
IGMP/MLD snooping on the service provider network.

Default IEEE 802.1Q Tunneling Configuration
By default, IEEE 802.1Q tunneling is disabled because the default switchport mode is dynamic auto. Tagging
of IEEE 802.1Q native VLAN packets on all IEEE 802.1Q trunk ports is also disabled.

How to Configure IEEE 802.1Q Tunneling
Follow these steps to configure a port as an IEEE 802.1Q tunnel port:
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Before you begin

• Always use an asymmetrical link between the customer device and the edge , with the customer device
port configured as an IEEE 802.1Q trunk port and the edge port configured as a tunnel port.

• Assign tunnel ports only to VLANs that are used for tunneling.

• Observe configuration requirements for native VLANs and for andmaximum transmission units (MTUs).

SUMMARY STEPS

1. configure terminal
2. interface interface-id

3. switchport access vlan vlan-id

4. switchport mode dot1q-tunnel
5. exit
6. vlan dot1q tag native
7. end
8. Use one of the following:

• show dot1q-tunnel
• show running-config interface

9. show vlan dot1q tag native

DETAILED STEPS

PurposeCommand or Action

Enters global configuration mode.configure terminal

Example:

Step 1

# configure terminal

Enters interface configuration mode for the interface to be
configured as a tunnel port. This should be the edge port in

interface interface-id

Example:

Step 2

the service-provider network that connects to the customer

(config)# interface gigabitethernet2/0/1
. Valid interfaces include physical interfaces and
port-channel logical interfaces (port channels 1 to 48).

Specifies the default VLAN, which is used if the interface
stops trunking. This VLAN ID is specific to the particular
customer.

switchport access vlan vlan-id

Example:

(config-if)# switchport access vlan 2

Step 3

Sets the interface as an IEEE 802.1Q tunnel port.switchport mode dot1q-tunnelStep 4

Example: Use the no switchport mode dot1q-tunnel
interface configuration command to return the
port to the default state of dynamic desirable.

Note

(config-if)# switchport mode dot1q-tunnel
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PurposeCommand or Action

Returns to global configuration mode.exit

Example:

Step 5

(config-if)# exit

(Optional) Sets the to enable tagging of native VLAN
packets on all IEEE 802.1Q trunk ports. When not set, and

vlan dot1q tag native

Example:

Step 6

a customer VLAN ID is the same as the native VLAN, the

(config)# vlan dot1q tag native
trunk port does not apply a metro tag, and packets could be
sent to the wrong destination.

Use theno vlan dot1q tag native global
configuration command to disable tagging of
native VLAN packets.

Note

Returns to privileged EXEC mode.end

Example:

Step 7

(config)# end

Displays the ports configured for IEEE 802.1Q tunneling.Use one of the following:Step 8

Displays the ports that are in tunnel mode.• show dot1q-tunnel
• show running-config interface

Example:

# show dot1q-tunnel

or

# show running-config interface

Displays IEEE 802.1Q native VLAN tagging status.show vlan dot1q tag native

Example:

Step 9

# show vlan dot1q native

Monitoring Tunneling Status
The following table describes the commands used to monitor tunneling status.
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Table 5: Commands for Monitoring Tunneling

PurposeCommand

Displays IEEE 802.1Q tunnel ports on the .show dot1q-tunnel

Verifies if a specific interface is a tunnel port.show dot1q-tunnel interface interface-id

Displays the status of native VLAN tagging on the .show vlan dot1q tag native

Example: Configuring an IEEE 802.1Q Tunneling Port
The following example shows how to configure an interface as a tunnel port, enable tagging of native VLAN
packets, and verify the configuration. In this configuration, the VLAN ID for the customer connected to
Gigabit Ethernet interface 7 on stack member 1 is VLAN 22.

Switch(config)# interface gigabitethernet1/0/7
Switch(config-if)# switchport access vlan 22
% Access VLAN does not exist. Creating vlan 22
Switch(config-if)# switchport mode dot1q-tunnel
Switch(config-if)# exit
Switch(config)# vlan dot1q tag native
Switch(config)# end
Switch# show dot1q-tunnel interface gigabitethernet1/0/7
Port
-----
Gi1/0/1Port
-----
Switch# show vlan dot1q tag native
dot1q native vlan tagging is enabled

Feature History and Information for IEEE 802.1Q Tunneling
The following table provides release information about the feature or features described in this module. This
table lists only the software release that introduced support for a given feature in a given software release
train. Unless noted otherwise, subsequent releases of that software release train also support that feature.
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C H A P T E R 4
Configuring VLAN Mapping

• About VLAN Mapping, on page 61
• Configuration Guidelines for VLAN Mapping, on page 62
• How to Configure VLAN Mapping, on page 64
• Feature History for VLAN Mapping, on page 68

About VLAN Mapping
In a typical deployment of VLAN mapping, you want the service provider to provide a transparent switching
infrastructure that includes customers’ switches at the remote location as a part of the local site. This allows
customers to use the same VLAN ID space and run Layer 2 control protocols seamlessly across the provider
network. In such scenarios, we recommend that service providers do not impose their VLAN IDs on their
customers.

One way to establish translated VLAN IDs (S-VLANs) is to map customer VLANs to service-provider VLANs
(called VLAN ID translation) on trunk ports connected to a customer network. Packets entering the port are
mapped to a service provider VLAN (S-VLAN) based on the port number and the packet’s original customer
VLAN-ID (C-VLAN).

Service providers’s internal assignments might conflict with a customer’s VLAN. To isolate customer traffic,
a service provider could decide to map a specific VLAN into another one while the traffic is in its cloud.

Deployment Example

All forwarding operations on the switch are performed using S-VLAN and not C-VLAN information because
the VLAN ID is mapped to the S-VLAN on ingress.

When you configure features on a port configured for VLAN mapping, you always use the S-VLAN
rather than the customer VLAN-ID (C-VLAN). One-to-one VLAN mapping is not supported at this
time.

Note

On an interface configured for VLAN mapping, the specified C-VLAN packets are mapped to the specified
S-VLAN when they enter the port. Symmetrical mapping to the customer C-VLAN occurs when packets exit
the port.

The switch supports these types of VLAN mapping on trunk ports:
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Mapping Customer VLANs to Service-Provider VLANs

Figure shows a topology where a customer uses the same VLANs in multiple sites on different sides of a
service-provider network. You map the customer VLAN IDs to service-provider VLAN IDs for packet travel
across the service-provider backbone. The customer VLAN IDs are retrieved at the other side of the
service-provider backbone for use in the other customer site. Configure the same set of VLAN mappings at
a customer-connected port on each side of the service-provider network.

Selective Q-in-Q
Selective QinQ maps the specified customer VLANs entering the UNI to the specified S-VLAN ID. The
S-VLAN ID is added to the incoming unmodified C-VLAN and the packet travels the service provider network
double-tagged. At the egress, the S-VLAN ID is removed and the customer VLAN-ID is retained on the
packet. By default, packets that do not match the specified customer VLANs are dropped.

Q-in-Q on a Trunk Port
QinQ on a trunk port maps all the customer VLANs entering the UNI to the specified S-VLAN ID. Similar
to Selective QinQ, the packet is double-tagged and at the egress, the S-VLAN ID is removed.

Configuration Guidelines for VLAN Mapping

• By default, no VLAN mapping is configured.Note

Guidelines include the following:

• If the VLAN mapping is enabled on an EtherChannel, the configuration does not apply to all member
ports of the EtherChannel bundle and applies only to the EtherChannel interface.
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• If the VLAN mapping is enabled on an EtherChannel and a conflicting mapping/translation is enabled
on a member port, then the port is removed from the EtherChannel.

• If a port belonging to an EtherChannel is configured with a VLAN mapping and the EtherChannel is
configured with a conflicting VLAN mapping, then the port is removed from the EtherChannel.

• The member port of an EtherChannel is removed from the EtherChannel bundle if the mode of the port
is changed to anything other than ‘trunk’ mode.

• To process control traffic consistently, either enable Layer 2 protocol tunneling (recommended), as
follows:
!
Device(config)# interface Gig 1/1
Device(config-if)# switchport mode access
Device(config-if)# l2protocol-tunnel stp
Device(config-if)# end

or insert a BPDU filter for spanning tree, as follows:
Current configuration : 153 bytes
!
Device(config)# interface Gig 1/1
Device(config-if)# switchport mode trunk
Device(config-if)# switchport vlan mapping 10 20
Device(config-if)# spanning-tree bpdufilter enable
Device(config-if)# end

• Default native VLANs, user-configured native VLANs, and reserved VLANs (range 1002-1005) cannot
be used for VLAN mapping.

• PVLAN support is not available when VLAN mapping is configured.

Configuration Guidelines for Selective Q-in-Q
• S-VLAN should be created and present in the allowed VLAN list of the trunk port where Selective Q-in-Q
is configured.

• When Selective Q-in-Q is configured, the device supports Layer 2 protocol tunneling for CDP, STP,
LLDP, and VTP.

• IP routing is not supported on Selective Q-in-Q enabled ports.

• IPSG is not supported on Selective Q-in-Q enabled ports.

Configuration Guidelines for Q-in-Q on a Trunk port
• S-VLAN should be created and present in the allowed VLAN list of the trunk port where Q-in-Q on a
trunk port is configured.

• When Q-in-Q on a trunk port is configured, the device supports Layer 2 protocol tunneling for CDP,
STP, LLDP, and VTP.

• Ingress and egress SPAN, and RSPAN are supported on trunk ports with QinQ enabled.

• When QinQ is enabled, the SPAN filtering can be enabled to monitor only the traffic on the mapped
VLAN, i.e. S-VLANs.
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• IGMP snooping is not supported on the C-VLAN.

How to Configure VLAN Mapping
The following sections provide information about configuring VLAN mapping:

Selective Q-in-Q on a Trunk Port
To configure VLAN mapping for selective Q-in-Q on a trunk port, perform this task:

You cannot configure one-to-one mapping and selective Q-in-Q on the same interface.Note

SUMMARY STEPS

1. enable
2. configure terminal
3. interface interface-id

4. switchport mode trunk
5. switchport vlan mapping vlan-id dot1q-tunnel outer vlan-id

6. switchport vlan mapping default dot1q-tunnel vlan-id

7. exit
8. spanning-tree bpdufilter enable
9. end
10. show interfaces interface-id vlan mapping
11. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: Enter your password if prompted.
Device> enable

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Enters interface configuration mode for the interface
connected to the service-provider network. You can enter
a physical interface or an EtherChannel port channel.

interface interface-id

Example:
Device(config)# interface gigabitethernet1/1

Step 3

Configures the interface as a trunk port.switchport mode trunk

Example:

Step 4
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PurposeCommand or Action
Device(config-if)# switchport mode trunk

Enters the VLAN IDs to be mapped:switchport vlan mapping vlan-id dot1q-tunnel outer
vlan-id

Step 5

• vlan-id—the customerVLAN ID (C-VLAN) entering
the switch from the customer network. The range is
from 1 to 4094. You can enter a string of VLAN-IDs.

Example:
Device(config-if)# switchport vlan mapping 16
dot1q-tunnel 64

• outer-vlan-id —The outer VLAN ID (S-VLAN) of
the service provider network. The range is from 1 to
4094.

Use the no form of this command to remove the VLAN
mapping configuration. Entering the no switchport vlan
mapping all command deletes all mapping configurations.

Specifies that all unmapped packets on the port are
forwarded with the specified S-VLAN.

switchport vlan mapping default dot1q-tunnel vlan-id

Example:

Step 6

By default, packets that do not match the mapped VLANs,
are dropped.

Device(config-if)# switchport vlan mapping default
dot1q-tunnel 22

Untagged traffic are forwarded without dropping.

Returns to global configuration mode.exit

Example:

Step 7

Device(config-if)# exit

Inserts a BPDU filter for spanning tree.spanning-tree bpdufilter enableStep 8

Example: To process control traffic consistently, either
enable Layer 2 protocol tunneling
(recommended) or insert a BPDU filter for
spanning tree.

Note

Device(config)# spanning-tree bpdufilter enable

Returns to privileged EXEC mode.end

Example:

Step 9

Device(config)# end

Verifies the configuration.show interfaces interface-id vlan mapping

Example:

Step 10

Device# show interfaces gigabitethernet1/1 vlan
mapping

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 11

Device# copy running-config startup-config
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Example

This example shows how to configure selective QinQ mapping on the port so that traffic with a
C-VLAN ID of 2 to 5 enters the switch with an S-VLAN ID of 100. By default, the traffic of any
other VLAN ID is dropped.
Device(config)# interface GigabitEthernet0/1
Device(config-if)# switchport vlan mapping 2-5 dot1q-tunnel 100
Device(config-if)# exit

This example shows how to configure selective QinQ mapping on the port so that traffic with a
C-VLAN ID of 2 to 5 enters the switch with an S-VLAN ID of 100. The traffic of any other VLAN
ID is forwarded with the S-VLAN ID of 200.
Device(config)# interface GigabiEthernet0/1
Device(config-if)# switchport vlan mapping 2-5 dot1q-tunnel 100
Device(config-if)# switchport vlan mapping default dot1q-tunnel 200
Device(config-if)# exit

Device# show vlan mapping
Total no of vlan mappings configured: 5
Interface Hu1/0/50:
VLANs on wire Translated VLAN Operation
------------------------------ --------------- --------------
2-5 100 selective QinQ
* 200 default QinQ

Q-in-Q on a Trunk Port
To configure VLAN mapping for Q-in-Q on a trunk port, perform this task:

SUMMARY STEPS

1. enable
2. configure terminal
3. interface interface-id

4. switchport mode trunk
5. switchport vlan mapping default dot1q-tunnel vlan-id

6. exit
7. spanning-tree bpdufilter enable
8. end
9. show interfaces interface-id vlan mapping
10. copy running-config startup-config

DETAILED STEPS

PurposeCommand or Action

Enables privileged EXEC mode.enableStep 1

Example: Enter your password if prompted.
Device> enable
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PurposeCommand or Action

Enters global configuration mode.configure terminal

Example:

Step 2

Device# configure terminal

Enters interface configuration mode for the interface
connected to the service-provider network. You can enter
a physical interface or an EtherChannel port channel.

interface interface-id

Example:
Device(config)# interface gigabitethernet1/1

Step 3

Configures the interface as a trunk port.switchport mode trunk

Example:

Step 4

Device(config-if)# switchport mode trunk

Specifies that all unmapped C-VLAN packets on the port
are forwarded with the specified S-VLAN.

switchport vlan mapping default dot1q-tunnel vlan-id

Example:

Step 5

Device(config-if)# switchport vlan mapping default
dot1q-tunnel 16

Returns to global configuration mode.exit

Example:

Step 6

Device(config-if)# exit

Inserts a BPDU filter for spanning tree.spanning-tree bpdufilter enableStep 7

Example: To process control traffic consistently, either
enable Layer 2 protocol tunneling
(recommended) or insert a BPDU filter for
spanning tree.

Note

Device(config)# spanning-tree bpdufilter enable

Returns to privileged EXEC mode.end

Example:

Step 8

Device(config)# end

Verifies the configuration.show interfaces interface-id vlan mapping

Example:

Step 9

Device# show interfaces gigabitethernet1/1 vlan
mapping

(Optional) Saves your entries in the configuration file.copy running-config startup-config

Example:

Step 10

Device# copy running-config startup-config

Example

This example shows how to configure QinQ mapping on the port so that traffic of any VLAN ID is
forwarded with the S-VLAN ID of 200.
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Device(config)# interface gigabiethernet0/1
Device(config-if)# switchport vlan mapping default dot1q-tunnel 200
Device(config-if)# exit

Feature History for VLAN Mapping
This table provides release and related information for features explained in this module.

These features are available on all releases subsequent to the one they were introduced in, unless noted
otherwise.

Use Cisco Feature Navigator to find information about platform and software image support. To access Cisco
Feature Navigator, go to http://www.cisco.com/go/cfn.
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