afran]n
CISCO.

[ ]
g
-
z
“
H-
.-
z
B

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2

First Published: 2017-08-18
Last Modified: 2018-03-21

Americas Headquarters
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
http://www.cisco.com
Tel: 408 526-4000
800 553-NETS (6387)
Fax: 408 527-0883



©2017-2018 Cisco Systems, Inc. All rights reserved.



CONTENTS

PREFACE Preface ix
Audience ix

Conventions ix
Related Cisco UCS Documentation  xi
Documentation Feedback  xi

CHAPTER 1 New and Changed Information 1

New and Changed Information for ThisRelease 1

CHAPTER 2 Overview 3
Overview 3
Cisco UCS Manager User CLI Documentation 6
Components That Support Firmware Upgrade 7
Firmware Version Terminology 8
Cross-Version Firmware Support 9
Server Pack 12
Light Weight Upgrades 13
Service Packs 13
Service Pack Versions 14
Service Pack Rollback 15
Guidelines and Restrictions for Service Packs 15
Firmware Auto Sync for FI Cluster 15
Options for Firmware Upgrades 16
Options for Service Pack Updates 18
Firmware Upgrades through Auto Install 18
Firmware Upgrades through Firmware Packagesin Service Profiles 20

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .



. Contents

Direct Firmware Upgrade at Endpoints 20

Firmware Upgrade While Migrating from Cisco UCS 6200 Series Fabric Interconnects to Cisco UCS
6300 Series Fabric Interconnects 22

Firmware Upgrade to Cisco UCS Manager Release 3.2 22
Firmware Upgrade to aMinor or a Patch Release 25
Firmware Downgrades 25

Firmware Management in Cisco UCS Central 27

CHAPTER 3 Guidelinesand Prerequisites 29
Guidelines, and Best Practices for Firmware Upgrades 29
Configuration Changes and Settings that Can Impact Upgrades 29
Hardware-Related Guidelines for Firmware Upgrades 30
Firmware- and Software-Related Guidelines for Upgrades 31
Fabric Interconnect Traffic Evacuation 32
Secure Firmware Update 37
Cautions, and Guidelines for Upgrading with Auto Install 40
Cautions, and Guidelines Limitations for Managing Firmwarein Cisco UCS Central 43
Prerequisites for Upgrading and Downgrading Firmware 44
Pre-Upgrade Validation Checks 45
Create Backup Files 45
Creating an All Configuration Backup File 45
Configuring the Full State Backup Policy 46
Configure Cisco Smart Call Home for Firmware Upgrade 48
Disabling Smart Call Home 48
Fault Suppression During Firmware Upgrade 48
Faults Generated Due to Reboot During the Upgrade of a Fabric Interconnect 49
Modifying Baseline Expiration Interval for Faults 49
Viewing Faults Generated During the Upgrade of a Fabric Interconnect 50
Verifying the Operability of a Fabric Interconnect 52
Verifying the High Availability Status and Roles of a Cluster Configuration 53
Configuring the Default Maintenance Policy 53
Disabling the Management Interface 55
Verifying the Status of an I/O Module 56
Verifying the Status of a Server 57

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2



Contents .

Verifying the Status of Adapters on Serversin aChassis 57
Verification that the Data Path isReady 58

Verifying that Dynamic vNICs Are Up and Running 58

Verifying the Ethernet Data Path 59

Verifying the Data Path for Fibre Channel End-Host Mode 60

Verifying the Data Path for Fibre Channel Switch Mode 60

CHAPTER 4 Manage Firmwar e through Cisco UCS Manager 63
Download and Manage Firmware in Cisco UCS Manager 63
Firmware Image Management 63
Firmware Image Headers 64
Firmware Image Catalog 64
Obtaining Software Bundles from Cisco 65
Downloading Firmware Images to the Fabric Interconnect from a Remote Location 66
Displaying the Firmware Package Download Status 68
Canceling an Image Download 69
Displaying All Available Software Images on the Fabric Interconnect 69
Displaying All Available Packages on the Fabric Interconnect 71
Determining the Contents of a Firmware Package 71
Checking the Available Space on a Fabric Interconnect 72
Firmware Upgrades through Auto Install 73
Direct Upgrade After Auto Install 73
Automatic Internal Backup 74
Prepare for Firmware Install 74
Preparing the Infrastructure Firmware Pack for Install 75
Preparing the Chassis Firmware Pack for Install 75
Preparing the Blade Host Firmware Pack for Install 76
Preparing the Rack Host Firmware Pack for Install 77
Install Infrastructure Firmware 77
Install Server Firmware 78
Required Order of Stepsfor Auto Install 78
Recommended Process for Upgrading Infrastructure Firmware Through Auto Install 78
Upgrade the Infrastructure Firmware with Auto Install 79
Acknowledging the Reboot of the Primary Fabric Interconnect 82

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .



. Contents

Canceling an Infrastructure Firmware Upgrade 83
Clearing the Startup Version of the Default Infrastructure Pack and the Service Pack 84
Viewing the Status of the FSM During An Infrastructure Firmware Upgrade 84
Firmware Upgrades through Firmware Packagesin Service Profiles 86
Host Firmware Package 86
Stages of a Firmware Upgrade through Firmware Packages in Service Profiles 88
Effect of Updates to Firmware Packages in Service Profiles 88
Creating or Updating a Host Firmware Package 91
Firmware Automatic Synchronization 94
Setting the Firmware Auto-Sync Server Policy 95
Acknowledging the Firmware Auto Synchronization for a Server 96
Direct Firmware Upgrade at Endpoints 97
Stages of a Direct Firmware Upgrade 98
Outage Impacts of Direct Firmware Upgrades 100
Outage Impacts of Direct Firmware Upgrades on M-Series Chassis and Server Endpoints 101
Recommended Process for Directly Upgrading Infrastructure Firmware at Endpoints 102
Cisco UCS Manager Firmware 103
Activating the Cisco UCS Manager Software 104
Activating a Service Pack for the Cisco UCS Manager Software 104
IOM Firmware 106
Updating and Activating the Firmware onan IOM 107
Fabric Interconnect Firmware 109
Activating the Firmware on a Fabric Interconnect 109
Switching Over Fabric Interconnect Cluster Lead 110
Activating a Service Pack on a Fabric Interconnect 111
Adapter Firmware 112
Updating and Activating the Firmware on an Adapter 113
BIOS Firmware 115
Updating and Activating the BIOS Firmware on a Server 115
CIMC Firmware 117
Updating and Activating the CIMC Firmware on a Server 117
PSU Firmware 118
Updating the FirmwareonaPSU 118
Activating the Firmwareon aPSU 120

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2



Contents .

Board Controller Firmware 120

Activating the Board Controller Firmware on Cisco UCS B-Series M3 and Higher Blade
Servers 122

Activating the Board Controller Firmware on a Cisco UCS C-Series M3 and Higher Rack
Servers 123

CHAPTER 5 Manage the Capability Catalogin Cisco UCS Manager 125
Capability Catalog 125
Contents of the Capability Catalog 125
Updates to the Capability Catalog 126
Activating a Capability Catalog Update 126
Verifying that the Capability Catalog is Current 127
Restarting a Capability Catalog Update 127
Viewing a Capability Catalog Provider 128
Obtaining Capability Catalog Updates from Cisco 130
Updating the Capability Catalog from a Remote Location 130

CHAPTER 6 Troubleshoot Firmware 133
Recovering Fabric Interconnect During Upgrade 133

Recovering Fabric Interconnects When You Do Not Have Working Images on The Fabric Interconnect
or The Bootflash 133

Recovering Fabric Interconnect During Upgrade When You have Working Images on the
Bootflash 137

Recovering Unresponsive Fabric Interconnects During Upgrade or Failover 138

Recovering Fabric Interconnects From a Failed FSM During Upgrade With Auto Install 139
Recovering 10 Modules During Firmware Upgrade 140

Resetting an I/0 Module from a Peer I/0 Module 140

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .



. Contents

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2



Preface

 Audience, on page ix

« Conventions, on page ix

* Related Cisco UCS Documentation, on page Xi
» Documentation Feedback, on page xi

Audience

This guide isintended primarily for data center administrators with responsibilities and expertise in one or
more of the following:

 Server administration
* Storage administration
* Network administration

» Network security

Conventions

Text Type Indication

GUI elements GUI elements such as tab titles, areanames, and field labels appear in thisfont.

Main titles such as window, dialog box, and wizard titles appear in this font.

Document titles Document titles appear in this font.

TUI elements In aText-based User Interface, text the system displaysappearsint hi s f ont .

System output Terminal sessions and information that the system displays appear int hi s
font.

CLI commands CLI command keywords appear in this font.

Variablesin a CLI command appear in this font.

[ Elements in square brackets are optional .

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .
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Text Type Indication
{x|y|z} Required aternative keywords are grouped in braces and separated by vertical
bars.
[x]yl2 Optional alternative keywords are grouped in brackets and separated by vertical
bars.
string A nonquoted set of characters. Do not use quotation marks around the string or
the string will include the quotation marks.
<> Nonprinting characters such as passwords are in angle brackets.
[ Default responses to system prompts are in square brackets.
L # An exclamation point (!) or a pound sign (#) at the beginning of aline of code
indicates acomment line.
S
Note Meansreader take note. Notes contain helpful suggestions or references to material not covered in the
document.
Tip Means the following information will help you solve a problem. The tips information might not be
troubleshooting or even an action, but could be useful information, similar to a Timesaver.
Timesaver M eansthe described action savestime. You can savetime by performing the action described in the paragraph.
Caution Meansreader be careful. Inthissituation, you might perform an action that could result in equipment damage
or loss of data.
Warning IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could cause bodily injury. Before you work
on any equipment, be aware of the hazards involved with electrical circuitry and be familiar with standard
practices for preventing accidents. Use the statement number provided at the end of each warning to locate
itstrangdlation in the trandated safety warnings that accompanied this device.

SAVE THESE INSTRUCTIONS

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Related Cisco UCS Documentation

Documentation Roadmaps

For acompletelist of al B-Series documentation, see the Cisco UCSB-Series Servers Documentation Roadmap
available at the following URL: https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/overview/
guide/UCS_roadmap.html

For acompletelist of all C-Series documentation, seethe Cisco UCSC-Series Servers Documentation Roadmap
available at the following URL: https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/overview/
guide/ucs rack _roadmap.html.

For information on supported firmware versions and supported UCS Manager versions for the rack servers
that are integrated with the UCS Manager for management, refer to Release Bundle Contents for Cisco UCS
Software.

Other Documentation Resources

Follow Cisco UCS Docs on Twitter to receive document update notifications.

Documentation Feedback

To providetechnical feedback on this document, or to report an error or omission, please send your comments
to ucs-docfeedback @external .cisco.com. We appreciate your feedback.

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .
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CHAPTER 1

New and Changed Information

* New and Changed Information for This Release, on page 1

New and Changed Information for This Release

Thefollowing table provides an overview of the significant changesto this guide for this current release. The
table does not provide an exhaustive list of all changes madeto thisguide or of all new featuresin thisrelease.

Table 1: New Features and Changed Behavior in Cisco UCS Manager, Release 3.2(3)

Feature

Description

Where Documented

Prepare for Update

CiscoUCSManager Release 3.2(3)
introduces the ability to update or
stagethefirmware of infrastructure,
server components, and S3260
chassis simultaneously, and keep it
independent of the activation
process.

Prepare for Firmware Install, on
page 74

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .
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CHAPTER 2

Overview

This chapter includes the following sections:

« Overview, on page 3

» Components That Support Firmware Upgrade, on page 7
 Firmware Version Terminology, on page 8

* Cross-Version Firmware Support, on page 9

* Server Pack, on page 12

* Light Weight Upgrades, on page 13

* Firmware Auto Sync for FI Cluster, on page 15

* Options for Firmware Upgrades, on page 16

» Firmware Upgrade While Migrating from Cisco UCS 6200 Series Fabric Interconnects to Cisco UCS
6300 Series Fabric Interconnects, on page 22

* Firmware Upgrade to Cisco UCS Manager Release 3.2, on page 22
* Firmware Upgrade to a Minor or a Patch Release, on page 25

* Firmware Downgrades, on page 25

» Firmware Management in Cisco UCS Central , on page 27

Overview

Cisco UCS uses firmware obtained from and certified by Cisco to support the endpointsin a Cisco UCS
domain. Each endpoint is a component in the Cisco UCS domain, and requires firmware to function.

This guide explains how to obtain firmware and upgrade the endpointsin a Cisco UCS domain by using Cisco
UCS Manager. It also details the best practices to be followed while upgrading these endpoints.

Beginning with Cisco UCS Manager Release 3.1(1), Cisco released unified Cisco UCS Manager software
and firmware upgrades for each of the following platforms with every release of Cisco UCS Manager:

» Cisco UCS 6300 Series Fabric Interconnect with Cisco UCS B-Series, and C-Series Servers
* Cisco UCS 6200 Series Fabric Interconnect with Cisco UCS B-Series, and C-Series Servers

* Cisco UCS 6324 Fabric Interconnect with Cisco UCS B-Series Servers and C-Series Servers, which is
aso known as UCS Mini

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .
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Figure 1: Cisco UCS 6300 Series Fabric Interconnect with Cisco UCS B-Series and C-Series Servers
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Figure 2: Cisco UCS 6200 Series Fabric Interconnect with Cisco UCS B-Series, and C-Series Servers
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Figure 3: Cisco UCS 6324 Fabric Interconnect with Cisco UCS B-Series Servers and C-Series Servers
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These figuresillustrate the various platforms and the firmware bundles supported by Cisco UCS Manager
Release 3.2.

Each release has the following firmware bundles:

« Infrastructure software bundle—Thisbundleisaso called the A bundle. It containsthe firmware images
that the fabric interconnects, |O Modules, and Cisco UCS Manager require to function.

Cisco UCS Manager 3.2 and later releases contain three separate infrastructure bundles:
» Cisco UCS 6200 Series Fabric Interconnect—ucs-k9-bundle-infra.3.2.x.xxx.A.bin

» Cisco UCS 6300 Series Fabric I nterconnect—ucs-6300-k9-bundle-infra.3.2.x.xxx.A.bin

* Cisco UCS 6324 Fabric Interconnect—ucs-mini-k9-bundle-infra.3.2.x.xxx.A.bin

* B-Series server software bundle—Also called the B bundle, this bundle contains the firmware images
that the B-Series blade servers require to function, such as adapter, BIOS, CIMC, and board controller
firmware. Release Bundle Contents for Cisco UCS Manager, Release 3.2 provides details about the
contents of the B-Series server software bundle.

A\

Note Starting with Cisco UCS Manager Release 3.1(2), the firmware for endpoints
that are common to both the B-Series and C-Series server software bundles, such
aslocal disk, isavailable in both the B-Series and C-Series server software
bundles.

*» C-Series server software bundle—Also called the C bundle, this bundle contains the firmware images
that the C-Series rack-mount servers require to function, such as adapter, BIOS, CIMC, and board
controller firmware. The C bundle a so contains the firmware images for Cisco UCS S3260 storage
servers. Release Bundle Contents for Cisco UCSManager, Rel ease 3.2 provides details about the contents
of the C-Series server software bundle.

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .



Overview |

. Cisco UCS Manager User CLI Documentation

N\

A\

Note Starting with Cisco UCS Manager Release 3.1(2), the firmware for endpoints
that are common to both the B-Series and C-Series server software bundles, such
aslocal disk, isavailable in both the B-Series and C-Series server software
bundles.

* Capability catalog software bundle—Also called the T bundle, this bundle specifies
implementation-specific tunable parameters, hardware specifics. and feature limits.

Cisco UCS Manager uses the capability catalog to update the display and configurability of server
components such asnewly qualified DIMMsand disk drives. The Cisco UCS Manager Capability Catalog
isasingleimage, but it is also embedded in Cisco UCS Manager software. Cisco UCS Manager Release
3.2 and later releases work with any 3.2 catalog file, but not with 3.1 catalog versions. If a server
component is not dependent on a specific BIOS version, using it and having it recognized by Cisco UCS
Manager is primarily afunction of the catalog version. In addition to the catalog being bundled with
UCS infrastructure releases, it can, sometimes, aso be released as a standalone image.

The upgrade order for the endpoints in a Cisco UCS domain depends upon the upgrade path.

See the required order of steps for your upgrade path to determine the appropriate order in which to upgrade
the endpointsin your Cisco UCS domain.

Cisco maintains a set of best practices for managing firmware images and updates in this document and in
the following technical note: Unified Computing System Firmware M anagement Best Practices.

This document uses the following definitions for managing firmware:
» Update—Copies the firmware image to the backup partition on an endpoint.

* Activate—Sets the firmware in the backup partition as the active firmware version on the endpoint.
Activation can require or cause the reboot of an endpoint.

Note

For capability catal og upgrades, update and activate occur simultaneously. You only need to update or activate
those upgrades. You do not need to perform both steps.

Cisco UCS Manager User CLI Documentation

Cisco UCS Manager offersyou anew set of smaller, use-case based documentation described in the following
table:

Guide Description

Cisco UCS Manager Getting Started Guide Discusses Cisco UCS architecture and Day O
operations, including Cisco UCS Manager initial
configuration, and configuration best practices.

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Guide

Description

Cisco UCS Manager Administration Guide

Discusses password management, role-based access
configuration, remote authentication, communication
services, CIMC session management, organizations,
backup and restore, scheduling options, BIOS tokens
and deferred deployments.

Cisco UCS Manager Infrastructure Management
Guide

Discusses physical and virtua infrastructure
components used and managed by Cisco UCS
Manager.

Cisco UCS Manager Firmware Management Guide

Discusses downloading and managing firmware,
upgrading through Auto Install, upgrading through
service profiles, directly upgrading at endpointsusing
firmware auto sync, managing the capability catalog,
deployment scenarios, and troubl eshooting.

Cisco UCS Manager Server Management Guide

Discusses the new licenses, registering Cisco UCS
domains with Cisco UCS Central, power capping,
server boot, server profilesand server-related policies.

Cisco UCS Manager Storage Management Guide

Discusses all aspects of storage management such as
SAN and VSAN in Cisco UCS Manager.

Cisco UCS Manager Network Management Guide

Discusses all aspects of network management such
asLAN and VLAN connectivity in Cisco UCS
Manager.

Cisco UCS Manager System Monitoring Guide

Discusses all aspects of system and health monitoring
including system statistics in Cisco UCS Manager.

Cisco UCS S3260 Server Integration with Cisco UCS
Manager

Discussesall aspects of management of UCS S-Series
serversthat are managed through Cisco UCS
Manager.

Components That Support Firmware Upgrade

The various platforms that are supported by Cisco UCS Manager have different components that support

firmware upgrade.
« Fabric Interconnects:
* Cisco UCS 6332

» Cisco UCS 6332-16 UP
* Cisco UCS 6248 UP

» Cisco UCS 6296 UP

» Cisco UCS 6324

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .
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* Chassis components:
* Blade server chassis:

* |/O Modules

A\

Note |/O Modulesare not supported on the primary Cisco UCSMini chassis. However,
they are supported on the secondary Cisco UCS Mini chassis.

* Power Supply Unit

* Cisco UCS S3260 chassis:
« Chassis Management Controller (CMC)

* Chassis Adapter
* SAS Expander

* Board Controller

* Server components:
* Blade and Rack server:
 Adapter
« Cisco Integrated Management Controller (CIMC)
* BIOS

* Storage Controller

A\

Note Storage controller is not a supported server component in Cisco UCS Mini.

* Board Controller

» Cisco UCS S3260 storage server node:
* Cisco Integrated Management Controller (CIMC)
* BIOS
* Board Controller

« Storage Controller

Firmware Version Terminology

The firmware version terminology used depends upon the type of endpoint, as follows:

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Firmware Versions in CIMC, 1/0 Modules, BIOS, CIMC, and Adapters

Each CIMC, I/0 module, BIOS, CIMC, and Cisco adapter hastwo slotsfor firmwarein flash. Each slot holds
aversion of firmware. One dot is active and the other is the backup slot. A component boots from whichever
dot is designated as active.

The following firmware version terminology is used in Cisco UCS Manager:
Running Version

The running version is the firmware that is active and in use by the endpoint.
Startup Version

The startup version isthe firmware that will be used when the endpoint next boots up. Cisco UCS Manager
uses the activate operation to change the startup version.

Backup Version

The backup version is the firmware in the other slot and is not in use by the endpoint. This version can
be firmware that you have updated to the endpoint but have not yet activated, or it can be an older
firmware version that was replaced by arecently activated version. Cisco UCS Manager uses the update
operation to replace the image in the backup slot.

If the endpoint cannot boot from the startup version, it boots from the backup version.

Firmware Versions in the Fabric Interconnect and Cisco UCS Manager

You can only activate the fabric interconnect firmware and Cisco UCS Manager on the fabric interconnect.
Thefabricinterconnect and Cisco UCS Manager firmware do not have backup versions, because all theimages
are stored on the fabric interconnect. As aresult, the number of bootable fabric interconnect imagesis not
limited to two, like the server CIMC and adapters. Instead, the number of bootable fabric interconnect images
islimited by the available space in the memory of the fabric interconnect and the number of images stored
there.

The fabric interconnect and Cisco UCS Manager firmware have running and startup versions of the kernel
and system firmware. The kernel and system firmware must run the same versions of firmware.

Cross-Version Firmware Support

The Cisco UCS Manager A bundle software (Cisco UCS Manager, Cisco NX-OS, IOM and FEX firmware)
can be mixed with previous B or C bundle releases on the servers (host firmware [FW], BIOS, Cisco IMC,
adapter FW and drivers).

The following table lists the mixed A, B, and C bundle versions that are supported on Cisco UCS 6200 and
6300 fabric interconnects:

Table 2: Mixed Cisco UCS Releases Supported on Cisco UCS 6200 and 6300 Fabric Interconnects

Infrastructure Versions (A Bundles)

Host FW |2.2(8) 3.1(1) 3.1(2) 3.1(3) 32(1) |3.2(2 3.2(3)
Versions
(BorC

Bundles)

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .
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Infrastructure Versions (A Bundles)

2.2(8) 6200 6200 6200 6200 6200 |6200 6200
3.1(0) — 6200,6332, 6332-16UP | 6200,6332, | 6200,6332, | 6200,6332, | 6200,6332, | 6200,6332,
6332-16UP | 6332-16UP | 6332-16UP | 6332-16UP | 6332-16UP
3.1(2) — 6200,6332, 6332-16UP | 6200,6332, | 6200,6332, | 6200,6332, | 6200,6332, | 6200,6332,
6332-16UP | 6332-16UP | 6332-16UP | 6332-16UP | 6332-16UP
3.1(3) — 6200,6332, 6332-16UP | 6200,6332, | 6200,6332, | 6200,6332, | 6200,6332, | 6200,6332,
6332-16UP | 6332-16UP | 6332-16UP | 6332-16UP | 6332-16UP
3.2(1) — — — — 6200,6332, | 6200,6332, | 6200,6332,
6332-16UP | 6332-16UP | 6332-16UP
3.2(2) — — — — 6200,6332, | 6200,6332, | 6200,6332,
6332-16UP | 6332-16UP | 6332-16UP
3.2(3) — — — — 6200,6332, | 6200,6332, | 6200,6332,
6332-16UP | 6332-16UP | 6332-16UP

Thefollowing table liststhe mixed A, B, and C bundle versions that are supported on Cisco UCS Mini fabric
interconnects:

Table 3: Mixed Cisco UCS Releases Supported on Cisco UCS Mini Fabric Interconnects

Infrastructure Versions (A Bundles)
Host FW 3.1(1) 3.1(2) 3.1(3) 32(1) [3.2(2) 3.2(3)
Versions (B
orC
Bundles)
3.1(1) 6324 6324 6324 6324 6324 6324
3.1(2) 6324 6324 6324 6324 6324 6324
3.1(3) 6324 6324 6324 6324 6324 6324
3.2(1) — — — 6324 6324 6324
3.2(2) — — — 6324 |6324 6324
3.2(3) — — — 6324 6324 6324

The following table lists the mixed B, C bundles that are supported on al platforms with the 3.2(1)A bundle:

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Table 4: Mixed B, C Bundles Supported on All Platforms with the 3.2(1)A Bundle

Cross-Version Firmware Support .

Infrastructure Versions (A Bundles)

Host FW Versions(B, 3.2(1)
C Bundles)

6200 6300 6324
ucs-k9-bundle-infra ucs-6300-k9-bundle-infra. | ucs-mini-k9-bundle-infra
3.2.X.XxX.A.bin 3.2.X.XxX.A.bin 3.2.X.XxX.A.bin

2.2(8) Yes — —
(B, C Bundles)
3.1(1), 3.1(2), 3.1(3) | Yes Yes Yes
(B, C Bundles)
3.2(1), 3.2(2), 3.2(3) |Yes Yes Yes
(B, C Bundles)

The following table lists the mixed B, C bundles that are supported on al platforms with the 3.2(2)A bundle:

Table 5: Mixed B, C Bundles Supported on All Platforms with the 3.2(2)A Bundle

Infrastructure Versions (A Bundles)

Host FW Versions (B, C 3.2(2)

Bundles)
6200 6300 6324
ucs-k9-bundle-infra. ucs-6300-k9-bundle-infra. | ucs-mini-k9-bundle-infra.
3.2xxxx.A.bin 3.2xxxx.A.bin 3.2 xxxx.A.bin

2.2(8) Yes — —

(B, C Bundles)

3.1(2), 3.1(2), 3.1(3) Yes Yes Yes

(B, C Bundles)

3.2(1), 3.2(2), 3.2(3) Yes Yes Yes

(B, C Bundles)

Thefollowing table lists the mixed B, C bundles that are supported on all platformswith the 3.2(3)A bundle:
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Table 6: Mixed B, C Bundles Supported on All Platforms with the 3.2(3)A Bundle

Infrastructure Versions (A Bundles)

Host FW Versions (B, C 3.2(3)

Bundles)
6200 6300 6324
ucs-k9-bundle-infra ucs-6300-k9-bundle-infra. | ucs-mini-k9-bundle-infra.
3.2.X.XxX.A.bin 3.2.X.XxX.A.bin 3.2.X.XxX.A.bin

2.2(8) Yes — —

(B, C Bundles)

3.1(1), 3.1(2), 3.1(3) Yes Yes Yes

(B, C Bundles)

3.2(1), 3.2(2), 3.2(3) Yes Yes Yes

(B, C Bundles)

Important

If you implement cross-version firmware, you must ensure that the configurations for the Cisco UCS domain
are supported by the firmware version on the server endpoints.

Server Pack

Server Pack allows you to dynamically support new server platforms® on existing infrastructure without
requiring a complete firmware upgrade. This support is provided by a Cisco UCS Manager catalog image.
Through this model, new B-Series, or C-Series server bundles that enable the new servers are supported on
the previous infrastructure A bundle.

For example, in Release 3.1(1) and | ater releases, B, or C server bundleswill be supported with Release 3.1(1)
infrastructure A bundle. However, B, or C server bundlesin Release 3.1(1) and later rel eases are not supported
with the infrastructure A bundle of any release earlier than Release 3.1(1).

The Release Notesfor Cisco UCSManager for aparticular release provides the complete matrix of cross-version
firmware support for that release. New features introduced in the B, or C server bundles may only become
available after upgrading the infrastructure A bundle to the respective version.

The following servers currently support Server Pack:
* B-Series Servers—UCS B200 M4, B260 M4, B420 M4, B460 M4, B200 M5, B480 M5
* C-Series Servers—UCS C220 M4, C240 M4, C460 M4, C220 M5, C240 M5, C480 M5
If aperipheral is not supported by the existing infrastructure bundle, it will not be supported through the

Server Pack feature. You must upgrade the infrastructure bundle to support this peripheral. For example, if a
server isinstalled with new adapters that are not supported by the existing infrastructure bundle, support for

1 Thisfeature will apply to select server platforms.
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these adapters requires an upgrade to the infrastructure bundle. These adapters cannot be supported through
the Server Pack feature.

Because a new catal og image can be used without disrupting any hardware or software components, Server
Pack providesthe additional flexibility of adding new server platformsto active UCS domainswithout incurring
the operational overhead of upgrading firmware across the whole domain.

Light Weight Upgrades

Until Cisco UCS Manager Release 3.1(3), upgrading the firmware to a patch release involved downloading
and activating the complete firmware bundle even when changes were made only to specific components.
The firmware versions of all components were modified even though there were no fixes made to some
components. This triggered unnecessary updates for that component firmware.

Security updates to the system were also delivered through patches and lead to rebooting of the fabric
interconnect and downtime.

Cisco UCS Manager Release 3.1(3) introduces light weight upgrades, which enhances firmware upgradein
the following ways:

 The firmware version of a component will be updated only if it has been modified.

* Security updateswill be provided through service packs. In Release 3.1(3), light weight upgrade supports
only security updates.

« Within a service pack, updates may only apply to certain components. These components may, at times,
be upgraded without a fabric interconnect reboot.

« Infrastructure and server components updates are delivered through a common service pack bundle. For
servers components, only the modified firmware images will be part of the service pack bundle. This
resultsin smaller-sized service pack bundles, compared to the traditional B-Series and C-Series bundles.

Service Packs

Service packs are patches that you can use to apply security updates to Cisco UCS Manager infrastructure
and server components. Service packs are specific to abase release. You can apply a service pack on a base
release, but you cannot install the service pack independently.

A service pack is provided as a single bundle for infrastructure and server components. You can update all
relevant infrastructure, chassis and server components by applying the service pack through Infrastructure,
Chassis and Server Auto Install. In Cisco UCS Manager Release 3.1(3), the service pack bundle provides
non-disruptive updates only for infrastructure components. Among the infrastructure components, the fabric
interconnect update to a service pack may require fabric interconnect rebooting in some specific scenarios
such as OpenSSL fixes. The updates for server components are disruptive and will involve application
downtime.

Service packs are cumulative for amaintenance rel ease. The latest service pack will contain al the fixesfrom
the previous service packs released for the specific maintenance release.

You can remove or update a previously applied service pack through the Cisco UCS Manager GUI and the
Cisco UCS Manager CLI. Consequently, the component firmware version will be from the base release bundle.

Service packs are not applicable to maintenance releases earlier than Cisco UCS Manager Release 3.1(3).
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Service Pack Versions

The following guidelines apply to service pack versions:

* A service pack can be applied only on its base bundle. For example, service pack 3.1(3)SP2 can be
applied only on a 3.1(3) release. It is not compatible with a 3.1(4) release, and hence, cannot be applied
onit.

* Service pack version numbering in separate maintenance rel eases are unrelated. For example, service
packs 3.1(3)SP2 and 3.1(4)SP2 are separate and unrelated.

 The same fix can be made available for separate maintenance releases through separate service packs.
For example, the same fix can be made available in 3.1(3)SP2 and 3.1(4)SP3.

« Service packs are cumulative. You can use the latest service pack version with any patch version within
the same maintenance rel ease. For example, 3.1(3)SP3 will contain all the fixesthat went into 3.1(3)SP2
and 3.1(3)SP1. You can apply 3.1(3)SP3 on any 3.1(3) release.

* You cannot downgrade service packsto versions bel ow the default service pack version for amaintenance
release.

» When an upgrade or downgrade of a service pack fails, the default service pack version for that
maintenance rel ease becomes the running service pack version. For example:

Base Bundle Version: 3.1(3b)

Default Service Pack Version: 3.1(3)SP2(Default)

Running Service Pack Version: 3.1(3)SP3

While upgrading from 3.1(3)SP3 to 3.1(3)SP4, if the upgrade fails, the running service pack version
displayed is 3.1(3)SP2(Defaullt).

Thefollowing table illustrates the Rel ease Version and Running Version Displayed in the different situations
that a service pack is applied.

Release Version Running Version Displayed

3.1(3a) Base Bundle Version: 3.1(3a)
Service Pack Version: 3.1(3)SPO(Default)

3.1(3)SP1 Base Bundle Version: 3.1(3a)
Service Pack Version: 3.1(3)SP1

3.1(3)SP2 Base Bundle Version: 3.1(3a)
Service Pack Version: 3.1(3)SP2

3.1(3b) Base Bundle Version: 3.1(3b)
Service Pack Version: 3.1(3)SP2(Default)

3.1(3)SP3 Base Bundle Version: 3.1(3b)
Service Pack Version: 3.1(3)SP3
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Service Pack Rollback

You can roll back aservice pack that was applied to abase release. The following sections describe the changes
made to the bundle version and the service pack version during various rollback scenarios.

Remove Service Pack

Bundle Version Service Pack Version
No change is made to the bundle version. Service pack is the default version that comes with
the bundle.

Downgrade Infrastructure Bundle to an Earlier Maintenance Release

Bundle Version Service Pack Version

Infrastructure bundle changes to the version of the | Service pack isremoved becauseit isnot valid for the
earlier maintenance release. earlier maintenance release.

Downgrade Infrastructure Bundle Within the Same Maintenance Release, But with an Earlier Service Pack
Version

Bundle Version Service Pack Version

Infrastructure bundle changes to the version of the | Service pack isremoved during any infrastructure
maintenance rel ease patch. upgrade or downgrade, if a corresponding service
pack version is not specified during Auto-Install.

Guidelines and Restrictions for Service Packs

» When you upgrade from one service pack that requires Fl reboot to another service pack that requires
FI reboot, the FI is rebooted twice - once for each service pack.

* Server Auto Sync Policy is not supported for service packs.

« Auto sync of aservice pack is not supported if the subordinate Fl is running on arelease earlier than
Release 3.1(3).

Firmware Auto Sync for Fl Cluster

Addition of asecondary Fabric Interconnect to form a cluster — either as a replacement or a conversion from
standby to HA —requiresthe infrastructure bundle firmware versionsto match. Administratorstoday manually
upgrade/downgrade the replacement FI to the correct version before they connect it to the cluster. Firmware
Auto Sync allowsthe users to automatically upgrade/downgrade the infrastructure bundl e to the same version
as the survivor FI when the replacement is added as standby to HA. The software package is the UCS
software/firmware that resides on the FI.
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Software and Hardware Requirements

The software package on the survivor FI should be greater than or equal to Cisco UCS Release 1.4. The model
numbers of the Fabric Interconnects should be same. For example, firmware Auto Sync will not trigger for a
combination of 62XX and 63X X FI models that are being set up for HA.

Implementation

With the earlier implementation, the user would compulsorily configure the replacement FI as standalone
mode if there was a mismatch in the version of software packages. The replacement FI is manually
upgraded/downgraded to the same version of software package on survivor Fl through the usual
upgrade/downgrade process. Then the replacement FI is added to the cluster, since the upgrade/downgrade
of the replacement Fl isamanual process.

You are now given an additional option of synchronization of the software packages of the replacement Fl
with the survivor FI along with the current option. If the user decidesto Auto Sync the firmware, the software
packages of the survivor Fl are copied to the replacement Fl. The software packages on the replacement FI
are then activated and the FI is added to the cluster. The sync-up of the Cisco UCSM database and the
configuration happens via the usual mechanisms once the HA cluster is formed successfully.

Firmware Auto Sync Benefits

In aUCS cluster where one Fabric Interconnect has failed, the Auto Sync feature ensures that the software
package of the replacement Fl is brought up to the same revision as the survivor. The whole process requires
minimal end user interaction while providing clear and concise feedback.

Options for Firmware Upgrades

\}

You can upgrade Cisco UCS firmware through one or more of the following methods:

Note

For the steps required to upgrade one or more Cisco UCS domainsto alater release, see the appropriate Cisco
UCS upgrade guide. If no upgrade guideis provided, contact Cisco Technical Assistance Center. A direct
upgrade from that release may not be supported.

Upgrading a Cisco UCS domain through Cisco UCS Manager

If you want to upgrade a Cisco UCS domain through the Cisco UCS Manager in that domain, you can choose
one of the following upgrade options:

* Upgrade infrastructure, chassis and servers with Auto Install—This option enables you to upgrade all
infrastructure componentsin the first stage of upgrade by using Auto Install. Then you can upgrade all
chassis components through chassis firmware packages and all server endpoints through host firmware
packages.

« Upgrade servers through firmware packages in service profiles—This option enables you to upgrade all
server endpointsin asingle step, reducing the amount of disruption caused by a server reboot. You can
combine this option with the deferred deployment of service profile updates to ensure that server reboots
occur during scheduled maintenance windows.
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« Direct upgrades of infrastructure and server endpoints—This option enables you to upgrade many
infrastructure and server endpoints directly, including the fabric interconnects, I/0 modules, adapters,
and board controllers. However, direct upgrade is not available for all endpoints, including the storage
controller, HBA firmware, HBA option ROM and local disk. You must upgrade those endpoints through
the host firmware package included in the service profile associated with the server.

« Upgrade chassis through chassis firmware packages in chassis profiles—This option enables you to
upgrade all S3260 Chassis endpointsin asingle step.

N\

Note Chassis profiles and chassis firmware packages are applicable only to S3260
Chassis.

Upgrading S3X60 Server Nodes in a Cisco UCS domain through Cisco UCS Manager

You can upgrade a Cisco UCS domain with a S3260 Chassis and servers through Cisco UCS Manager in the
following ways:

« Upgradeinfrastructure componentsthrough Auto I nstall—You can upgrade the infrastructure components,
such as the Cisco UCS Manager software and the fabric interconnects, in asingle step by using Auto
Install.

* Upgrade chassis through chassis firmware packages in chassis profiles—This option enables you to
upgrade all chassis endpointsin asingle step.

Cisco UCS S3260 Server Integration with Cisco UCS Manager provides detailed information about
chassis profiles and chassis firmware packages.

* Upgrade servers through firmware packages in service profiles—This option enables you to upgrade all
server endpointsin asingle step, reducing the amount of disruption caused by a server reboot. You can
combinethis option with the deferred deployment of service profile updates to ensure that server reboots
occur during scheduled maintenance windows.

You can aso directly upgrade the firmware at each infrastructure, chassis, and server endpoint. This option
enables you to upgrade many infrastructure, chassis, and server endpoints directly, including the fabric
interconnects, SAS expanders, CMCs, chassis adapters, storage controllers, and board controllers. However,
direct upgradeis not available for all endpoints, including the storage controller, HBA firmware, HBA option
ROM and local disk.

Cisco UCSS3260 Server Integration with Cisco UCSManager provides detailed information about firmware
management for S3X60 Server Nodes

Upgrading a Cisco UCS domain through Cisco UCS Central

If you have registered one or more Cisco UCS domainswith Cisco UCS Central, you can manage and upgrade
all firmware components in those domain through Cisco UCS Central. This option allows you to centralize
the control of firmware upgrades and ensure that all Cisco UCS domainsin your datacenter are at therequired
levels.

You can use Cisco UCS Central to upgrade the capability catalog, infrastructure, and host firmwarein all
registered Cisco UCS domains that are configured for global firmware management.

You cannot directly upgrade the firmware at each endpoint. In Cisco UCS Central, you must use host firmware
policy within aglobal service profile to upgrade host firmware components.
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Options for Service Pack Updates

You can upgrade Cisco UCS firmware to a service pack through one of the following methods:

 Upgrade to a service pack through Infrastructure Auto Install

 Upgrade to a service pack through Chassis Auto Install

« Upgrade to a service pack through Server Auto Install

« Upgrade to a service pack through firmware packages in service profiles

 Upgrade to a service pack through chassis firmware packages in chassis profiles

« Directly activate a Cisco UCS Manager service pack on a base maintenance release

« Directly activate afabric interconnect service pack on a base maintenance release

Firmware Upgrades through Auto Install

Auto Install enables you to automatically upgrade a Cisco UCS domain to the firmware versions contained
in asingle package, in the following stages:

* Install Infrastructure Firmware—Uses the Cisco UCS Infrastructure Software Bundle to upgrade the
infrastructure components, such as the fabric interconnects, the I/0 modules, and Cisco UCS Manager.
Figure 4: Process Flow for Automatically Installing Infrastructure Firmware , on page 19, illustrates the
recommended process flow to automatically install infrastructure firmware.
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Figure 4: Process Flow for Automatically Installing Infrastructure Firmware
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* Install Chassis Firmware—Uses the Cisco UCS C-Series Rack-Mount UCS-Managed Server Software
Bundle to upgrade the chassis components.

* Install Server Firmware—As necessary, uses the Cisco UCS B-Series Blade Server Software Bundle to
upgradeall blade serversin the Cisco UCS domain; the Cisco UCS C-Series Rack-Mount UCS-Managed
Server Software Bundle to upgrade all rack servers.

These stages are independent and can be run or scheduled to run at different times.

You can use Auto Install to upgrade the infrastructure components to one version of Cisco UCS and upgrade
the chassis and server components to a different version.

Cisco strongly recommendsthat you use Auto Install and Fabric Evacuation to upgrade a Cisco UCS domain.
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Firmware Upgrades through Firmware Packages in Service Profiles

Server firmware and BIOS versions need periodic updating across multiple servers. If thisis done manually,
it must be done serially and involves many hours of downtime.

You can use host firmware packages by defining a host firmware policy as an attribute of a service profile
template, which is an updating template. Any change made to the service profile template is automatically
made to itsinstantiated service profiles. Subsequently, the servers associated with the service profiles are also
upgraded in parallel with the firmware version.

You cannot upgrade the firmware on an 1/0 module, fabric interconnect, or Cisco UCS Manager through
service profiles. You must upgrade the firmware on those endpoints directly.

Direct Firmware Upgrade at Endpoints

\}

If you follow the correct procedure and apply the upgrades in the correct order, a direct firmware upgrade
and the activation of the new firmware version on the endpoints is minimally disruptive to traffic in a Cisco
UCS domain.

Depending on the target chassis that you use, you can directly upgrade the firmware on various components:

Infrastructure UCS 5108 Chassis UCS Rack Server Cisco UCS S3260 Chassis
 Cisco UCS * 1/O modules * Adapter «CMC
Manager . .
* Power supply unit * CIMC * Chassis adapter
« Fabric _
interconnects * Server: * BIOS » SAS expander
* Adapter * Storage controller * Chassis board controller
Ensure that you
upgrade Cisco UCS * CIMC * Board controller * Server:
the fabric
interconnects. « Storage * BIOS
controller
* Board controller
* Board
controller « Storage controller

Note

Directly upgrading firmware on server endpointsis possible only on discovered, unassociated servers and
Cisco adapters.

Figure 5: Process Flow for Manually Installing Infrastructure Firmware, on page 21, illustrates the
recommended process flow.
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Figure 5: Process Flow for Manually Installing Infrastructure Firmware
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The adapter and board controller firmware can also be upgraded through the host firmware package in the
service profile. If you use a host firmware package to upgrade this firmware, you can reduce the number of
times a server needs to be rebooted during the firmware upgrade process.

Note

Upgrades of an adapter through a firmware package in the service profile associated with the server take

precedence over direct firmware upgrades. You cannot directly upgrade an endpoint if the service profile
associated with the server includes afirmware package. To perform adirect upgrade, you must remove the
firmware package from the service profile.
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Firmware Upgrade While Migrating from Cisco UCS 6200 Series
Fabric Interconnects to Cisco UCS 6300 Series Fabric
Interconnects

These upgrade guidelines must be followed while migrating:

* The Cisco UCS 6200 Series fabric interconnect should be upgraded to Cisco UCS Manager Release
3.1(1) or later releases.

» The Cisco UCS 6300 Series fabric interconnect must be loaded with the same build version that ison
the Cisco UCS 6200 Series fabric interconnect that it will replace.

* You can migrate only between Cisco UCS 6200 Series fabric interconnects and Cisco UCS 6300 Series
fabric interconnects. You cannot migrate between Cisco UCS 6248 UP and Cisco UCS 6296 UP or
between Cisco UCS 6332 and Cisco UCS 6332 16UP fabric interconnects.

« All fabric interconnects should have the same versions of kickstart, system, and UCSM images.

* Upgrading the fabric interconnect should be done before upgrading to anew FEX or virtua interface
card.

* For acluster configuration, both fabric interconnects must have symmetrical connection topologies
between the fabric interconnects and FEXes.

« Standalone installations should expect down time. Upgrading afabric interconnect isinherently traffic
disruptive.

* A best practice would be to perform afull configuration and software backup before performing this
hardware upgrade.

Firmware Upgrade to Cisco UCS Manager Release 3.2

Scenarios for Firmware Upgrade to Cisco UCS Manager Release 3.2

Upgrading the Infrastructure software bundle (A bundle) directly to Cisco UCS Manager Release 3.2(x) is
supported from Release 2.2(8) and later releases. While upgrading from releases earlier than Release 2.2(8),
you must upgradeto Release 2.2(8) or 3.1(x) first for A, B, and C bundles, and then upgrade to Release 3.2(x).

For Cisco UCS Mini, upgrading the Infrastructure software bundle (A bundle) directly to Cisco UCS Manager
Release 3.2(x) is supported from Release 3.0(1) and later releases.

The following table lists the upgrade paths for various Cisco UCS Manager releases.
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Table 7: Upgrade Paths to Release 3.2

Upgrade From Release Upgrade To Release Recommended Upgrade Path

2.1(x) 3.2(x) Upgrading directly to Release 3.2(x) is not
supported from this release. To upgradeto
Release 3.2(x), do the following in order:

1. Upgrade the Infrastructure A bundle to
Release 2.2(8).

2. Upgrade the B and C bundlesfor all servers
to Release 2.2(8).

3. Upgrade the Infrastructure A bundleto
Release 3.2(x).

2.2(1), 2.2(2), 2.2(3), 2.2(4), | 3.2(x) Upgrading directly to Release 3.2(x) is not
2.2(5), 2.2(6), 2.2(7) supported from this release. To upgradeto
Release 3.2(x), do the following in order:

1. Upgrade the Infrastructure A bundle to
Release 2.2(8) or 3.1(3a).

2. Upgrade the B and C bundlesfor all servers
to Release 2.2(8) or 3.1(33a).

3. Upgrade the Infrastructure A bundle to

Release 3.2(x).
2.2(8) 3.2(x) Upgrade directly to Release 3.2(x).
3.0(x) 3.2(x) Upgrade directly to Release 3.2(x).
3.1(x) 3.2(x) Upgrade directly to Release 3.2(x).

| A

Important  You can replace an Fl in acluster with an Fl that runs on Cisco UCS Manager Release 2.1(2) or later releases
and upgrade this Fl directly to a 3.2(x) release by using the Auto Sync feature. In such a scenario, you do not
need to first upgrade to Release 2.2(8) before upgrading to a 3.2(x) release.

Prerequisites for Upgrade to Cisco UCS Manager Release 3.2

« Before upgrading to Cisco UCS Manager Release 3.2, ensure that the existing infrastructure and server
bundles are on a Cisco UCS Manager 2.2(8) release, or later releases.

For Cisco UCS Mini, you can upgrade to Cisco UCS Manager Release 3.2 from any Release 3.0(x) and
|ater releases.

* Before upgrading to Cisco UCS Manager Release 3.2, ensure that the key ring in use hasamodulus size
of 2048 bits or more by doing the following:

1. Verify the modulus size of the key ring in use by using the following commands:
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UCS- A# scope security
UCS- A /security # scope keyring keyring-nane
UCS- A /security/keyring # show detail

2. If thedefault key ring isin use, and has amodulus size less than 2048 bits, reconfigure the modulus
size to 2048 bit or more, and regenerate the certificate by using the following commands:

UCS- A# scope security

UCS-A /security # scope keyring default

UCS- A /security/keyring # set nodul us npd2048
UCS- A /security/keyring # set regenerate yes
UCS- A /security/keyring # comm t-buffer

UCS- A /security/keyring # show detail

3. If thekey ring in useis not the default key ring, and has a modulus size less than 2048 bits, delete
the existing key ring and create a new one with a modulus value equal to or more than 2048 bits.

A

Note A key ring in use cannot be deleted. To delete akey ring that isin use, first
configure HTTPS to use another key ring.

Cisco UCS Manager Release 3.1 and later releases do not support key rings that have modulus size less
than 2048 bits.

Conditions Under Which Upgrade to Cisco UCS Manager Release 3.2 Fails

Upgrading to Cisco UCS Manager Release 3.2 from an earlier release will fail in the following scenarios, and
Cisco UCS Manager will roll back to the earlier release:

 Upgrade with insufficient free space in fabric interconnect partitions:

* Lessthan 20 percent free spacein/ var/ sysngr
* Less than 30 percent free spacein/ mt / pss

* Less than 20 percent free spacein/ boot f | ash

* Cisco UCS Manager validation failures because of misconfiguration.

SNMP is Automatically Disabled During Upgrade

When upgrading from an earlier release to Cisco UCS Manager Release 3.2, SNMP, if previously enabled,
isautomatically disabled. The SNMP state will be restored after the upgrade of both fabric interconnectsis
complete. During upgrade, when SNMP is automatically disabled, all SNMP operations will be suspended.

| A

Important  You can run SNMP operations only after both the fabric interconnects are upgraded.
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Firmware Upgrade to a Minor or a Patch Release

The release number of Cisco UCS Manager software consists of amajor release identifier, minor release
identifier, and patch release identifier. The minor release identifier and patch release identifier are listed
together in parentheses. For example, if the software version number is 3.2(2a):

* 3.2 isthe mgjor release identifier
* 2 isthe minor release identifier

* aisthe patch release identifier

Read together, it indicates the a patch of the fir st minor release of the 3.2 release train.

Firmware upgrade to maintenance releases and patches within a major release are done in exactly the same
way as for the magjor release.

For moreinformation about what isin each maintenance release and patch, seethelatest version of the Release
Notes.

Firmware Downgrades

\)

You downgrade firmware in a Cisco UCS domain in the same way that you upgrade firmware. The package
or version that you select when you update the firmware determines whether you are performing an upgrade
or adowngrade.

Note

The Cisco UCS Manager CLI does not alow you to downgrade hardware that is not supported in the release
towhich you are downgrading, Cisco UCS Manager CL1 displaysan error messageif you attempt to downgrade
hardware to an unsupported release.

MD5 SNMPv3 User Authentication

When downgrading to arelease earlier than Cisco UCS Manager Release 3.2(3), SNMPv3 users with MD5
authentication will not be deployed. To deploy such a user, do one of the following:

» Modify the Auth Typefield to SHA.

» Delete the user and recreate it.

AES Privacy Protocol for SNMPv3 Users

Cisco UCS Manager Release 3.2(3) and later releases do not support SNM Pv3 userswithout AES encryption.
Hence, when downgrading to arel ease earlier than Cisco UCS Manager Release 3.2(3), SNM Pv3 userswithout
AES encryption will not be deployed. To deploy such a user, do one of the following:

 Enable AES-128 encryption.

 Delete the user and recreate it.
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Cisco UCS Domain with UCS M5 Servers

InaCisco UCSdomain with UCS M5 servers, when you downgrade from Cisco UCS Manager Release 3.2(1)
to earlier releases, ensure that you decommission the UCS M5 servers. This is because UCS M5 servers are
supported only by Cisco UCS Manager Release 3.2(1) and later releases.

If you downgrade from Cisco UCS Manager Release 3.2(1) to earlier rel eases without decommissioning UCS
M5 servers, upgrade validation will fail and Cisco UCS Manager will prompt you to decommission the servers
before continuing with the downgrade operation.

Board Controller Firmware for Blade Servers

Important

* You never need to downgrade the board controller firmware.

The board controller firmware in Cisco UCS B-Series blade serversis not designed to be downgraded.
When you are performing afull system firmware downgrade operation, if the system displays this error
message “Error: Update failed: Server does not support board controller downgrade’, it is safeto ignore
the error message and continue with downgrading system firmware. Cisco UCS Manager will automatically
skip over the board controller firmware and continue with the downgrade of the other firmware
components.

* Theboard controller firmware version of the blade server should bethe sameasor later than theinstalled
software bundle version. Leaving the board controller firmware at alater version than the version that
iscurrently running in your existing Cisco UCS environment does not violate the software matrix or
TAC supportability.

Unsupported Features Must Be Unconfigured Before Downgrade

If you plan to downgrade a Cisco UCS domain to an earlier release, you must first unconfigure all features
from the current rel ease that are not supported in the earlier release and correct al failed configurations. If
you downgrade B, or C server bundles without unconfiguring unsupported features, the feature may not work
in the downgraded release. For example, the On Next Reboot maintenance policy is supported by the 3.1 B,
and C bundles. If you downgrade any server bundle, this maintenance policy option will not work for the
corresponding server.

If you attempt to downgrade the infrastructure bundle without unconfiguring all featuresthat are not supported
in the earlier release, the downgrade may fail.

SNMP Must be Disabled Before Downgrade

You must disable SNMP before downgrading from Cisco UCS Manager Release 3.2 to an earlier release.
The downgrade process does not begin until SNMP is disabled.

Recommended Order of Steps for Firmware Downgrades

If you need to downgrade the firmware to an earlier release, we recommend that you do it in the following
order:

1. Retrieve the configuration backup from the release to which you want to downgrade. Thisis the backup
you created when you upgraded to the current release.

2. Unconfigure the features that are not supported in the release to which you want to downgrade.

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2



| Overview

Firmware Management in Cisco UCS Central .

Create Full State and All Configuration backup files.
Downgrade Cisco UCS Manager.

Perform an erase-config.

o o >~ W

Import the configuration backup from the release to which you downgraded.

\}

Note Steps5 and 6 are optional. Perform these steps only if the existing configuration becomes unusable. In this
case, import the configuration backup either from Step 1 or Step 3.

Firmware Management in Cisco UCS Central

Cisco UCS Central enables you to manage all firmware components for all registered Cisco UCS domains.

)

Note To manage Cisco UCS domains firmware from Cisco UCS Central, you must enable the global firmware
management option in Cisco UCS Manager. You can enable the global firmware management option when
you register Cisco UCS Manager with Cisco UCS Central. You can also turn the global management option
on or off, based on your management requirements.

| A

Important Do not unregister a Cisco UCS domain from Cisco UCS Central.

The Cisco UCS domains are categorized into domain groupsin Cisco UCS Central for management purposes.
You can manage firmware for each domain group separately at the domain group level or for all domain
groups from the domain group root. Cisco UCS Central provides you the option to manage the following
Cisco UCS domain firmware packages:

« Capability Catalog— One capability catalog per domain group. All Cisco UCS domains registered to
aparticular domain group will use the capability catalog defined in the domain group.

« Infrastructure Firmware— One infrastructure firmware policy per domain group . All Cisco UCS
domainsregistered to aparticular domain group will use the same Infrastructure firmware version defined
in the domain group.

* Host Firmware— You can have more than one host firmware policy for the different host firmware
components in adomain group. The Cisco UCS domains registered in the domain group will be able to
choose any defined host firmware policy in the group. Cisco UCS Central provides you the option to
upgrade the host firmware globally to all Cisco UCS domainsin adomain group at the same time.

\}

Note For moreinformation on managing firmwarein Cisco UCS Central, see the Firmware Management chapters
in the Cisco UCS Central Administration Guide and Cisco UCS Central CLI Reference Manual.
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CHAPTER 3

Guidelines and Prerequisites

« Guidelines, and Best Practices for Firmware Upgrades, on page 29

« Cautions, and Guidelines Limitations for Managing Firmware in Cisco UCS Central, on page 43
* Prerequisites for Upgrading and Downgrading Firmware, on page 44

* Pre-Upgrade Validation Checks, on page 45

« Verification that the Data Path is Ready, on page 58

Guidelines, and Best Practices for Firmware Upgrades

Before you upgrade the firmware for any endpoint in a Cisco UCS domain, consider the following guidelines,
best practices, and limitations:

Configuration Changes and Settings that Can Impact Upgrades

Depending on the configuration of your Cisco UCS domain, the upgrade process may require you to make
additional changes.

Default Maintenance Policy Should be Configured for User Acknowledgment

The default maintenance policy is configured to immediately reboot the server when disruptive changes are
made to the service profile, such as server firmware upgrades through a host maintenance policy. We
recommend that you change the reboot policy setting in the default maintenance policy to user
acknowledgment to avoid unexpected disruption of server traffic.

When you configure the reboot policy in the default maintenance policy to user acknowledgment, the list
of disruptive changes are listed with the pending activities. You can then control when the serversare rebooted.
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A

Overlapping FCoE VLAN IDs and Ethernet VLAN IDs Are No Longer Allowed with Cisco UCS Release 2.0 and
Higher

Caution

In Cisco UCS 1.4 and earlier releases, Ethernet VLANs and FCoE VLANSs could have overlapping VLAN
IDs. However, starting with Cisco UCS release 2.0, overlapping VLAN IDs are not allowed. If Cisco UCS
Manager detects overlapping VLAN IDs during an upgrade, it raises acritical fault. If you do not reconfigure
your VLAN IDs, Cisco UCS Manager raises acritical fault and drops Ethernet traffic from the overlapped
VLANS. Therefore, we recommend that you ensure there are no overlapping Ethernet and FCoE VLAN IDs
before you upgrade to Cisco UCS Release 3.1 and later releases.

Be aware that when an uplink trunk is configured with VLAN ID 1 defined and set as the native VLAN,
changing the Ethernet VLAN 1 ID to another value can cause network disruption and flapping on the fabric
interconnects, resulting in an HA event that introduces alarge amount of traffic and makes servicestemporarily
unavailable.

For anew installation of Cisco UCS Release 3.1 and later releases, the default VLAN IDs are as follows:
* The default Ethernet VLAN ID is 1.
* The default FCoE VLAN ID is 4048.

Note

If a Cisco UCS domain uses one of the default VLAN IDs, which resultsin overlapping VLANS, you can
change one or more of the default VLAN IDsto any VLAN ID that is not used or reserved. From release 2.0
and higher, VLANs with |Ds from 4043 to 4047 are reserved.

VSANSs with IDs in the Reserved Range are not Operational

A VSAN with an ID in the reserved range is not operational after an upgrade. Make sure that none of the
V SANs configured in Cisco UCS Manager are in these reserved ranges:

« If you plan to use FC switch mode in a Cisco UCS domain, do not configure VSANs with an ID in the
range from 3040 to 4078.

« If you plan to use FC end-host mode in a Cisco UCS domain, do not configure VSANswithan ID in
the range from 3840 to 4079.

If aVSAN hasan ID inthereserved range, changethat VSAN ID to any VSAN ID that isnot used or reserved.

Hardware-Related Guidelines for Firmware Upgrades

The hardwarein aCisco UCS domain can impact how you upgrade. Before you upgrade any endpoint, consider
the following guidelines and limitations:
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Firmware- and Software-Related Guidelines for Upgrades .

No Server or Chassis Maintenance

Caution

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update
process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. This failure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.

Avoid Replacing RAID-Configured Hard Disks During or Prior to Upgrade
During or prior to Cisco UCS infrastructure and server firmware upgrades:

Do not remove, insert or replace any local storage hard disks or SSDsin the servers.

« Ensure that no storage operations are running, including Rebuild, Association, Copyback, BGI, and so
on.

Always Upgrade Third-Party Adapters through a Host Firmware Package

You cannot upgrade third-party adapters directly at the endpoints. You must upgrade the firmware on those
adapters through a host firmware package.

Configure the Fabric Interconnects

The clustered fabric interconnects provide data path redundancy by design. However, to ensure that data
traffic is not disrupted, you must configure redundant Ethernet and storage (FC/FCoE) interfaces within the
service profile. You must also ensure that the corresponding Operating System is configured correctly to
handle one fabric path outage.

For a standal one configuration with a single fabric interconnect, you can minimize the disruption to data
traffic when you perform a direct firmware upgrade of the endpoints. However, you must reboot the fabric
interconnect to complete the upgrade and, therefore, cannot avoid disrupting traffic.

Firmware- and Software-Related Guidelines for Upgrades

Before you upgrade any endpoint, consider the following guidelines and limitations:

Determine the Appropriate Type of Firmware Upgrade for Each Endpoint

Some endpoints, such as Cisco adapters and the server CIM C, can be upgraded through either adirect firmware
upgrade or afirmware package included in a service profile. The configuration of a Cisco UCS domain
determines how you upgrade these endpoints. If the service profiles associated with the serversinclude a host
firmware package, upgrade the adapters for those servers through the firmware package.

Upgrades of an adapter through a firmware package in the service profile associated with the server take
precedence over direct firmware upgrades. You cannot directly upgrade an endpoint if the service profile
associated with the server includes a firmware package. To perform adirect upgrade, you must remove the
firmware package from the service profile.
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Do Not Activate All Endpoints Simultaneously in Cisco UCS Manager GUI

If you use Cisco UCS Manager GUI to update the firmware, do not select ALL from the Filter drop-down
list in the Activate Firmware dialog box to activate all endpoints simultaneously. Many firmware rel eases
and patches have dependencies that require the endpoints to be activated in a specific order for the firmware
update to succeed. This order can change depending upon the contents of the release or patch. Activating all
endpoints does not guarantee that the updates occur in the required order, and can disrupt communications
between the endpoints and the fabric interconnects and Cisco UCS Manager. For information about the
dependencies in a specific release or patch, see the release notes provided with that release or patch.

Determine Available Bootflash and Workspace Partition

The bootflash partition is dedicated solely to firmware images managed by Cisco UCS Manager. To initiate
upgrade or downgrade, at least 20 percent of the bootflash partition must be available. When the bootflash
partition exceeds 70 percent, faults are raised, but Auto Install proceeds. When the bootflash partition exceeds
80 percent, faults are raised and Auto Install does not proceed.

The workspace partition on the fabric interconnect stores tech support files, core files, and the debug plugin.
To initiate upgrade or downgrade, at least 20 percent of the workspace partition must be available.

Determine the Impact of Activation for Adapters and I/0 Modules

During adirect upgrade, you should configure Set Startup Version Only for an adapter. With this setting,
the activated firmware moves into the pending-next-boot state, and the server is not immediately rebooted.
The activated firmware does not become the running version of firmware on the adapter until the server is
rebooted. You cannot configure Set Startup Version Only for an adapter in the host firmware package.

If aserver isnot associated with a service profile, the activated firmware remains in the pending-next-boot
state. Cisco UCS Manager does not reboot the endpoints or activate the firmware until the server is associated
with a service profile. If necessary, you can manually reboot or reset an unassociated server to activate the
firmware.

When you configure Set Startup Version Only for an I/0 module, the 1/O module is rebooted when the
fabric interconnect in its data patch is rebooted. If you do not configure Set Startup Version Only for an1/0
module, the I/O module reboots and disrupts traffic. In addition, if Cisco UCS Manager detects a protocol
and firmware version mismatch between the fabric interconnect and the I/O module, Cisco UCS Manager
automatically updates the 1/0 module with the firmware version that matches the firmware in the fabric
interconnect and then activates the firmware and reboots the I/O module again.

Disable Call Home before Upgrading to Avoid Unnecessary Alerts (Optional)

When you upgrade a Cisco UCS domain, Cisco UCS Manager restarts the componentsto complete the upgrade
process. Thisrestart causes events that are identical to the service disruptions and component failures that
trigger Call Home alertsto be sent. If you do not disable Call Home before you begin the upgrade, al erts will
be generated by the upgrade-related component, restarts and notifications will be sent out based on your Call
Home configuration.

Fabric Interconnect Traffic Evacuation

Fabric interconnect traffic evacuation, introduced in Release 2.2(4), is the ability to evacuate all traffic that
flows through a fabric interconnect from all servers attached to it through an IOM or FEX, while upgrading
asystem.
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Fabric Interconnect Traffic Evacuation .

Upgrading the subordinate fabric interconnect in a system disrupts the traffic that is active on the fabric
interconnect. Thistraffic fails over to the primary fabric interconnect. You can use fabric evacuation asfollows
during the manual upgrade process:

1. Stop al thetraffic that is active through a fabric interconnect by configuring Admin Evac M ode as On.

2. For vNICs configured with failover, verify that the traffic has failed over by using Cisco UCS Manager
or tools such as vCenter.

Upgrade the subordinate fabric interconnect.
Restart all the stopped traffic flows by configuring Admin Evac M ode as Off.

Change the cluster lead to the subordinate fabric interconnect.

o o > w

Repeat steps 1 to 4 and upgrade the other fabric interconnect.

Note

« Fabric interconnect traffic evacuation is supported only in a cluster configuration.
* You can evacuate traffic only from the subordinate fabric interconnect.

» The IOM or FEX backplane ports of the fabric interconnect on which evacuation is configured will go
down, and their state will appear as Admin down. During the manual upgrade process, to move these
backplane ports back to the Up state and resume traffic flow, you must explicitly configure Admin Evac
M ode as Off.

Fabric Evacuation with Auto Install

Starting with Cisco UCS Manager Release 3.1(3), you can use fabric evacuation during Auto Install. While
initiating Auto Install, when you enabl e fabric evacuation and then begin Auto Install, the following sequence
of events occur:

1. The subordinate fabric interconnect (FI-B) is evacuated and activated.

2. Failover occurs and the primary fabric interconnect (FI-A) becomes the subordinate fabric interconnect.
FI-B now becomes the cluster lead.

3. FI-Aisnow evacuated and activated.
If you use fabric evacuation with Auto Install, and fabric evacuation was enabled on the fabric interconnect
before Auto Install, fabric evacuation is disabled after Auto Install is complete.

Ensure that you do not initiate Auto Install with fabric evacuation enabled on the primary fabric interconnect.
If fabric evacuation was manually enabled on the primary fabric interconnect before Auto Install, it must be
manually disabled before initiating Auto Install.
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Note

« Fabric interconnect traffic evacuation is supported only in a cluster configuration.

* You can evacuate traffic only from the subordinate fabric interconnect.

» The IOM or FEX backplane ports of the fabric interconnect on which evacuation is configured will go
down, and their state will appear as Admin down. These backplane ports will move back to Up state
after Auto Install is complete.

Stopping Traffic on a Fabric Interconnect

Procedure

Command or Action

Purpose

Step 1

UCS-A # scope fabric-interconnect {a | b}

Enters fabric interconnect mode for the
specified Fabric Interconnect.

Step 2

UCS-A /fabric-interconnect # stop server
traffic [force]

Stops al the traffic that is active through the
specified Fabric Interconnect.

Use the for ce option to evacuate a Fabric
Interconnect irrespective of its current
evacuation state.

Step 3

UCS-A /fabric-interconnect # commit-buffer

Commits the transaction to the system
configuration.

Example

This example shows how to stop all traffic that is active through Fabric Interconnect B:

UCS- A# scope fabric-interconnect b
UCS-A /fabric-interconnect # stop server traffic

War ni ng: Enabling fabric evacuation will

stop all

Restarting Traffic on a Fabric Interconnect

traffic through this Fabric Interconnect

fromservers attached through | OM FEX. The traffic will fail over to the Prinmary Fabric
Interconnect for fail over vnics.
UCS-A /fabric-interconnect # comit-buffer
Procedure
Command or Action Purpose

Step 1

UCS-A # scope fabric-interconnect {a | b}

Enters fabric interconnect mode for the
specified Fabric Interconnect.

Step 2

UCS-A /fabric-interconnect # start server
traffic

Restarts traffic through the specified Fabric
I nterconnect.
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Verifying Fabric Evacuation .

Command or Action

Purpose

Step 3 UCS-A /fabric-interconnect # commit-buffer | Commits the transaction to the system

configuration.

Example

This example shows how to restart traffic through Fabric Interconnect B:

UCS- A# scope fabric-interconnect b

UCS-A /fabric-interconnect # start server traffic

Warning: Resetting fabric evacuation will cause server traffic that failed over to the
Primary Fabric Interconnect to fail back to this Fabric Interconnect.

UCS- A /fabric-interconnect # commit-buffer

Verifying Fabric Evacuation

Procedure
Command or Action Purpose
Step 1 UCS-A# show service-profile circuit server | Shows the network circuit information for the
server-id service profile associated with the specified
server.
Example

This example shows the VIF paths before fabric evacuation.

* VIF at Fabric Interconnect A showsthat trafficisinitially active through the Fabric interconnect.

* VIF at Fabric Interconnect B is passive before evacuation.

UCS- A# show service-profile circuit server 1/6

Service Profile: testl

Server: 1/6
Fabric 1D A
Path ID: 1
VI F VNI C

Pin Oper Pin Transport

692 et hO
1/ 15 Et her
Fabric ID: B
Path ID: 1
VI F VNI C

Pin Oper Pin Transport

Link State Oper State Prot State Prot Rol e Admi n

Up Active Active Primry 0/0

Link State Oper State Prot State Prot Rol e Admi n
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693 et h0 Up Active Passi ve Backup 0/0
1/ 15 Et her
UCS- A#

This example shows the VIF paths after Fabric Interconnect A is evacuated.

)

Note « After fail over, the VIF state at Fabric Interconnect A goesinto error.

* VIF at Fabric Interconnect B takes over as active.

UCS- A# show service-profile circuit server 1/6
Service Profile: testl

Server: 1/6
Fabric ID: A
Path ID 1
VI F VNI C Link State Oper State Prot State Prot Rol e Admi n

Pin Oper Pin Transport

692 et hO Error Error Active Primry 0/0
0/0 Et her
Fabric ID: B
Path 1D 1
VI F VNI C Link State Oper State Prot State Prot Rol e Admi n

Pin Oper Pin Transport

693 et hO Up Active Passi ve Backup 0/0
1/ 15 Et her

Displaying the Status of Evacuation at a Fabric Interconnect

Procedure

Command or Action Purpose

Step 1 UCS-A # scope fabric-interconnect {a| b} | Entersfabric interconnect mode for the
specified Fabric Interconnect.

Step 2 UCS-A /fabric-interconnect # show detail Displays detail s about the specified Fabric
I nterconnect.

Example

This example shows how to display the detailed status of a Fabric Interconnect.

N\

Note Admin Evacuation and Oper Evacuation show the status of evacuation at the Fabric Interconnect.
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UCS- A /fabric-interconnect # show detail

Fabric Interconnect:
ID: B
Product Nanme: G sco UCS 6248UP
PI D: UCS-FI -6248UP
VID: V01
Vendor: Cisco Systems, Inc.
Serial (SN): SSI171400HG
HW Revi sion: 0
Total Menory (MB): 16165
OB | P Addr: 10.193.32.172
OOB Gateway: 10.193.32.1
OOB Net mask: 255.255.255.0
OB | Pv6 Address:
OB | Pv6 Gat eway:
Prefix: 64
Operability: Operable
Thermal Status: K
Admi n Evacuation: On
Oper Evacuation: On
Current Task 1:
Current Task 2:
Current Task 3:

Secure Firmware Update

Cisco UCS Manager, Release 3.1(2) introduces secure firmware update, which enables you to update the
adapter firmware securely for third-party Intel network and storage adapters. Only server administrators can
upgrade or downgrade firmware for the adapters. OS administrators with root privileges are not allowed to
downgrade the adapter firmware.

The following Cisco UCS servers support secure firmware update:
« Cisco UCS C460 M4 Server

* Cisco UCS C240 M4 Server and Cisco UCS C240 M5 Server
* Cisco UCS C220 M4 Server and Cisco UCS C220 M5 Server
* Cisco UCS B200 M4 Server and Cisco UCS B200 M5 Server
» Cisco UCS B480 M5 Server and Cisco UCS C480 M5 Server

Secure Firmware Update Supported Network Adapters and Storage Disks

Supported Storage Disks on Cisco Blade Servers

Thefollowing Intel NV Me storage disks support secure firmware update on Cisco UCS B200 M5 Server and
Cisco UCS B480 M5 Server.

Table 8: Supported NVMe Storage Disks

NVMe Storage Disks

UCSC-NVMEHW-HS800
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NVMe Storage Disks

UCSC-NVMEHW-H1600

UCSC-NVMEHW-H3200

UCSC-NVMEHW-H6400

UCSC-NVMEHW-H7680

The following Intel NVMe storage disks support secure firmware update on a Cisco UCS B200 M4 server
that has the UCSB-L STOR-PT storage controller.

Storage Disks

UCS-PCI25-8003

UCS-PCI25-16003

UCS-PCI25-40010

UCS-PCI25-80010

\)

Note  Secure firmware update is not supported on a Cisco UCS B200 M4 server for the following:
* NVMe disks with SAS storage controllers.

A combination of NVMe disks and HDDs present on a Cisco UCS B200 M4 server.
» Network adapters.

Supported Network Adapters and Storage Disks on Cisco Rack Servers

The following NV Me storage disks support secure firmware update on Cisco UCS C220 M5 Server, Cisco
UCS C240 M5 Server, and Cisco UCS C480 M5 Server servers:

Table 9: Supported NVMe Storage Disks

NVMe Storage Disks

UCSC-NVMEHW-H800

UCSC-NVMEHW-H1600

UCSC-NVMEHW-H3200

UCSC-NVMEHW-H6400

UCSC-NVMEHW-H7680

UCSC-NVME-H16003 to UCSC-F-H16003

UCSC-NVME-H32003
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NVMe Storage Disks

UCSC-NVME-H38401

UCSC-NVME-H64003

UCSC-NVME-H76801

The following Intel network adapters support secure firmware update on Cisco UCS C460, C240, and C220
M4 servers:

Table 10: Supported Network Adapters

Network Adapters

UCSC-PCIE-IQ10GF

UCSC-PCIE-ID10GF

UCSC-PCIE-ID40GF

Thefollowing Intel NV Me storage disks support secure firmware update on the Cisco UCS C460 M4 server,
Cisco UCS C240 M4 Server, and Cisco UCS C220 M4 Server:

Table 11: Supported NVMe Storage Disks

NVMe Storage Disks Description
UCS-PCI25-8003 P3600 2.5"
UCS-PCI25-16003 P3600 2.5"
UCS-PCI25-40010 P3700 2.5"
UCS-PCI25-80010 P3700 2.5"
UCSC-F-180010 P3700 HHHL
UCSC-F-1160010 P3700 HHHL
UCSC-F-120003 P3600 HHHL

Guidelines for Secure Firmware Support on Cisco UCS Servers

Cisco UCS Manager Release 3.1(2) introduces support for secure firmware update. For Cisco UCS M5 servers,
secure firmware update isintroduced in Cisco UCS Manager Release 3.2(2).

| A

Important  Ensure that CIMC isrunning Version 2.0(13) or later and Cisco UCS Manager is running Release 3.1(2) or
later releases. Secure firmware update cannot be donewhen the CIMC isrunning aversion earlier than 2.0(13)
and Cisco UCS Manager is running arelease earlier than Release 3.1(2).
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Guidelines for Blade Servers
For secure firmware update on Cisco UCS B200 M4, B200 M5, and B480 M5 servers, do the following:

« For Cisco UCS B200 M4 servers, upgrade the Cisco UCS Manager infrastructure software bundle and
B-Series server software bundle to Cisco UCS Manager Release 3.1(2) or alater release. For Cisco UCS
M5 servers, upgrade to Cisco UCS Manager Release 3.2(2) or alater release.

* Install the UCSB-LSTOR-PT storage controller and insert the NVMe disks on a Cisco UCS B200 M4,
B200 M5, or B480 M5 server.

» Reacknowledge the server. Refer to the Reacknowledging a Blade Server section in the Cisco UCS
Manager |nfrastructure Management Guide, Release 3.2.

A

Note Ensurethat server discovery does not fail and the NVMe disks are identified by
CIMC and BIOS. After the server is associated to the service profile with the
default host firmware package, Auto Install istriggered. NVMe disks can be
updated with the latest firmware during Auto Install.

Cisco UCS Manager, Release 3.2(1) supports NVMe boot.

Guidelines for Rack Servers

For secure firmware update on Cisco UCS C460, C240, C220 M4 and M5 servers and C480 M5 servers, do
the following:

* For the supported Cisco UCS M4 servers, upgrade the Cisco UCS Manager infrastructure software bundle
and C-Series server software bundle to Cisco UCS Manager Release 3.1(2) or alater release. For Cisco
UCS M5 servers, upgrade to Cisco UCS Manager Release 3.2(2) or alater release.

* Reacknowledge the Cisco UCS servers. Refer to the Reacknowledging a Rack Server sectionin the Cisco
UCS Manager Infrastructure Management Guide, Release 3.2.

A\

Note Ensurethat server discovery does not fail and the NVMe disks are identified by
CIMC and BIOS. After the server is associated to the service profile with the
default host firmware package, Auto Install istriggered. NVMe disks can be
updated with the latest firmware during Auto Install.

Cisco UCS Manager, Release 3.2(1) supports NVMe boot.

Cautions, and Guidelines for Upgrading with Auto Install

Before you use Auto Install to upgrade the firmware for any endpoint in a Cisco UCS domain, consider the
following cautions, guidelines, and limitations:

\}

Note Theseguidelinesare specific to Auto Install and arein addition to thoselisted in Guidelines, and Best Practices
for Firmware Upgrades, on page 29.
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Cautions, and Guidelines for Upgrading with Auto Install .

State of the Endpoints
Before you begin an upgrade, all affected endpoints must be as follows:

« For acluster configuration, verify that the high availability status of the fabric interconnects shows that
both are up and running.

« For a standalone configuration, verify that the Overall Status of the fabric interconnect is Operable.
« For all endpoints to be upgraded, verify that they are in an Operable state.

« For all serversto be upgraded, verify that all the servers have been discovered and that discovery did not
fail. Install Server Firmware will fail if any server endpoints cannot be upgraded.

* For each server to be upgraded, check the running firmware version on the storage controller and local
disks, and verify that they arein the Ready state.

Recommendations for the Default Host Firmware Policy

After you upgrade Cisco UCS Manager, anew host firmware policy named "default” iscreated, and isassigned
to all service profilesthat did not already include a host firmware policy. The default host firmware policy is
blank. It does not contain any firmware entries for any components. This default policy isalso configured for
an immediate reboot rather than waiting for user acknowledgment before rebooting the servers.

During the upgrade of server firmware, you can modify the default host firmware policy to add firmware for
the blade and rack-mount servers in the Cisco UCS domain. To complete the upgrade, all servers must be
rebooted.

Every service profilethat isassigned to the default host firmware policy reboots the associated server according
to the maintenance policy included in the service profile. If the maintenance policy is set to immediate reboot,
you cannot cancel the upgrade or prevent the servers from rebooting after you complete the configuration in
the Install Server Firmware wizard. We recommend that you verify the maintenance policy associated with
these service profiles to ensure that they are set for atimed reboot or for user acknowledgment.

Note

If you are upgrading from arelease prior to 2.1(2a), you may be impacted by CSCup57496. After manually
upgrading the CIMC and associating a service profile, remove the Management Firmware pack to activate
the firmware of CIMC. For more information, please refer to https://tools.cisco.com/bugsearch/bug/
CSCup57496. Thisis not applicable to Cisco UCS Mini.

Time, Date, and Time Zone on Fabric Interconnects Must Be Identical

To ensure that the fabric interconnects in a cluster configuration are in sync, you must ensure that they are
configured for the same date, time, and time zone. We recommend that you configure an NTP server and the
correct time zone in both fabric interconnects. If the date, time or time zone in the fabric interconnects are
out of sync, the Auto Install might fail.

Cannot Upgrade Infrastructure and Server Firmware Simultaneously

You cannot upgrade the infrastructure firmware at the same time as you upgrade server firmware. We
recommend that you upgrade the infrastructure firmware first and then upgrade the server firmware. Do not
begin the server firmware upgrade until the infrastructure firmware upgrade is completed.
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Required Privileges

Users must have the following privileges to upgrade endpoints with Auto Install:

Privileges Upgrade Tasks User Can Perform

admin * Run Install Infrastructure Firmware
¢ Run Install Server Firmware

« Add, delete, and modify host firmware packages

Service profile compute (Is-compute) Run Install Server Firmware
Service profile server policy (Is-server-policy) Add, delete, and modify host firmware packages
Service profile config policy (Is-config-policy) Add, delete, and modify host firmware packages

Impact of Host Firmware Packages on Install Server Firmware

Because Install Server Firmware uses host firmware packages to upgrade the servers, you do not have to
upgrade all serversin a Cisco UCS domain to the same firmware versions. However, al servers which have
associated service profiles that include the host firmware packages you selected when you configured Install
Server Firmware are upgraded to the firmware versions in the specified software bundles.

Effect of Using Install Server Firmware on Servers Whose Service Profiles Do Not Include a Host Firmware
Package

If you uselnstall Server Firmware to upgrade server endpoints on serversthat have associated service profiles
without host firmware packages, Install Server Firmware uses the default host firmware package to upgrade
the servers. You can only update the default host firmware package through Install Server Firmware.

If you want to upgrade the CIMC or adaptersin aserver with an associated service profile that has previously
been updated through the default host firmware package in Install Server Firmware, you must use one of the
following methods:

» Use Install Server Firmware to modify the default host firmware package and then upgrade the server
through Install Server Firmware.

« Create a new host firmware package policy, assign it to the service profile associated with the server,
and then upgrade the server through that host firmware package policy.

« Disassociate the service profile from the server and then directly upgrade the server endpoints.

Upgrading Server Firmware on Newly Added Servers

If you add a server to a Cisco UCS domain after you run Install Server Firmware, the firmware on the new
server is not automatically upgraded by Install Server Firmware. If you want to upgrade the firmware on a
newly added server to the firmware version used when you last ran Install Server Firmware, you must manually
upgrade the endpoints to upgrade the firmware on that server. Install Server Firmware requires a changein
firmware version each time. You cannot rerun Install Server Firmware to upgrade serversto the same firmware
version.
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\)

Note After you finish the upgrade, you can use the Firmware Auto Sync Server policy in Cisco UCS Manager
to automatically update newly discovered servers.

Cautions, and Guidelines Limitations for Managing Firmware
in Cisco UCS Central

Before you start managing Cisco UCS Manager firmware from Cisco UCS Central, consider the following
cautions, guidelines and limitations:

« The firmware policies you define for adomain group will be applied to any new Cisco UCS Domain
added to thisdomain group. If afirmware policy is not defined in the domain group, Cisco UCS Domain
will inherit the policy from the parent domain group.

* The global policies will remain global in Cisco UCS Manager even when Cisco UCS Manager loses
connection with Cisco UCS Central. If you want to apply any changes to any of the policies that are
global in Cisco UCS Manager, you must change the ownership from global to local.

» When you create a host firmware package from Cisco UCS Central, it must be associated to a service
profile to deploy updatesin Cisco UCS domains.

» When you modify ahost firmware packagein Cisco UCS Central, the changes are applied to Cisco UCS
domains during the next maintenance schedule associated with the host firmware update.

« The host firmware maintenance policies you definein Cisco UCS Central apply to the org-root in Cisco
UCS domains. You cannot define separate host maintenance policies for sub organizations in a Cisco
UCS Domain from Cisco UCS Central.

 Any server with no service profile association will get upgraded to the default version of the host firmware
pack. Since these servers do not have a maintenance policy, they will reboot immediately.

* If you specify a maintenance policy in Cisco UCS Central and enable user acknowledgment and do not
specify aschedule, you can acknowledge the pending task only from Cisco UCS Manager. To acknowledge
pending activitiesfrom Cisco UCS Central, you must schedul e maintenance using global schedulersand
enable user acknowledgment.

» When you schedule a maintenance policy in Cisco UCS Central and enable user acknowledgment, that
task will be displayed on the pending activities tab at the time specified in the schedule.

« You can view the pending activity for a maintenance policy only from the domain group section.

» Make sure to enable user acknowledgment for any firmware schedule to avoid any unexpected reboot
in the Cisco UCS domains.

\}

Note For moreinformation on managing firmwarein Cisco UCS Central, see the Firmware Management chapters
in the Cisco UCS Central Administration Guide and Cisco UCS Central CLI Reference Manual.
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Prerequisites for Upgrading and Downgrading Firmware

All endpointsin aCisco UCS domain must be fully functional and all processes must be complete before you
begin afirmware upgrade or downgrade on those endpoints. You cannot upgrade or downgrade an endpoint
that isnot in afunctiona state.

For example, the firmware on a server that has not been discovered cannot be upgraded or downgraded. An
incomplete process, such asan FSM that hasfailed after the maximum number of retries, can cause the upgrade
or downgrade on an endpoint to fail. If an FSM isin progress, Cisco UCS Manager queues up the update and
activation and runs them when the FSM has compl eted successfully.

Before you upgrade or downgrade firmware in a Cisco UCS domain, complete the following tasks:
* Review the Release Notes.

* Review therelevant Hardware and Software Interoperability Matrix to ensure that the operating systems
on al servers have theright driver levels for the release of Cisco UCS to which you plan to upgrade.

« Back up the configuration into an All Configuration backup file.

* For acluster configuration, verify that the high availability status of the fabric interconnects shows that
both are up and running.

« For a standalone configuration, verify that the Overall Status of the fabric interconnect is Operable.

* Verify that the data path is up and running. For more information, see the Verification that the Data Path
is Ready, on page 58 section.

« Verify that al servers, /0 modules, and adapters are fully functional. An inoperable server cannot be
upgraded.

* Verify that the Cisco UCS domain does not include any critical or major faults. If such faults exist, you
must resolve them before you upgrade the system. A critical or major fault may cause the upgrade to
fail.

* Verify that al servers have been discovered. They do not need to be powered on or associated with a
service profile.

* If you want to integrate a rack-mount server into the Cisco UCS domain, follow the instructionsin the
appropriate C-Series Rack-Mount Server Integration Guide for installing and integrating a rack-mount
server in asystem managed by Cisco UCS Manager.

« For Cisco UCS domainsthat are configured for iSCSI boot, do the following before you upgrade to Cisco
UCS, Release 3.1(1) or higher:

* Ensure that all iSCSI vNICs used across multiple service profiles have unique initiator names.

« If any iSCSI vNICs have the same initiator name within a service profile, Cisco UCS reconfigures
the service profile to have asingle unique initiator name.

» Make the corresponding IQN initiator name changes on any network storage devices to ensure that
the boot LUNs are visible to the new IQN.
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Pre-Upgrade Validation Checks .

Ensure that you complete the following pre-upgrade validation checks before installing firmware:

Create Backup Files

When you perform a backup through Cisco UCS Manager, you take a snapshot of all or part of the system
configuration and export the file to alocation on your network. You can perform a backup while the system
isup and running. The backup operation only savesinformation from the management plane. It does not have

any impact on the server on network traffic.

Cisco recommendsthat you create the foll owing backup files before beginning a Cisco UCS firmware upgrade:

« All Configuration backup file—An XML backup of all the system and logical configuration

* Full State backup file—A binary snapshot of the entire system

Creating an All Configuration Backup File

This procedure assumes that you do not have an existing backup operation for an All Configuration backup

file.

Before you begin

Obtain the backup server |Pv4 or IPv6 address and authentication credentials.

Procedure

Command or Action

Purpose

Step 1 UCS-A# scope system

Enters system mode.

Step 2 UCS-A /system # create backup URL
all-configuration enabled

Creates an enabled All Configuration backup
operation that runs as soon as you enter the
commit-buffer command. The
all-configuration option backs up the server,
fabric, and system related configuration. Specify
the URL for the backup file using one of the
following syntax:

« ftp:// username@hostname / path
* scp:// username@hostname / path
« sftp:// username@hostname / path

« tftp:// hostname : port-num/ path

Step 3 UCS-A /system # commit-buffer

Commits the transaction.
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Example

Thefollowing example uses SCP to create an All Configuration backup file on the host named host35
and commits the transaction:

UCS- A# scope system

UCS- A /systent # create backup scp://user @ost 35/ backups/all-config.bak all-configuration
enabl ed

Passwor d:

UCS- A /systent # conmit-buffer

UCS- A /system #

Configuring the Full State Backup Policy

Before you begin
Obtain the backup server IPv4 or |Pv6 address and authentication credentials.

Procedure

Command or Action Purpose

Step 1 UCS-A# scope org org-name Entersthe organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2 UCS-A /org # scope backup-policy default | Entersthe all configuration export policy
mode.

Step 3 UCS-A /org/backup-policy # set hostname | Specifies the hostname, IPv4 or 1Pv6 address
{hostname | ip-addr |ip6-addr} of the location where the backup policy is

stored. Thiscan beaserver, storage array, local
drive, or any read/write mediathat the fabric
interconnect can access through the network.

Note If you use a hostname rather than
an IPv4 or 1Pv6 address, you must
configure aDNS server. If the
Cisco UCSdomainisnot registered
with Cisco UCS Central or DNS
management is set to local,
configure aDNS server in Cisco
UCS Manager. If the Cisco UCS
domain is registered with Cisco
UCS Central and DNS management
is set to global, configure aDNS
server in Cisco UCS Central.

Step 4 UCS-A /org/backup-policy # set protocol Specifies the protocol to use when
{ftp | scp | sftp | tftp} communicating with the remote server.
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Command or Action

Purpose

Step 5

UCS-A /org/backup-policy # set user
username

Specifies the username the system should use
tolog in to the remote server. This step does
not apply if the TFTP protocol is used.

Step 6

UCS-A /org/backup-policy # set password

After you press Ent er , you are prompted to
enter the password.

Specifies the password for the remote server
username. Thisstep does not apply if the TFTP
protocol is used.

Step 7

UCS-A /org/backup-policy # set remote-file
filename

Specifies the full path to the backup file. This
field can contain the filename as well asthe
path. If you omit the filename, the backup
procedure assigns a name to the file.

Step 8

UCS-A /org/backup-policy # set adminstate
{disable | enable}

Specifies the admin state for the policy. This
can be one of the following:

« enable—Cisco UCS Manager exportsthe
backup file using the schedul e specified
in the Schedule field.

* disable—Cisco UCS Manager does not
export thefile.

Step 9

UCS-A /org/backup-policy # set schedule
{daily | weekly | bi-weekly}

Specifiesthe frequency with which Cisco UCS
Manager exports the backup file.

Step 10

UCS-A /org/backup-policy # set descr
description

Specifies a description for the backup policy.

Enter up to 256 characters. You can use any
characters or spaces except ~ (accent mark), \
(backslash),  (carat), " (double quote), =
(equal sign), > (greater than), < (lessthan), or
' (single quote).

Step 11

UCS-A /org/backup-policy # commit-buffer

Commits the transaction.

Example

The following example shows how to configure the full state backup policy for aweekly backup
and commit the transaction:

UCS- A# scope org /
UCS-A /org # scope backup-policy default
UCS- A / or g/ backup-policy # set hostname host 35

UCS- A / or g/ backup- pol i cy*
UCS- A / or g/ backup- pol i cy*
UCS- A / or g/ backup- pol i cy*

Passwor d:

UCS- A / or g/ backup- pol i cy*
UCS- A / or g/ backup- pol i cy*

# set
# set
# set

protocol scp
user User Nane32
passwor d

# set

# set adm nstate enabl e

remote-file /backups/full-statel. bak
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UCS- A / or g/ backup-pol i cy* # set schedul e weekly

UCS- A / or g/ backup-policy* # set descr "This is a full state weekly backup."
UCS- A / or g/ backup-policy* # commt-buffer

UCS- A / or g/ backup-policy #

Configure Cisco Smart Call Home for Firmware Upgrade

Cisco Smart Call Home is aweb application that leverages the Call Home feature of Cisco UCS. Smart Call
Home offers proactive diagnostics and real -time email alerts of critical system events, which resultsin higher
network availability and increased operational efficiency. Smart Call Home is a secure connected service
offered by Cisco Unified Computing Support Service and Cisco Unified Computing Mission Critical Support
Service for Cisco UCS. The Cisco UCS Manager Administration Management Guide provides detailed
information about configuring Smart Call Home.

When you upgrade firmware, Cisco UCS Manager restarts the components to complete the upgrade process.
Thisrestart can trigger email aerts. Disabling Smart Call Home will avoid creating such alerts and automatic
support cases with TAC during the firmware upgrade process.

Disabling Smart Call Home

Procedure
Command or Action Purpose
Step 1 UCS-A# scope monitoring Enters monitoring mode.
Step 2 UCS-A /monitoring # scope callhome Enters monitoring call home mode.
Step 3 UCS-A /monitoring/callhome # disable Enables Call Home.
Step 4 UCS-A /monitoring/callhome# commit-buffer | Commits the transaction to the system
configuration.

Example

The following exampl e disables Smart Call Home and commits the transaction:

UCS- A# scope nonitoring

UCS-A /nonitoring # scope call hone

UCS- A /nonitoring/call home # disable

UCS- A /nonitoring/call home* # commt-buffer
UCS- A /nonitoring/call hone #

Fault Suppression During Firmware Upgrade

Fault suppression allowsyou to suppress SNM P trap and Call Home noatifi cations during a planned maintenance
time. You can create afault suppression task to prevent notifications from being sent whenever atransient
fault israised or cleared.

Faults remain suppressed until the time duration has expired, or the fault suppression tasks have been manually
stopped by the user. After the fault suppression has ended, Cisco UCS Manager will send notifications for
any outstanding suppressed faults that have not been cleared.
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Faults Generated Due to Reboot During the Upgrade of a Fabric Interconnect .

Enabling fault suppression for any component during firmware upgrade suppresses the faults related to that
component until the time duration has expired, or until the component comes back up after upgrade. For
example, if fabric interconnect faults are configured to be suppressed during firmware upgrade, no faults
triggered by the fabric interconnect going down during upgrade will be displayed.

Faults Generated Due to Reboot During the Upgrade of a Fabric Interconnect

It isessential to ensurethat port configurations and servicesthat go down when the fabric interconnect reboots
are re-established after the fabric interconnect comes back up.

Starting with Cisco UCS Manager Release 3.1, Cisco UCS Manager displays any service that is not
re-established after the last reboot of a fabric interconnect. Cisco UCS Manager creates a baseline of the
outstanding faults before a fabric interconnect is to be rebooted. After the fabric interconnect reboots and
comes up, you can view the new faults generated since the last baseline to identify the services that went
down because of the fabric reboot.

When a specific interval of time has passed after Cisco UCS Manager created a baseline of the outstanding
faults, baselining is cleared and all faults show up as new faults. Thisinterval is called "baseline expiration
interval". Modifying Baseline Expiration Interval for Faults, on page 49, provides detailed information about
modifying a baseline expiration interval in Cisco UCS Manager.

Cisco recommends that you resol ve service-impacting faults before you continue with the fabric interconnect
reboot or evacuation.

Modifying Baseline Expiration Interval for Faults

You can modify a baseline expiration interval in Cisco UCS Manager.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope monitoring

Enters monitoring mode.

Step 2

UCS-A /monitoring # scope fault policy

Enters monitoring fault policy mode.

Step 3

UCS-A /monitoring/fault-policy # show

Displaysthe details of the fault policy.

Step 4

UCS-A /monitoring/fault-policy # set
baseline-expiration-interval {days hours
minutes seconds}

Modifies the baseline expiration interval.

The default baseline expiration interval is 24
hours.

Note After the baseline-expiration-interval
expires, all faults are shown as new
faults.

Step 5

UCS-A /monitoring/fault-policy* # commit

Commits the transaction.

Step 6

UCS-A /monitoring/fault-policy # show

Displaysthe details of the fault policy.
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Example

This example shows how to modify the baseline expiration interval for faults:

UCS- A# scope nonitoring
UCS-A /nonitoring # scope fault policy
UCS-A /nonitoring/fault-policy # show

Fault Policy:
Clear Action Clear Interval Retention Interval (dd:hh:mmss) Flap Interval (sec)
Basel i ne Expiration Interval (dd:hh:mm ss)

Ret ai n 00: 00: 20: 00 00: 01: 00: 00 10
10: 00: 00: 12

UCS-A /nonitoring/fault-policy # set baseline-expiration-interval 0 2 24 0
UCS-A /nonitoring/fault-policy* # commt
UCS-A /nonitoring/fault-policy # show

Fault Policy:
Clear Action Clear Interval Retention Interval (dd:hh:mmss) Flap Interval (sec)
Basel i ne Expiration Interval (dd:hh:mm ss)

Ret ai n 10: 00: 00: 00 01:01:01:01 10
00: 02: 24: 00
UCS-A /nonitoring/fault-policy #

Viewing Faults Generated During the Upgrade of a Fabric Interconnect

Procedure
Command or Action Purpose
Step 1 UCS-A# scope monitoring Enters monitoring mode.
Step 2 UCS-A /monitoring # show new-faults Showsthe faults generated after baselining and

because of the reboot of the fabric interconnect
during upgrade.

Step 3 UCS-A /monitoring # show baseline-faults | Showsthe faults baselined before the reboot of
the fabric interconnect during upgrade.

Example
This example shows how to view faults generated at various stages of the upgrade process:

Faults before reboot of the primary fabric interconnect:
UCS- A# show fault

Severity Code Last Transition Tine 1D Descri ption

Maj or F0283 2015-06-17T21: 08: 09. 301 57360 fc VIF 687 on server 1/ 6 of switch
A down, reason: NPV upstream port not avail able

VMr ni ng FO0156 2015-06-17T21: 07: 44. 114 53557 Server, vendor(Ci sco Systens Inc),

nmodel (N20- B6620- 1), serial (QCl 133400WR) in slot 1/3 presence: mismatch
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Maj or F0283 2015-06- 16T21: 02: 33. 014 72467 fc VIF 688 on server 1/ 6 of switch
B down, reason: NPV upstream port not avail able

Maj or F0207 2015- 06- 15T22: 40: 11. 636 57312 Adapter host interface 1/6/1/1 link
state: down

Maj or F0479 2015- 06- 15T22: 40: 11. 635 57311 Virtual interface 687 link state is
down

Maj or F0207 2015- 06- 15T22: 40: 11. 633 57310 Adapter host interface 1/6/1/2 link
state: down

Maj or F0479 2015- 06- 15T22: 40: 11. 632 57309 Virtual interface 688 link state is
down

Faults after reboot of the primary fabric interconnect:
UCS- A# show faul t

Severity Code Last Transition Tine ID Descri ption

Maj or F0209 2015-06- 17T21: 40: 49. 301 57760 Adapter uplink interface on server 1
/| 6 of switch A down, Please verify the connectivity to Fabric Interconnect.

Maj or F0207 2015-06-17T21: 40: 11. 636 57712 Adapter host interface 1/6/1/1 |ink
state: down

Maj or F0479 2015-06-17T21: 40: 11. 635 57711 Virtual interface 685 link state is
down

Maj or F0283 2015- 06- 17T21: 08: 09. 301 57360 fc VIF 687 on server 1/ 6 of switch
A down, reason: NPV upstream port not avail able

War ni ng FO156 2015-06-17T21: 07: 44. 114 53557 Server, vendor(C sco Systems Inc),
nmodel (N20- B6620-1), serial (QCl 133400WR) in slot 1/3 presence: m smatch

Maj or F0283 2015-06- 16T21: 02: 33. 014 72467 fc VIF 688 on server 1/ 6 of switch
B down, reason: NPV upstream port not avail able

Maj or F0207 2015- 06- 15T22: 40: 11. 636 57312 Adapter host interface 1/6/1/1 |ink
state: down

Maj or F0479 2015- 06- 15T22: 40: 11. 635 57311 Virtual interface 687 link state is
down

Maj or F0207 2015- 06- 15T22: 40: 11. 633 57310 Adapter host interface 1/6/1/2 link
state: down

Maj or F0479 2015- 06- 15T22: 40: 11. 632 57309 Virtual interface 688 link state is
down

To view faults generated because of reboot of the primary fabric interconnect:

UCS-A /nonitoring # show newfaults

Severity Code Last Transition Tine ID Descri ption

Maj or F0209 2015-06- 17T21: 40: 49. 301 57760 Adapter uplink interface on server 1
/ 6 of switch A down, Please verify the connectivity to Fabric |Interconnect.

Maj or F0207 2015-06-17T21: 40: 11. 636 57712 Adapter host interface 1/6/1/1 |ink
state: down

Maj or F0479 2015-06-17T21: 40: 11. 635 57711 Virtual interface 685 link state is
down

To view faults before reboot of the primary fabric interconnect:
UCS- A# show baseline-faults

Severity Code Last Transition Tine ID Descri ption

Maj or F0283 2015- 06- 17T21: 08: 09. 301 57360 fc VIF 687 on server 1 / 6 of switch
A down, reason: NPV upstream port not avail able

War ni ng FO156 2015-06-17T21: 07: 44. 114 53557 Server, vendor(C sco Systems Inc),
nmodel (N20- B6620-1), serial (QCl 133400WR) in slot 1/3 presence: m smatch

Maj or F0283 2015-06- 16T21: 02: 33. 014 72467 fc VIF 688 on server 1/ 6 of switch
B down, reason: NPV upstream port not avail able

Maj or F0207 2015- 06- 15T22: 40: 11. 636 57312 Adapter host interface 1/6/1/1 |ink
state: down

Maj or F0479 2015- 06- 15T22: 40: 11. 635 57311 Virtual interface 687 link state is
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down

Maj or F0207 2015- 06- 15T22: 40: 11. 633 57310 Adapter host interface 1/6/1/2 |ink
state: down

Maj or F0479 2015- 06- 15T22: 40: 11. 632 57309 Virtual interface 688 link state is
down

Verifying the Operability of a Fabric Interconnect

If your Cisco UCSdomainisrunning in ahigh availability cluster configuration, you must verify the operability

of both fabric interconnects.

Procedure

Command or Action

Purpose

Step 1 UCS-A# scope fabric-interconnect {a | b}

Enters fabric interconnect mode for the
specified fabric interconnect.

Step 2 UCS-A /fabric-interconnect #show

Displaysinformation about the fabric
interconnect.

Verify that the operability of the fabric
interconnectsisin the Operable state. If the
operability isnot in the Operable state, run a
show tech-support command and contact Cisco
Technical Support. Do not proceed with the
firmware upgrade. For more information about
the show tech-support command, seethe Cisco
UCSManager B-Series Troubleshooting Guide.

Example

The following example displays that the operability for both fabric interconnectsis in the Operable

state:

UCS- A# scope fabric-interconnect a
UCS- A /fabric-interconnect # show
Fabric Interconnect:
I D OOB | P Addr OB Gat eway OB Net mask

A 192.168.100.10 192.168.100.20 255.255. 255.

UCS-A /fabric-interconnect # exit
UCS- A# scope fabric-interconnect b
UCS- A /fabric-interconnect # show
Fabric Interconnect:
I D OOB | P Addr OB Gat eway OB Net mask

B 192.168.100.11 192.168.100.20 255.255. 255
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Verifying the High Availability Status and Roles of a Cluster Configuration

The high availability status is the same for both fabric interconnectsin a cluster configuration.

Procedure

Command or Action Purpose

Step 1 UCS-A# show cluster state Displays the operational state and leadership
role for both fabric interconnectsin ahigh
availability cluster.

Verify that both fabric interconnects (A and B)
areinthe Up stateand HA isinthe Ready state.
If the fabric interconnectsare not in the Up state
or HA isnot in the Ready state, run a show
tech-support command and contact Cisco
Technical Support. Do not proceed with the
firmware upgrade. For more information about
the show tech-support command, see the
Cisco UCS Troubleshooting Guide.

Also note which fabric interconnect has the
primary roleand which hasthe subordinaterole;
you will need to know thisinformation to
upgrade the firmware on the fabric
interconnects.

Example

Thefollowing exampl e displaysthat both fabric interconnects arein the Up state, HA isin the Ready
state, fabric interconnect A has the primary role, and fabric interconnect B has the subordinate role:

UCS- A# show cluster state
Cluster |d: 0x4432f72a371511de- 0xb97c000delblada4

A: UP, PRI MARY
B: UP, SUBORDI NATE

HA READY

Configuring the Default Maintenance Policy

Some modificationsto aservice profile or to an updating service profile template can be disruptive and require
areboot of the server. A maintenance policy determines how Cisco UCS Manager reacts when a change that
requires a server reboot is made to a service profile associated with a server or to an updating service profile
bound to one or more service profiles.

The maintenance policy specifieshow Cisco UCS Manager deploysthe service profile changes. The deployment
can occur in one of the following ways:

* Immediately
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» When acknowledged by a user with admin privileges

» Automatically at the time specified in a schedule

» When the server boots again

Before you begin

Guidelines and Prerequisites |

If you plan to configure this maintenance policy for deferred deployment, create a schedule.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scopeorg org-name

Enters organi zation mode for the specified
organization. To enter the root organization
mode, type / asthe org-name.

Step 2

UCS-A /org # scope maint-policy default

Enters the maintenance policy mode for the
default maintenance policy.

Step 3

UCS-A /org/maint-policy # set reboot-policy
{immediate | timer-automatic | user-ack}

When a service profile is associated with a
server, the server needs to be rebooted to
complete the association. Specifying the
reboot-policy command determines when the
reboot occursfor al service profilesthat include
this maintenance policy. Possible values
include;

* immediate--The server reboots as soon as
the change is made to the service profile.

* timer-automatic --You select the schedule
that specifieswhen maintenance operations
can be applied to the server using the set
schedul er command. Cisco UCS
reboots the server and completes the
service profile changes at the scheduled
time.

e user-ack --The user must explicitly
acknowledge the changes by using the
apply pending-changes command before
changes are applied.

Cisco recommendsthat you set the reboot
policy of the default maintenance policy
to user-ack.

Step 4

(Optional) UCS-A /org/maint-policy # set
scheduler  scheduler-name

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Disabling the Management Interface .

Command or Action Purpose

server and completesthe service profile changes
at the scheduled time.

Step 5 UCS-A /org/maint-policy # commit-buffer | Commits the transaction to the system
configuration.

Example

The following example modifies the reboot policy of the default maintenance policy, and commits
the transaction:

UCS- A# scope org /

UCS-A /org # scope nuint-policy default

UCS- A /org/ maint-policy* # set reboot-policy user-ack
UCS- A /org/ maint-policy* # commt-buffer
UCS- A /org/ naint-policy #

Disabling the Management Interface

Step 1

Step 2

Step 3

Step 4
Step 5

Before firmware upgrade, you could shut down the management interface of the secondary fabric interconnect.
This ensures that any active KVM connections between any server and the management interface will reset.
The GUI flow fails over to the primary fabric interconnect and reduces the time that you are disconnected
from the GUI.

If Cisco UCS Manager detects a management interface failure, afailure report is generated. If the configured
number of failure reportsis reached, the system assumes that the management interface is unavailable and
generates afault. By default, the management interfaces monitoring policy isenabled. The Cisco UCSManager
System Monitoring Guide provides more details about the Management I nterfaces Monitoring Policy.

Procedure

Enter monitoring mode.

UCS-A# scope monitoring

Enable or disable the management interfaces monitoring policy.

UCS-A /monitoring # set mgmt-if-mon-policy admin-state {enabled | disabled}
UCS-A /monitoring # commit-buffer

Commits the transaction to the system configuration.

Open a Telnet session to the upstream switch connected to the fabric interconnect.

Verify the configuration of the interface to which the fabric interconnect management port is connected, and
disable it using the shut command on the switch.

Any KVM session that is open through this interface terminates.
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Step 6

Reconnect KVM sessions to ensure that these sessions are not impacted by upgrade of the secondary fabric
interconnect.

Example

The following exampl e disabl es the monitoring interface management policy and commits the
transaction:

UCS- A# scope nonitoring

UCS-A /nonitoring # set ngnt-if-non-policy adm n-state enabl ed
UCS- A /noni toring* # conmit-buffer

UCS-A /nonitoring #

Verifying the Status of an I/0 Module

If your Cisco UCSisrunning in ahigh availability cluster configuration, you must verify the status for both
[/O modulesin all chassis.

Procedure

Command or Action Purpose

Step 1 UCS-A# scope chassis chassis-id Enters chassis mode for the specified chassis.

Step 2 UCS-A /chassis# scopeiom iom-id Enters chassis1/O module modefor the selected
1/0 module.

Step 3 UCS-A # show Shows the status of the specified 1/0 module
on the specified chassis.

Verify that the overall status of the I/O module
isinthe Operable state. If the overall statusis
not in the Operable state, run a show
tech-support command and contact Cisco
Technical Support. Do not proceed with the
firmware upgrade. For more information about
the show tech-support command, seethe
Cisco UCS Troubleshooting Guide.

Example

The following example displays that the overall status for both 1/0 modules on chassis 1isin the
Operable state:

UCS- A# scope chassis 1
UCS- A /chassis # scope iom1
UCS- A /chassi s/iom# show
| Ovt
I D Side Fabric ID Overall Status

1 Left A Oper abl e
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UCS- A /chassis/iom# exit

UCS- A /chassis # scope iom 2

UCS- A /chassi s/iom# show

| OM

Side Fabric ID Overall Status

2 Right B Oper abl e

Verifying the Status of a Server

Procedure

Verifying the Status of a Server .

Command or Action

Purpose

Step 1 UCS-A# scopeserver  chassis-id/ server-id

Enters chassis server mode for the specified
server in the specified chassis.

Step 2 UCS-A /chassig/server # show status detail

Shows the status detail of the server.

Verify that the overall status of the server is Ok,
Unavailable, or any value that does not indicate
afailure. If the overal statusisin a state that
indicates afailure, such as Discovery Failed,
the endpoints on that server cannot be upgraded.

Example

The following example displays that the overall status for server 7 on chassis 1 isin the Ok state:

UCS- A# scope server 1/7
UCS- A / chassi s/ server # show status detail
Server 1/7:

Sl ot Status: Equipped

Conn Path: A B

Conn Status: A B

Managi ng | nstance: B

Avai l ability: Unavail able

Admin State: In Service
Overall Status:
Oper Qualifier: NA

Di scovery: Conplete
Current Task:

Verifying the Status of Adapters on Servers in a Chassis

Procedure
Command or Action Purpose
Step 1 UCS-A#scopeserver chassis-id / server-id | Enters chassis server mode for the specified
server in the specified chassis
Step 2 UCS-A /chassis/server # show adapter status| Displays the status of the adapter.
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Command or Action Purpose

Verify that the overall status of the adapter is
inthe Operable state. If the overall status of the
adapter isin any state other than Operable, you
cannot upgrade it. However, you can proceed
with the upgrade for the other adaptersin the
Cisco UCS domain.

Example

The following example displays that the overall status for the adapter in server 7 on chassis Lisin
the Operable state:

UCS- A# scope server 1/7
UCS- A / chassi s/ server # show adapter status
Server 1/1:

Overal | Status

Verification that the Data Path is Ready

The following sections detail the steps to verify that the data path is ready.

Verifying that Dynamic vNICs Are Up and Running

Step 1
Step 2
Step 3
Step 4
Step 5
Step 6

When you upgrade a Cisco UCS that includes dynamic vNICs and an integration with VMware vCenter, you
must verify that all dynamic vNICs are up and running on the new primary fabric interconnect. Ensure that
the vNICs are up and running before you activate the new software on the former primary fabric interconnect
to avoid data path disruption.

Perform this step in the Cisco UCS Manager GUI.

Procedure

In the Navigation pane, click VM.

Expand All > VMware > Virtual Machines.

Expand the virtual machine for which you want to verify the dynamic vNICs and choose a dynamic vNIC.
In the Work pane, click the VIF tab.

On the VIF tab, verify that the Status column for each VIF is Online.

Repeat Steps 3 through 5 until you have verified that the VIFsfor al dynamic vNICs on all virtual machines
have a status of Online.

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Verifying the Ethernet Data Path

Verifying the Ethernet Data Path .

Procedure
Command or Action Purpose
Step 1 UCS-A /fabric-interconnect # connect nxos{a | Enters NX-OS mode for the Fabric
| b} Interconnect.
Step 2 UCS-A(nxos)# show int br | grep -v down | | Returns the number of active Ethernet
wc - interfaces.
Verify that this number matches the number of
Ethernet interfaces that were up prior to the
upgrade.
Step 3 Based on the Fabric Interconnect, do one of the | Verify that this number matches the number of
following: MAC addresses prior to the upgrade.
Option Description
show platform Returnsthetotal number
fwm info hw-stm | | of MAC addresses on
grep '1.' |wec- UCS 6200 Series, UCS
6332, and UCS
6332-16UP Fabric
Interconnects
show hardware | Returnsthetotal number
internal libsdk of MAC addresses on
mtc 12 UCS 6324 (UCS Mini)
mac-table-ce Fabric Interconnects
valid-only | egrep
"A*[0-9]" |we -l
Example

The following example returns the number of active Ethernet interfaces and MAC addresses for
subordinate Fabric Interconnect A so that you can verify that the Ethernet data path for that Fabric
Interconnect is up and running:

UCS- A /fabric-interconnect # connect nxos a
UCS- A(nxos) # show int br | grep -v down | wc -I

86

UCS- A(nxos) # show platformfwminfo hwstm| grep '1.'

80

| we -1
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Verifying the Data Path for Fibre Channel End-Host Mode

For best results when upgrading a Cisco UCS domain, we recommend that you perform this task before you
begin the upgrade and after you activate the subordinate fabric interconnect, and then compare the two results.

Procedure

Command or Action

Purpose

Step 1

UCS-A /fabric-interconnect # connect nxos
{a|b}

Enters NX-OS modefor the fabric interconnect.

Step 2

UCS-A(nxos)# show npv flogi-table

Displays atable of flogi sessions.

Step 3

UCS-A(nxos)# show npv flogi-table | grep fc
| we -l

Returns the number of serverslogged into the
fabric interconnect.

The output should match the output you
received when you performed this verification
prior to beginning the upgrade.

Example

The following example displays the flogi-table and number of serverslogged into subordinate fabric
interconnect A so that you can verify that the Fibre Channel data path for that fabric interconnect in
Fibre Channel End-Host mode is up and running:

UCS- A /fabric-interconnect # connect nxos a
UCS- A(nxos) # show npv fl ogi-table

SERVER

I NTERFACE VSAN FCI D

EXTERNAL
| NTERFACE

vfc705
vfc713
vfc717

Total nunmber of flogi = 3

UCS- A(nxos) # show npv flogi-table | grep fc | wc -

3

0x69000a 20: 00: 00: 25: b5: 27: 03: 01 20: 00: 00: 25: b5: 27: 03: 00 fc3/1
0x690009 20: 00: 00: 25: b5: 27: 07: 01 20: 00: 00: 25: b5: 27: 07: 00 fc3/1
0x690001 20: 00: 00: 25: b5:27: 08: 01 20: 00: 00: 25: b5: 27: 08: 00 fc3/1

Verifying the Data Path for Fibre Channel Switch Mode

For best results when upgrading a Cisco UCS domain, we recommend that you perform this task before you
begin the upgrade and after you activate the subordinate fabric interconnect, and then compare the two resuilts.

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Procedure
Command or Action Purpose

Step 1 UCS-A /fabric-interconnect # connect nxos{ a | Enters NX-OS modefor the fabric interconnect.
| b}

Step 2 UCS-A(nxos)# show flogi database Displays atable of flogi sessions.

Step 3 UCS-A(nxos)# show flogi database | grep —I | Returns the number of serverslogged into the
fclwe-1 fabric interconnect.

The output should match the output you
received when you performed this verification
prior to beginning the upgrade.

Example

Thefollowing example displays the flogi-table and number of serverslogged into subordinate fabric
interconnect A so that you can verify that the Fibre Channel data path for that fabric interconnect in
Fibre Channel End-Host mode is up and running:

UCS- A /fabric-interconnect # connect nxos a
UCS- A(nxos) # show fl ogi database

| NTERFACE VSAN FCI D PORT NAME NODE NAME

vfc726 800 Oxef 0003 20: 00: 00: 25: b5: 26: 07: 02 20: 00: 00: 25: b5: 26: 07: 00
vfc728 800 Oxef 0007 20: 00: 00: 25: b5: 26: 07: 04 20: 00: 00: 25: b5: 26: 07: 00
vfc744 800 Oxef 0004 20: 00: 00: 25: b5: 26: 03: 02 20: 00: 00: 25: b5: 26: 03: 00
vfc748 800 Oxef 0005 20: 00: 00: 25: b5: 26: 04: 02 20: 00: 00: 25: b5: 26: 04: 00
vfc764 800 Oxef 0006 20: 00: 00: 25: b5: 26: 05: 02 20: 00: 00: 25: b5: 26: 05: 00
vfc768 800 Oxef 0002 20: 00: 00: 25: b5: 26: 02: 02 20: 00: 00: 25: b5: 26: 02: 00
vfc772 800 Oxef 0000 20: 00: 00: 25: b5: 26: 06: 02 20: 00: 00: 25: b5: 26: 06: 00
vfc778 800 Oxef 0001 20: 00: 00: 25: b5: 26: 01: 02 20: 00: 00: 25: b5: 26: 01: 00

Total nunber of flogi = 8
UCS- A(nxos) # show fl ogi database | grep fc | we -
8
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CHAPTER 4

Manage Firmware through Cisco UCS Manager

« Download and Manage Firmware in Cisco UCS Manager, on page 63

* Firmware Upgrades through Auto Install, on page 73

* Firmware Upgrades through Firmware Packages in Service Profiles, on page 86
* Firmware Automatic Synchronization, on page 94

« Direct Firmware Upgrade at Endpoints, on page 97

Download and Manage Firmware in Cisco UCS Manager

Firmware Image Management

Cisco delivers all firmware updates to Cisco UCS components in bundles of images. Each image represents
an individual firmware package specific to one hardware component. For example: IOM image, Cisco UCS
Manager image, and so on.Cisco UCS firmware updates are avail able to be downl oaded to fabric interconnects
in aCisco UCS domain in the following bundles:

Cisco UCS Infrastructure Software Bundle
Cisco UCS Manager Release 3.1 and later rel eases contain three separate infrastructure bundles:
These bundles include firmware images that are required to update the following components:
* Cisco UCS Manager software
» Kernel and system firmware for the fabric interconnects

« |/O module firmware

N

Note TheUCSinfrastructure bundlefor one platform cannot be used to activate another platform. For example,
theinfrastructure bundle for the UCS 6200 Series fabric interconnect cannot be used to activate the UCS
6300 Series fabric interconnect.

Cisco UCS B-Series Blade Server Software Bundle

This bundle includes the following firmware images that are required to update the firmware for the
blade serversin a Cisco UCS domain. In addition to the bundles created for arelease, these bundles can
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. Firmware Image Headers

also be released between infrastructure bundles to enable Cisco UCS Manager to support a blade server
that is not included in the most recent infrastructure bundle.

e CIMC firmware

* BIOS firmware

« Adapter firmware

* Board controller firmware

« Third-party firmware images required by the new server

Cisco UCS C-Series Rack-Mount UCS-M anaged Server Software Bundle

Thisbundleincludesthefollowing firmwareimagesthat are required to update components on rack-mount
serversthat have been integrated with and are managed by Cisco UCS Manager:

¢ CIMC firmware
* BIOS firmware
« Adapter firmware

« Storage controller firmware

N

Note You cannot use this bundle for standalone C-series servers. The firmware management system in those
servers cannot interpret the header required by Cisco UCS Manager. For information on how to upgrade
standalone C-series servers, see the C-series configuration guides.

Cisco also provides release notes, which you can obtain on the same website from which you obtained the
bundles.

Firmware Image Headers
Every firmware image has a header, which includes the following:
* Checksum
* Version information

» Compatibility information that the system can use to verify the compatibility of component images and
any dependencies

Firmware Image Catalog

Cisco UCS Manager maintains an inventory of all available images. The image catalog contains alist of
images and packages. A packageisaread-only object that is created when it is downloaded. It does not occupy
disk space and represents alist or collection of images that were unpacked as part of the package download.
When an individual image is downloaded, the package name remains the same as the image name.

Cisco UCS Manager provides you with two views of the catalog of firmware images and their contents that
have been downloaded to the fabric interconnect:
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Packages

Thisview providesyou with aread-only representation of the firmware bundlesthat have been downloaded
onto the fabric interconnect. Thisview issorted by image, not by the contents of theimage. For packages,
you can use this view to see which component images are in each downloaded firmware bundle.

Images

The images view lists the component images avail able on the system. You cannot use this view to see
complete firmware bundles or to group the images by bundle. The information available about each
component image includes the name of the component, theimage size, theimage version, and the vendor
and model of the component.

You can use this view to identify the firmware updates available for each component. You can also use
thisview to del ete obsol ete and unneeded images. After al theimagesin the package have been del eted,
Cisco UCS Manager deletes the package itself.

Tip Cisco UCS Manager storestheimagesin bootflash on the fabric interconnect. In acluster system, space usage
in bootflash on both fabric interconnects is the same, because all images are synchronized between them.

Faults are raised when the bootflash partition exceeds 70 percent and total used space exceeds 90 percent. If
Cisco UCS Manager generates such afault, delete obsolete images to free up space.

Obtaining Software Bundles from Cisco

Before you begin
Determine which of the following software bundles you need in order to update the Cisco UCS domain:

» Cisco UCS Infrastructure Software Bundle for Cisco UCS 6300 Series, 6200 Series, and 6324 fabric
interconnects—Required for all Cisco UCS domains.

* Cisco UCS B-Series Blade Server Software Bundle—Required for al Cisco UCS domains that include
blade servers.

* Cisco UCS C-Series Rack-Mount UCS-Managed Server Software Bundle—Only required for Cisco
UCS domainsthat includeintegrated rack-mount servers. This bundle contains firmware to enable Cisco
UCS Manager to manage those servers and is not applicable to standal one C-Series rack-mount servers.

Procedure
Step 1 In aweb browser, navigateto Cisco.com.
Step 2 Under Support, click All Downloads.
Step 3 In the center pane, click Servers- Unified Computing.
Step 4 If prompted, enter your Cisco.com username and password to log in.
Step 5 In the right pane, click the link for the software bundles you require, as follows:
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. Downloading Firmware Images to the Fabric Interconnect from a Remote Location

Step 6

Step 7

Step 8

Bundle Navigation Path

Cisco UCS Infrastructure Software Bundle for | Click UCS|Infrastructureand UCSManager Software>
Cisco UCS 6300 Series, 6200 Series, and 6324 | Unified Computing System (UCS) Infrastructure
fabric interconnects Software Bundle.

Cisco UCS B-Series Blade Server Software | Click UCS B-Series Blade Server Software > Unified

Bundle Computing System (UCS) Server Software Bundle.
Cisco UCS C-Series Rack-Mount Click UCS C-Series Rack-M ount UCS-Managed Server
UCS-Managed Server Software Bundle Software > Unified Computing System (UCS) Server

Softwar e Bundle.

Tip The Unified Computing System (UCS) Documentation Roadmap Bundle, which is accessible
through these paths, is a downloadable 1SO image of all Cisco UCS documentation.

On thefirst page from which you download a software bundle, click the Release Notes link to download the
latest version of the Release Notes.

For each software bundle that you want to download, do the following:
a) Click thelink for the latest release 3.2 software bundle.

The release number is followed by a number and aletter in parentheses. The number identifies the
maintenance release level, and the letter differentiates between patches of that maintenance rel ease. For
more information about what isin each maintenance release and patch, seethe latest version of the Release
Notes.

b) Click one of the following buttons and follow the instructions provided:

» Download Now—Allows you to download the software bundle immediately.

» Add to Cart—Adds the software bundle to your cart to be downloaded at alater time.

c) Follow the prompts to complete your download of the software bundle(s).

Read the Release Notes before upgrading your Cisco UCS domain.

What to do next

Download the software bundles to the fabric interconnect.

Downloading Firmware Images to the Fabric Interconnect from a Remote

Location

\}

Note

Inacluster setup, theimagefilefor the firmware bundle is downl oaded to both fabric interconnects, regardless
of which fabric interconnect is used to initiate the download. Cisco UCS Manager maintains al firmware
packages and images in both fabric interconnectsin sync. If one fabric interconnect is down, the download
finishes successfully. The images are synced to the other fabric interconnect when it comes back online.
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Before you begin

Obtain the required firmware bundles from Cisco.

Procedure

Command or Action Purpose

Step 1 UCS-A# scopefirmware Enters firmware mode.

Step 2 UCS-A /ffirmware# download image URL | Downloads the firmware bundle. Using the
download path provided by Cisco, specify the
URL with one of the following syntax:

« ftp:// server-ip-addr / path

* scp:// username@ser ver-ip-addr / path
* sftp:// username@server-ip-addr / path
« tftp:// server-ip-addr : port-num/ path

Note TFTP has afile size limitation
of 32 MB. Because firmware
bundles can be much larger
than that, we recommend that
you do not select TFTP for
firmware downl oads.

¢ usbA:/ path
* usbB:/ path

Note USB A and USB B are applicable
only for Cisco UCS 6324 (UCS
Mini) and Cisco UCS 6300 Series
fabric interconnects.

For Cisco UCS 6300 Series fabric
interconnects, only the first of the
two ports is detected.

Note If you use a hostname rather than an
I P address, configure a DNS server
in Cisco UCS Manager.
Step 3 Enter the password for the remote server. The password for the remote server username.

Thisfield does not apply if the protocal istftp.

Step 4 UCS-A /firmware # show download-task Displays the status for your download task.
When your image is completely downloaded,
the task state changes from Downloading to
Downloaded. The CLI does not automatically
refresh, so you may have to enter the show
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. Displaying the Firmware Package Download Status

Command or Action Purpose

download-task command multipletimes until
the task state displays Downloaded.

Step 5 Repeat thistask until all of the firmware
bundles have been downloaded to the fabric
interconnect.

Example
The following example uses SCP to download the firmware package.

UCS- A# scope firmare

UCS-A /firmware # downl oad i nage scp://user1@92. 168. 10. 10/ i nages/ ucs- k9- bundl e. 1. 0. 0. 988. bi n
oR

downl oad i mage usbB:/usernane/ ucs-k9-bundl e-b-series.3.0.1a.B.bin

UCS-A /firnware # show downl oad-t ask

UCS-A /firnmware #

What to do next

After the image file for the firmware bundles download compl etes, update the firmware on the endpoints.

Displaying the Firmware Package Download Status

After afirmware download operation has been started, you can check the download statusto seeif the package
isstill downloading or if it has completely downloaded.

Procedure

Command or Action Purpose

Step 1 UCS-A# scopefirmware Enters firmware mode.

Step 2 UCS-A ffirmware# show download-task Displays the status for your download task.
When your image is compl etely downloaded,
the task state changes from Downloading to
Downloaded. The CLI does not automatically
refresh, so you may have to enter the show
download-task command multiple times until
the task state displays Downloaded.

Example

The following example displays the download status for the firmware package. The show
download-task command is entered multiple times until the download state indicates that the
firmware package has been downloaded:

UCS- A# scope firmare
UCS-A /firmvare # show downl oad-t ask

Downl oad t ask:
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File Nanme Pr ot ocol Server Userid State

UCS-A /firmvare # show downl oad-t ask

Downl oad t ask:
File Nanme Pr ot ocol Server Userid State

ucs-mni -k9-bundl e-infra.3.2.1a. A bin Scp 209. 165. 201. 15 userl Downl oadi ng

UCS-A /firmmvare # show downl oad-t ask

Downl oad t ask:
File Nanme Pr ot ocol Server Userid State

ucs-mni -k9-bundl e-infra.3.2.1a. A bin Scp 209. 165. 201. 15 user1l Downl oaded

Canceling an Image Download

You can cancel the download task for an image only whileit isin progress. After the image has downloaded,
deleting the download task does not del ete the image that was downl oaded. You cannot cancel the FSM related
to the image download task.

Procedure

Command or Action Purpose

Step 1 UCS-A# scopefirmware Enters firmware mode.

Step 2 UCS-A /firmware# delete download-task Deletes the specified imagefile.
image_filename

Step 3 UCS-A ffirmware# commit-buffer Commits the transaction to the system
configuration.

Example
The following example cancels an image downl oad:

UCS- A# scope firmare

UCS-A /firmwvare # del ete downl oad-task ucs-k9-bundl e-b-series. 3.2.1a.B.bin
UCS-A /firmnvare* # conmmt-buffer

UCS- A /firmare*

Displaying All Available Software Images on the Fabric Interconnect

This procedure is optional and displays the available software images on the fabric interconnect for all
endpoints. You can also use the show image command in each endpoint mode to display the available
software images for that endpoint.
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Procedure

Manage Firmware through Cisco UCS Manager |

Command or Action

Purpose

Step 1 UCS-A# scope firmware

Enters firmware mode.

Step 2 UCS-A /ffirmware# show image

Displaysall software images downloaded onto
the fabric interconnect.

Note You must provide the software

version number when directly
updating an endpoint. If you intend
to directly update firmware at an
endpoint, note its version number in
the right column.

Example

The following example displays all available software images on the fabric interconnect:

UCS- A# scope firmare
UCS-A /firmvare # show i mage

cnt- psubDV- Del t a. 03. 00. 00. gbi n

cnt- psubDV- Ener son. 05. Ob. gbi n
ucs-2200. 3. 2. 1S7. gbin
ucs-2200. 3. 2. 1S8. ghi n
ucs-3260. 3. 0. 3aS1. ghin
ucs-3260. 3. 0. 3b. ghbin

ucs-3260. 3. 0. 3S9. ghin

ucs-6100- k9-ki ckstart.5.0.3. N2. 3. 21S7. gbi n
ucs-6100- k9-ki ckstart.5.0.3. N2. 3. 21S8. ghi n
ucs-6100- k9-ki ckstart.5.2.3. N2. 2. 26. 140. ghi n
ucs-6100- k9-system 5. 0. 3. N2. 3. 21S7. gbin
S7)

ucs-6100- k9-system 5. 0. 3. N2. 3. 21S8. gbi n
ucs-6100- k9-system 5. 2. 3. N2. 2. 26. 140. gbi n

ucs- b200- mL- k9- ci nt. 3. 1. 24S10. gbhi n
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Displaying All Available Packages on the Fabric Interconnect

This procedure is optional and displays the avail able software packages on the fabric interconnect for all
endpoints.. You can also use the show package command in each endpoint mode to display the available

software images for that endpoint.

Procedure
Command or Action Purpose
Step 1 UCS-A# scopefirmware Enters firmware mode.
Step 2 UCS-A /firmware# show package Displays al software packages downloaded
onto the fabric interconnect.

Note You must provide the software
version number when directly
updating an endpoint. If you intend
to directly update firmware at an
endpoint, noteits version number in
the right column.

Example

The following example displays all avail able software packages on the fabric interconnect:

UCS- A# scope firmare
UCS-A /firmvare # show package

Nanme

ucs- k9-bundl e-b-series.3.2.0.225.B. bin 3

ucs- k9-bundl e-c-series. 3.2.333.C. bin 3

ucs- k9-bundl e-c-series. 3.2.340.C bin 3.2(1a)C
ucs-k9-bundl e-infra.3.2.0.332. A bin 3
ucs-k9-bundl e-infra.3.2.0.343. A bin 3

ucs- manager - k9. 3. 1. 2. 4363. bi n

.2(1a)B
.2(1a)C

.2(1a) A
.2(1a) A

Determining the Contents of a Firmware Package

Procedure
Command or Action Purpose

Step 1 UCS-A# scopefirmware Enters firmware mode.

Step 2 UCS-A ffirmware # show package Displaysthe contents of the specified firmware
package-name expand package.
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Example

The following exampl e displays the contents of a firmware package:

UCS- A# scope firmare
UCS-A /firmnvare # show package ucs-k9-bundl e-infra. 3.2.0.332. A bin expand
Package ucs-k9-bundl e-infra.3.2.0.332. A bin:
| mages:

ucs-2200-6300. 3. 2. 0.123. bin

ucs- 6300- k9- ki ckstart.5.0.3. N2. 3. 10. 123. bi n

ucs- 6300- k9-system 5. 0. 3. N2. 3. 10. 123. bin

ucs- manager - k9. 3. 2. 0. 115. bi n

Checking the Available Space on a Fabric Interconnect

If an image download fails, check whether the bootflash on the fabric interconnect or fabric interconnectsin
the Cisco UCS has sufficient available space.

Procedure

Command or Action Purpose

Step 1 UCS-A# scope fabric-interconnect {a|b} | Entersfabric interconnect mode for the
specified fabric.

Step 2 UCS-A /fabric-interconnect # show storage | Displays the available space for the specified
[detail | expand} fabric.

Note When you download afirmware
image bundle, afabric interconnect
needs at least twice as much
available space as the size of the
firmware image bundle. If the
bootflash does not have sufficient
space, delete the obsolete firmware,
core files, and other unneeded
objectsfrom the fabric interconnect.

Example

The following exampl e displays the available space for afabric interconnect:

UCS- A# scope fabric-interconnect a
UCS- A /fabric-interconnect # show storage
Storage on local flash drive of fabric interconnect:

Partition Si ze (MBytes) Used Percentage
boot f 1 ash 8658 50

opt 1917 2

wor kspace 277 4

UCS- A /fabric-interconnect #

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2



| Manage Firmware through Cisco UCS Manager
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Firmware Upgrades through Auto Install

\}

Auto Install enables you to upgrade a Cisco UCS domain to the firmware versions contained in asingle
package in the following stages:

« Install Infrastructure Firmware—Uses the Cisco UCS Infrastructure Software Bundle to upgrade the
infrastructure components, such as the fabric interconnects, the I/0 modules, and Cisco UCS Manager.
Firmware Image Management, on page 63, provides details about the available infrastructure software
bundlesin Cisco UCS Manager Release 3.2. Recommended Processfor Upgrading Infrastructure Firmware
Through Auto Install, on page 78, details the processthat Cisco recommends for automatically installing
infrastructure firmware.

* Install Chassis Firmware—Uses the Cisco UCS C-Series Rack-Mount UCS-Managed Server Software
Bundle to upgrade the chassis components.

« Install Server Firmware—Uses the Cisco UCS B-Series Blade Server Software Bundle to upgrade all
blade serversin the Cisco UCS domain; the Cisco UCS C-Series Rack-Mount UCS-Managed Server
Software Bundle to upgrade all rack servers.

These stages are independent and can be run or scheduled to run at different times.

You can use Auto Install to upgrade the infrastructure components to one version of Cisco UCS and upgrade
the chassis and server components to a different version.

Note

You cannot use Auto I nstall to upgrade either the infrastructure or the serversin a Cisco UCSdomain if Cisco
UCS Manager in that domain is at arelease prior to Cisco UCS 2.1(1). However, after you upgrade Cisco
UCS Manager to Release 2.1(1) or greater, you can use Auto Install to upgrade the remaining componentsin
a Cisco UCS domain that is at the minimum required firmware level. For more information, see Cautions,
and Guidelines for Upgrading with Auto Install, on page 40.

In Cisco UCS Manager Releases 3.1(11), 3.1(2b), 3.1(2c), and 3.1(2e), activating the Cisco UCS Manager
software through Auto Install failsif the power policy is configured with Redundancy set to Grid and Power
Capping set to No Cap. In Cisco UCS Manager releases earlier than Cisco UCS Manager Release 3.1(2b)
and later than 3.1(2¢), activating the Cisco UCS Manager software through Auto Install no longer fails based
on the configured power policy.

Direct Upgrade After Auto Install

During Auto Install, the startup version of the default infrastructure pack is configured. To successfully
complete adirect upgrade or activation of Cisco UCS Manager, Fabric Interconnects, and IOMs after Auto
Install, ensure that the startup version is cleared before starting direct upgrade or activation. If the startup
version of the default infrastructure pack is configured, you cannot directly upgrade or activate Cisco UCS
Manager, Fabric Interconnects, and IOMs. Clearing the Startup Version of the Default Infrastructure Pack
and the Service Pack, on page 84, provides detailed steps for clearing the startup version.
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Automatic Internal Backup

Whilethe Infrastructure firmware is being upgraded, an automatic full state backup fileis created. Cisco UCS
Manager Release 2.2(4) introduced two new backup stages that are visiblein the FSM status. These are:

1. InternalBackup—Backs up the configuration.
2. PolllnternalBackup—Waits for the backup to compl ete.

After the backup is successfully completed, the backup file, named as "bkp.timestamp.tgz", is stored within
the/ wor kspace/ backup directory of both the fabric interconnects. This|ocation contains only the latest
backup file.

If the backup fails, a minor fault stating "internal backup failed" islogged. Thisfault is not logged in case
of downgrade to arelease prior to Cisco UCS Manager Release 2.2(4).

Before restoring the configuration for a fabric interconnect from this backup file, copy it from the fabric
interconnect to afile server by using the copy command from local-mgmt.

This example shows how to copy the automatic internal backup file to afile server:

UCS- A# connect | ocal - ngnt
UCS- A (local -ngnt) # copy wor kspace: / backup/ bkp. 1429690478. t gz
scp://buil ds@l0. 190. 120. 2: / / hone/ bui | ds/

Prepare for Firmware Install

You can use Auto Install to upgrade a Cisco UCS domain to the firmware versions contained in asingle
package. Auto Install providesthe ability to install firmwarein three independent phases—Install Infrastructure
Firmware, Install Chassis Firmware, and Install Server Firmware. During Auto Install, the firmware for some
endpoints such as the IOMs, adapters, BIOS and CIMC are first updated and then activated.

Updating the firmware on an endpoint involves staging the firmware image to the backup partition on an
endpoint. The update phase does not require or cause reboot of the endpoint. During activation, you set the
firmware in the backup partition as the active firmware version on the endpoint. Activation can require or
cause the reboot of an endpoint. Therefore, the time taken to complete the Auto Install process includes the
time required to do the following:

« Update or stage firmware to the backup partition of all endpoints

\)

Note This process takes most of the time spent to complete Auto Install.

« Activate firmware on all the endpoints

« Reboot all applicable endpoints

Cisco UCS Manager Release 3.2(3) introduces the ability to update or stage the firmware of infrastructure,
server components, and S3260 chassis simultaneously, and keep it independent of the activation process.
Because staging firmware does not involve rebooting any endpoaints, this ability allows you to stage the
firmware on all endpointswithout waiting for amaintenance window. Conseguently, the time taken to complete
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Preparing the Infrastructure Firmware Pack for Install .

the Auto Install process no longer includes the time taken to stage firmware to the backup partition of all
endpoints. You can, thus, significantly reduce the downtime required for maintenance.

If you stage the firmware using this feature before performing Auto Install, you can skip backup updates and
proceed with firmware activation and endpoint reboots. If you do not stage the firmware on the endpoints
through this feature, you can continue to use Auto Install to update and activate the components. The ability
to stage firmware to the backup partition of endpoints does not change the legacy ability of Auto Install to
update and activate the firmware of components.

Preparing the Infrastructure Firmware Pack for Install

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A /org # scope fw-infra-pack name

Entersthe organization infrastructure firmware
policy mode.

Step 3

UCS-A /orgffw-infra-pack # scope
fw-backup-version infra

Enters the backup firmware mode for
infrastructure.

Step 4

UCS-A /org/fw-infra-pack/fw-backup-version
# set bundle-versfirmware_version

Sets the specified firmware version as the
backup infrastructure firmware version.

Step 5

UCS-A /org/fw-infra-pack/fw-backup-version*
# commit-buffer

Commits the transaction.

Example

This example shows how to set the backup infrastructure firmware version.

UCS- A# scope org

UCS-A /org # scope fwinfra-pack default
UCS- A /org/ fwinfra-pack # scope fw backup-version infra
UCS- A /org/ fwinfra-pack/fw backup-version #
UCS- A /org/ fwinfra-pack/fw backup-version* # commit-buffer

Preparing the Chassis Firmware Pack for Install

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.
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Command or Action

Purpose

Step 2

UCS-A /org # scope fw-chassis-pack name

Entersthe organization chassisfirmware policy
mode.

Step 3

UCS-A /org/fw-chassis-pack # scope
fw-backup-version chassis

Enters the backup firmware mode for chassis.

Step 4

UCS-A /org/fw-chassis-pack/fw-backup-version
# set bundle-versfirmware version

Sets the specified firmware version as the
backup chassis firmware version.

Step 5

UCS-A
/org/fw-chassis-pack/fw-backup-version* #
commit-buffer

Commits the transaction.

Example

This example shows how to set the backup chassis firmware version.

UCS- A# scope org

UCS-A /org # scope fw chassis-pack default
UCS- A /org/ fwchassi s- pack # scope fw backup-version chassis
UCS- A / or g/ f wchassi s- pack/ f w backup-versi on #
UCS- A /or g/ f wchassi s- pack/ f w backup-versi on* # comit-buffer

Preparing the Blade Host Firmware Pack for Install

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A /org # scope fw-host-pack name

Enters the organization host firmware policy
mode.

Step 3

UCS-A /org/fw-host-pack # scope
fw-backup-version blade

Enters the backup firmware mode for blade
servers.

Step 4

UCS-A /org/fw-host-pack/fw-backup-version
# set bundle-versfirmware_version

Sets the specified firmware version asthe
backup host firmware version for blade servers.

Step 5

UCS-A /org/fw-host-pack/fw-backup-version*
# commit-buffer

Commits the transaction.

Example

This example shows how to set the backup host firmware version for blade servers.
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Preparing the Rack Host Firmware Pack for Install .

UCS- A# scope org

UCS-A /org # scope fw host-pack defaul t

UCS- A /org/ fw host -pack # scope fw backup-version bl ade
UCS- A / or g/ f w host - pack/ f w- backup-version #

UCS- A / or g/ f w host - pack/ f w- backup-versi on* # conm t-buffer

Preparing the Rack Host Firmware Pack for Install

Procedure
Command or Action Purpose
Step 1 UCS-A# scope org org-name Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.
Step 2 UCS-A /org # scope fw-host-pack name Enters the organization host firmware policy
mode.
Step 3 UCS-A /org/fw-host-pack # scope Enters the backup firmware mode for
fw-backup-version rack rack-mount servers.

Step 4 UCS-A /org/fw-host-pack/fw-backup-version | Sets the specified firmware version as the
# set bundle-versfirmware_version backup host firmware version for rack-mount
servers.

Step 5 UCS-A /org/fw-host-pack/fw-backup-version* | Commits the transaction.
# commit-buffer

Example
This example shows how to set the backup host firmware version for rack-mount servers.

UCS- A# scope org

UCS-A /org # scope fw host-pack defaul t

UCS- A /org/ fw host -pack # scope fw backup-version rack
UCS- A / or g/ f w host - pack/ f w backup-versi on #

UCS- A / or g/ f w host - pack/ f w- backup-versi on* # conmm t-buffer

Install Infrastructure Firmware

Install Infrastructure Firmware upgrades all infrastructure componentsin a Cisco UCS domain, including
Cisco UCS Manager, and all fabric interconnects and I/0O modules. All components are upgraded to the
firmware version included in the selected Cisco UCS Infrastructure Software Bundle.

Install Infrastructure Firmware does not support a partial upgrade to only some infrastructure componentsin
a Cisco UCS domain domain.
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. Install Server Firmware

\)

You can schedule an infrastructure upgrade for a specific time to accommodate a maintenance window.
However, if an infrastructure upgrade is already in progress, you cannot schedule another infrastructure
upgrade. You must wait until the current upgrade is compl ete before scheduling the next one.

Note

You can cancel an infrastructure firmware upgrade if it is scheduled to occur at a future time. However, you
cannot cancel an infrastructure firmware upgrade after the upgrade has begun.

Install Server Firmware

\)

Install Server Firmware uses host firmware packages to upgrade all servers and their componentsin a Cisco
UCS domain. All servers whose service profiles include the selected host firmware packages are upgraded
to the firmware versionsin the selected software bundles, as follows:

* Cisco UCS B-Series Blade Server Software Bundle for al blade serversin the chassis.

* Cisco UCS C-Series Rack-Mount UCS-Managed Server Software Bundlefor all rack-mount serversthat
are integrated into the Cisco UCS domain.

Note

You cannot cancel a server firmware upgrade process after you complete the configuration in the I nstall
Server Firmware wizard. Cisco UCS Manager applies the changes immediately. However, the timing of the
actual reboot of servers occurs depends upon the maintenance policy in the service profile associated with
the server.

Required Order of Steps for Auto Install

If you want to upgrade all componentsin a Cisco UCS domain to the same package version, you must run
the stages of Auto Install in the following order:

1. Instal Infrastructure Firmware

2. Instal Server Firmware

This order enables you to schedule the server firmware upgrades during a different maintenance window than
the infrastructure firmware upgrade.

Recommended Process for Upgrading Infrastructure Firmware Through Auto

Install

Cisco recommends the following process for upgrading infrastructure firmware through Auto Install:
1. Stage the software and prepare for upgrade:

a. Create All Configuration and Full-State backup files. Creating an All Configuration Backup File, on
page 45 and Configuring the Full State Backup Policy, on page 46 provide detailed information.

b. Download firmware packages. provides detailed information.
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)

C.

Upgrade the Infrastructure Firmware with Auto Install .

Stage the Infrastructure firmware if using Cisco UCS Manager Release 3.2(3) or later releases.
Preparing the Infrastructure Firmware Pack for Install, on page 75, provides detailed information
about staging the infrastructure firmware.

Note Although this step isoptional, it is also recommended.

d.

Disable Smart Call Home. Disabling Smart Call Home, on page 48 provides detailed information
about disabling Smart Call Home.

2. Preparefor fabric upgrade:

o 0 ~

a.

b.

Verify Cisco UCS Manager faults and resolve the service -impacting faults.

Verify High Availability status and identify the secondary fabric interconnect. Verifying the High
Availability Status and Roles of a Cluster Configuration, on page 53 provides detailed information.

Configure the default maintenance policy. Configuring the Default Maintenance Policy, on page 53
provides detailed information about maintenance policies and configuring the default maintenance
policy to User Ack.

Verify that VLAN and FCOE IDs do not overlap.

Disablethe management interface. Disabling the Management I nterface, on page 55 provides detailed
information about disabling the management interface for the secondary fabric interconnect.

Verify that all paths are working. Verification that the Data Path is Ready, on page 58 provides
detailed information.

Upgrade the Infrastructure Firmware with Auto Install, on page 79

Verify High Availability statusin cluster.

Verify that all paths are working.

Verify new faults. Viewing Faults Generated During the Upgrade of a Fabric Interconnect, on page 50
provides detailed information.

Acknowledge activation of the primary fabric. Acknowledging the Reboot of the Primary Fabric
Interconnect, on page 82 provides detailed information.

Verify new faults.

Upgrade the Infrastructure Firmware with Auto Install

The auto-install scopeis not available if the Cisco UCS Manager CLI is at arelease lower than 2.1(1).
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. Upgrade the Infrastructure Firmware with Auto Install

\)

Note

You cannot use Auto I nstall to upgrade either the infrastructure or the serversin a Cisco UCSdomain if Cisco
UCS Manager in that domain is at arelease prior to Cisco UCS Manager 2.1(1). However, after you upgrade
Cisco UCSManager to Release 2.1(1) or greater, you can use Auto | nstall to upgrade the remaining components
in aCisco UCS domain that is at the minimum required firmware level. For more information, see Cautions,
and Guidelines for Upgrading with Auto Install, on page 40 and the appropriate Cisco UCS upgrade guide.

Beginning with Cisco UCS Manager Release 3.1(3), you can use Auto Install to install a service pack on
Cisco UCS Manager and both fabric interconnects. You can apply a service pack on a base infrastructure
pack, but you cannot install the service pack independently.

You can install a compatible service pack through Auto Install without upgrading the infrastructure pack.
Thiswill trigger service pack installation on both fabric interconnects. Certain service pack installations may
require the fabric interconnects to be rel oaded.

Auto Install of infrastructure firmware using a service pack is supported only when all the infrastructure
components are at Cisco UCS Manager Release 3.1(3) or later releases.

Before you begin

» Complete all prerequisites listed in Prerequisites for Upgrading and Downgrading Firmware, on page
44

« Stagethe Infrastructure firmwareif using Cisco UCS Manager Release 3.2(3) or later rel eases. Preparing
the Infrastructure Firmware Pack for Install, on page 75, provides detailed information about staging
the infrastructure firmware.

N

Note Although this step isoptional, it is also recommended.

If your Cisco UCS domain does hot use an NTP server to set thetime, make surethat the clocks on the primary
and secondary fabric interconnects are in sync. You can do this by configuring an NTP server in Cisco UCS
Manager or by syncing the time manually.

Procedure
Command or Action Purpose
Step 1 UCS-A# scopefirmware Enters firmware mode.
Step 2 UCS-A /firmware # scope auto-install Enters auto-install mode for infrastructure

firmware upgrades.

Step 3 UCS-A ffirmware/auto-install # install infra | Updates and activates the infrastructure
infra-ver sinfrastructure-bundle-version firmware and the service pack bundle.
servicepack-ver s servicepack-bundle-version
[starttime mon dd yyyy hh min sec] [force]
[evacuate] [skipvalidation]

You must use starttime to schedule the
infrastructure firmware upgrade, if you do not
want the upgrade to start immediately. If you
use starttime, enter the following information
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Command or Action Purpose

to specify when you want to schedule the
upgrade:

« mon—Thefirst threeletters of the desired
month, such asjan or feb.

¢ dd—The number of the desired day of the
month, from 1 to 31.

* yyyy—The four numbers of the desired
year, such as 2012,

* hh—The hour when you want the upgrade
to start, from O to 23.

¢ min—The minute when you want the
upgrade to start, from 0 to 60.

« sec—The second when you want the
upgrade to start, from 0 to 60.

Usethe for ce keyword to activate the firmware
regardless of any possible incompatibilities or
currently executing tasks.

Caution Review the checklist that displays
and ensure you have met all the
reguirements before you continue
with the upgrade.

If there is not enough space under
bootflash, awarning will display and
the upgrade process will stop.

Use the evacuate keyword to enable fabric
evacuation on each fabric interconnect that is
being upgraded through Auto Install. Both
fabric interconnects are evacuated, but not at
the sametime.

Note If you enable fabric evacuation
during Auto Install, and fabric
evacuation was enabled manually on
any of thefabricinterconnectsbefore
Auto Install, fabric evacuation is
disabled after Auto Install is
complete.

Step 4 (Optional) UCS-A /firmware/auto-install # Updates and activates the service pack bundle
install infra servicepack-vers over the existing base infrastructure pack.
servicepack-bundle-version [force]
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Example

Thisexample shows how to upgrade the infrastructure to the firmware in the Cisco UCS Infrastructure
Software Bundle:

Thisexample shows how to upgrade the infrastructure to the firmware in the Cisco UCS Infrastructure
Software Bundle with the evacuate option enabled:

This example shows how to upgrade the infrastructure to a service pack version:;

What to do next

Acknowledge the reboot of the primary fabric interconnect. If you do not acknowledge that reboot, Cisco
UCS Manager cannot complete the infrastructure upgrade and the upgrade remains pending indefinitely.

Certain service pack installations may require the fabric interconnects to be rel oaded. In such scenarios, you
must acknowledge the reboot of the primary fabric interconnect to complete the service pack installation.

Acknowledging the Reboot of the Primary Fabric Interconnect

Before you begin

A

Caution  To upgrade with minimal disruption, you must confirm the following:

* Ensure that all the IOMs that are attached to the Fabric Interconnect are up before you acknowledge the
reboot of the Fabric Interconnect. If all IOMs are not up, al the servers connected to the Fabric
Interconnect will immediately be re-discovered and cause a major disruption.

« Ensure that both of the Fabric Interconnects and the service profiles are configured for failover.

« Verify that the data path has been successfully restored from the secondary Fabric Interconnect before
you acknowledge the reboot of the primary Fabric Interconnect. For more information, see Verification
that the Data Path is Ready, on page 58.

After you upgrade the infrastructure firmware, Install Infrastructure Firmware automatically reboots the
secondary fabric interconnect in a cluster configuration. However, you must acknowledge the reboot of the
primary fabric interconnect. If you do not acknowledge the reboot, Install Infrastructure Firmware waits
indefinitely for that acknowledgment rather than completing the upgrade.

Procedure
Command or Action Purpose
Step 1 UCS-A# scopefirmware Enters firmware mode.
Step 2 UCS-A /firmware# scope auto-install Enters auto-install mode for infrastructure

firmware upgrades.

Step 3 UCS-A ffirmware/auto-install # acknowledge | Acknowledges the pending reboot of the
primary fabric-interconnect reboot primary fabric interconnect.
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Canceling an Infrastructure Firmware Upgrade .

Command or Action

Purpose

Step 4

UCS-A ffirmware/auto-install # commit-buffer

Commits the transaction to the system
configuration.

Cisco UCS Manager immediately reboots the
primary fabric interconnect. You cannot stop
this reboot after you commit the transaction.

Example

This example shows how to acknowledge the reboot of the primary fabric interconnect and commit
the transaction:

UCS- A# scope firmare
UCS-A /firmvare # scope auto-install
UCS-A /firmnare/ auto-install # acknow edge prinary fabric-interconnect reboot
UCS-A /firmavare/ auto-install* # comm t-buffer
UCS-A /firmnvare/ auto-install #

Canceling an Infrastructure Firmware Upgrade

\)

Note

You can cancel an infrastructure firmware upgrade if it is scheduled to occur at a future time. However, you

cannot cancel an infrastructure firmware upgrade after the upgrade has begun.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scopefirmware

Enters firmware mode.

Step 2

UCS-A /firmware# scope auto-install

Enters auto-install mode for infrastructure
firmware upgrades.

Step 3

UCS-A /firmware/auto-install # cancel install
infra

Cancels the scheduled infrastructure firmware
upgrade.

Step 4

UCS-A /firmware/auto-install # commit-buffer

Commits the transaction to the system
configuration.

Example

The following example cancels a scheduled infrastructure firmware upgrade and commits the

transaction:

UCS- A# scope firmare
UCS-A /firmwvare # scope auto-install

UCS-A /firmnare/ auto-install # cancel

install

infra
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UCS-A /firmvare/auto-install* # comit-buffer
UCS-A /firmmvare/ auto-install #

Manage Firmware through Cisco UCS Manager |

Clearing the Startup Version of the Default Infrastructure Pack and the Service

Pack

You must clear the startup version of the default infrastructure pack and service pack before directly upgrading
or activating Cisco UCS Manager, Fabric Interconnects, and IOMs.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A /org # scope fw-infra-pack name

Entersthe organization infrastructure firmware
policy mode.

Step 3

UCS-A /org/fw-infra-pack # set
infra-bundle-version " "

Clears the startup version of the default
infrastructure pack and the service pack.

Step 4

(Optional) UCS-A /org/fw-infra-pack # set
servicepack-vers""

Clears the startup version of the service pack.

Step 5

UCS-A /org/fw-infra-pack* # commit-buffer

Commits the transaction.

Example

This example shows how to clear the startup version of the default infrastructure pack.

UCS- A# scope org

UCS-A /org # scope fwinfra-pack default
UCS-A /org/fwinfra-pack # set infra-bundl e-version ""
UCS- A /org/ fwinfra-pack* # comm t-buffer

Viewing the Status of the FSM During An Infrastructure Firmware Upgrade

Procedure

Command or Action

Purpose

Step 1

UCS-A# scopefirmware

Enters firmware mode.

Step 2

UCS-A /firmware# scope auto-install

Enters auto-install mode for infrastructure
firmware upgrades.
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Command or Action Purpose
Step 3 UCS-A /firmware/auto-install # show fsm Displays the status of the FSM.
status expand

Example
The following example displays the status of the FSM:;
UCS-A /firmware/ auto-install # show fsm status expand

FSM St at us:

Affected Qbject: sys/fwsystem fsm
Current FSM Depl oy

Status: Success

Conpl etion Time: 2017-02-03T18:02: 13. 699
Progress (%: 100

FSM St age:

Order Stage Nane St at us Try
1 Depl oyWai t For Depl oy Success 0
2 Depl oyResol veDi stri but abl eNanes Ski p 0
3 Depl oyResol veDi stri but abl e Ski p 0
4 Depl oyResol vel nages Ski p 0
5 Depl oyDownl oadl nages Ski p 0
6 Depl oyCopyAl | | magesToPeer Ski p 0
7 Depl oyl nt er nal Backup Ski p 0
8 Depl oyPol I I nt er nal Backup Success 0
9 Depl oyAct i vat eUCSM Ski p 0
10 Depl oyPol | Act i vat eOf UCSM Success 0
11 Depl oyUpdat el OM Success 0
12 Depl oyPol | Updat eCf | OM Success 0
13 Depl oyAct i vat el OM Success 0
14 Depl oyPol | Acti vat eOf | OM Success 0
15 Depl oyFabEvacOnRenot eFl Ski p 0
16 Depl oyPol | FabEvacOnRenot eFl Ski p 0
17 Depl oyAct i vat eRenpt eFl Success 0
18 Depl oyPol | Act i vat eOf Renot eFl Success 0
19 Depl oyFabEvacOf f Renot eFl Ski p 0
20 Depl oyPol | FabEvacOf f Renot eFl Ski p 0
21 Depl oyWai t For User Ack Ski p 0
22 Depl oyPol | Wi t For User Ack Success 0
23 Depl oyFai | Over ToRenot eFl Ski p 0
24 Depl oyPol | Fai | Over ToRenot eFl Ski p 0
25 Depl oyAct i vat eLocal FI Success 0
26 Depl oyPol | Acti vat eCf Local FI Success 0
27 Depl oyAct i vat eUCSMsSer vi cePack Ski p 0
28 Depl oyPol | Act i vat eOf UCSMSer vi cePack Success 0
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Firmware Upgrades through Firmware Packages in Service
Profiles

You can use firmware packages in service profiles to upgrade the server and adapter firmware, including the
BIOS on the server, by defining a host firmware policy and including it in the service profile associated with
aserver.

You cannot upgrade the firmware on an 1/0 module, fabric interconnect, or Cisco UCS Manager through
service profiles. You must upgrade the firmware on those endpoints directly.

Host Firmware Package

This policy enables you to specify a set of firmware versions that make up the host firmware package (also
known as the host firmware pack). The host firmware package includes the following firmware for server and
adapter endpoints:

» Adapter
* BIOS
*CIMC

A\

Note For rack mount servers, if you exclude CIMC from the host firmware pack, and
upgrade or downgrade the board controller, the upgrade or downgrade may fail.
Thisisbecausethe CIMC firmware version and board controller firmware version
may be incompatible.

* Board Controller

* Flex Flash Controller

* GPUs

* FC Adapters

« HBA Option ROM

* Host NIC

* Host NIC Option ROM
* Local Disk
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|

Host Firmware Package .

A\

Note | ocal Disk isexcluded by default from the host firmware pack.

In Cisco UCS Manager Release 3.1(1), to update local disk firmware, always
include the Blade Package in the host firmware package. The blade package
contains the local disk firmware for blade and rack servers. Starting with Cisco
UCS Manager Release 3.1(2), the firmware for local disk and other common
endpoints is available in both the blade and rack packages.

* PSU

* SAS Expander

« Storage Controller

« Storage Controller Onboard Device

* Storage Controller Onboard Device Cpld

* Storage Device Bridge

You can include more than one type of firmware in the same host firmware package. For example, a host
firmware package can include both BIOS firmware and storage controller firmware or adapter firmware for
two different models of adapters. However, you can only have one firmware version with the same type,
vendor, and model number. The system recognizes which firmware version is required for an endpoint and
ignores all other firmware versions.

You can also exclude firmware of specific components from a host firmware package either when creating a
new host firmware package or when modifying an existing host firmware package. For example, if you do
not want to upgrade BIOS firmware through the host firmware package, you can exclude BIOS firmware
from the list of firmware package components.

Important

Each host firmware package is associated with one list of excluded components, which is common across all
firmware packages—Blade, and Rack. To configure aseparate exclusion list for each type of firmware package,
use separate host firmware packages.

The firmware package is pushed to all servers associated with service profiles that include this policy.

This policy ensures that the host firmware isidentical on all servers associated with service profiles that use
the same policy. Therefore, if you move the service profile from one server to another, the firmware versions
are maintained. Also, if you change the firmware version for an endpoint in the firmware package, new
versions are applied to all the affected service profilesimmediately. This could cause server reboots.

You must include this policy in aservice profile, and that service profile must be associated with a server for
it to take effect.

Thispolicy isnot dependent upon any other policies. However, you must ensure that the appropriate firmware
has been downloaded to the fabric interconnect. If the firmware image is not available when Cisco UCS
Manager is associating aserver with a service profile, Cisco UCS Manager ignores the firmware upgrade and
completes the association.
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. Stages of a Firmware Upgrade through Firmware Packages in Service Profiles

Stages of a Firmware Upgrade through Firmware Packages in Service Profiles

A

You can use the host firmware package policiesin service profiles to upgrade server and adapter firmware.

Caution

Unless you have configured and scheduled a maintenance window, if you modify a host firmware package
by adding an endpoint or changing firmware versionsfor an existing endpoint, Cisco UCS Manager upgrades
the endpoints and reboots all servers associated with that firmware package as soon as the changes are saved,
disrupting data traffic to and from the servers.

New Service Profile
For anew service profile, this upgrade takes place over the following stages:
Firmware Package Policy Creation
During this stage, you create the host firmware packages.
Service Profile Association

During this stage, you include the firmware packages in a service profile, and then associate the service
profilewith aserver. The system pushesthe selected firmware versionsto the endpoints. The server must
be rebooted to ensure that the endpoints are running the versions specified in the firmware package.

Existing Service Profile

For service profiles that are associated with servers, Cisco UCS Manager upgrades the firmware and reboots
the server as soon as you save the changesto the firmware packages unless you have configured and schedul ed
amaintenance window. If you configure and schedule a mai ntenance window, Cisco UCS Manager defers
the upgrade and server reboot until then.

Effect of Updates to Firmware Packages in Service Profiles

To update firmware through a firmware package in a service profile, you need to update the firmwarein the
package. What happens after you save the changes to a firmware package depends upon how the Cisco UCS
domain is configured.

The following table describes the most common options for upgrading servers with afirmware packagein a
service profile.

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Effect of Updates to Firmware Packages in Service Profiles .

Service Profile

Maintenance Policy

Upgrade Actions

Firmware package is not
included in a service profile or
an updating service profile
template.

OR

You want to upgrade the
firmware without making any
changes to the existing service
profile or updating service
profile template.

No maintenance policy

After you update the firmware package, do one of
the following:

« To reboot and upgrade some or all servers
simultaneously, add the firmware package to
one or more service profilesthat are associated
with servers, or to an updating service profile
template.

« To reboot and upgrade one server at atime,
do the following for each server:

1. Create anew service profile and include
the firmware package in that service
profile.

Disassociate the server from its service
profile.

Associate the server with the new service
profile.

After the server has been rebooted and the
firmware upgraded, disassociate the server
from the new service profile and associate
it with its original service profile.

If the original service profile includes a
scrub policy, disassociating a service
profile may result in data loss when the
disk or the BIOS is scrubbed upon
association with the new service profile.

Caution

The firmware packageis
included in one or more service
profiles, and the service profiles
are associated with one or more
servers.

OR

The firmware packageis
included in an updating service
profiletemplate, and the service
profiles created from that
template are associated with
one or more servers.

No maintenance policy
OR

A maintenance policy
configured for
immediate updates.

Thefollowing occurswhen you update the firmware
package:

1. Thechangestothefirmware package take effect
as soon as you save them.
2. Cisco UCS verifies the model numbers and

vendor against all servers associated with
service profiles that include this policy. If the
model numbers and vendor match afirmware
version in the palicy, Cisco UCS reboots the
servers and updates the firmware.

All servers associated with service profiles that
include the firmware package are rebooted at the
sametime.
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Service Profile

Maintenance Policy

Upgrade Actions

The firmware package is
included in one or more service
profiles, and the service profiles
are associated with one or more
servers.

OR

The firmware package is
included in an updating service
profiletemplate, and the service
profiles created from that
template are associated with
one or more Servers.

Configured for user
acknowledgment

Thefollowing occurswhen you update the firmware
package:

1. Cisco UCS asks you to confirm your change
and advises that a user-acknowledged reboot
of the serversisrequired.

2. Click the flashing Pending Activities button
to select the servers you want to reboot and to
apply the new firmware.

3. Cisco UCS verifies the model numbers and
vendor against all servers associated with
service profiles that include this policy. If the
model numbers and vendor match afirmware
version in the policy, Cisco UCS reboots the
server and updates the firmware.

A manual reboot of the servers does not cause Cisco
UCS to apply the firmware package, nor does it
cancel the pending activities. You must
acknowledge or cancel the pending activity through
the Pending Activities button.

The firmware package is
included in one or more service
profiles, and the service profiles
are associated with one or more
servers.

OR

The firmware package is
included in an updating service
profiletemplate, and the service
profiles created from that
template are associated with
One or More Servers.

Configured for user
acknowledgment with
On Next Boot option

Thefollowing occurswhen you update the firmware
package:

1. Cisco UCS asks you to confirm your change
and advises that a user-acknowledged reboot
of the serversisrequired.

2. Toreboot and to apply the new firmware, do
one of the following:

* Click the flashing Pending Activities
button to select the servers you want to
reboot and apply the new firmware.

» Manually reboot the servers.

3. Cisco UCS verifies the model numbers and
vendor against all servers associated with
service profiles that include this policy. If the
model numbers and vendor match afirmware
version in the palicy, Cisco UCS reboots the
server and updates the firmware.

A manual reboot of the servers causes Cisco UCS
to apply the firmware package. Thisis enabled by
the On Next Boot option.
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Creating or Updating a Host Firmware Package .

Service Profile Maintenance Policy |Upgrade Actions

The firmware package is Configured for Thefollowing occurswhen you update the firmware
included inone or more service | changes to take effect | package:
profiles, and the service profiles | during a specific

are associ ated with one or more | maintenance window. 1. Cisco UCS asks you to confirm your change

and advises that a user-acknowledged reboot

SCIVers. of the serversisrequired.

OR 2. Click the flashing Pending Activities button
The firmware package is to select the servers you want to reboot and to
included in an updating service apply the new firmware.

profiletemplate, and the service

profiles created from that 3. Cisco UCS verifies the model numbers and
template are associated with vendor against all servers associated with

One or more servers. service profiles that include this policy. If the

model numbers and vendor match afirmware
version in the policy, Cisco UCS reboots the
server and updates the firmware.

A manual reboot of the servers does not cause Cisco
UCS to apply the firmware package, nor does it
cancel the scheduled maintenance activities.

Creating or Updating a Host Firmware Package

L
Tip

| A

If the policy isincluded in one or more service profiles, which do not include maintenance policies, Cisco
UCS Manager updates and activates the firmware in the server and adapter with the new versions. Cisco UCS
Manager reboots the server as soon as you save the host firmware package policy unlessyou have configured
and scheduled a maintenance window.

You can include more than one type of firmware in the same host firmware package. For example, a host
firmware package can include both BIOS firmware and storage controller firmware or adapter firmware for
two different models of adapters. However, you can only have one firmware version with the same type,
vendor, and model number. The system recognizes which firmware version is required for an endpoint and
ignores all other firmware versions.

You can aso exclude firmware of specific components from a host firmware package either when creating a
new host firmware package or when modifying an existing host firmware package.

Important

Each host firmware package is associated with one list of excluded components, which is common across all
firmware packages—Blade, and Rack. To configure aseparate exclusion list for each type of firmware package,
use separate host firmware packages.

Before you begin

Ensure that the appropriate firmware was downl oaded to the fabric interconnect.
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Procedure

Manage Firmware through Cisco UCS Manager |

Command or Action

Purpose

Step 1

UCS-A# scopeorg org-name

Enters organization mode for the specified
organization. To enter the root organization
mode, type / asthe org-name.

Step 2

UCS-A org/ # create fw-host-pack
pack-name

Creates a host firmware package with the
specified package name and enters
organization firmware host package mode.

Step 3

(Optional) UCS-A /org/fw-host-pack # set
descr  description

Provides a description for the host firmware
package.

Note If your description includes spaces,
special characters, or punctuation,
you must begin and end your
description with quotation marks.
The quotation markswill not appear
inthedescription field of any show

command output.

Step 4

UCS-A org/fw-host-pack # create
pack-image "hw-vendor-name" "hw-model"
{adapter | board-controller | cimc |
graphics-card | host-hba |
host-hba-optionrom | host-nic | local-disk |
raid-controller | server-bios} "version-num"

Creates apackageimage for the host firmware
package and enters organi zation firmware host
package image mode. The hw-vendor-name
must match the full name of the vendor, and
must begin and end with quotation marks. The
hw-vendor-name and hw-model values are
labelsthat help you easily identify the package
image when you enter the show image detail
command. The version-num value specifies
the version number of the firmware being used
for the package image.

The model and model number (PID) must
match the serversthat are associated with this
firmware package. If you select the wrong
model or model number, Cisco UCS Manager
cannot install the firmware update.

Step 5

UCS-A org/fw-host-pack # create
exclude-server-component { adapter |
board-controller | cimc | flexflash-controller
| graphics-card | host-hba |
host-hba-optionrom | host-nic |
host-nic-optionrom | local-disk | psu |
raid-controller | sas-expander | server-bios
| unspecified}

Excludes the specified component from the
host firmware package.

Note By default, all components are
included in the host firmware

package.

Step 6

Required: UCS-A org/fw-host-pack # delete
exclude-server-component { adapter |
board-controller | cimc|flexflash-controller
| graphics-card | host-hba |

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Creating or Updating a Host Firmware Package .

Command or Action

Purpose

host-hba-optionrom | host-nic |
host-nic-optionrom | local-disk | psu |
raid-controller | sas-expander | server-bios
| unspecified}

Step 7

(Optional) UCS-A
org/fw-host-pack/pack-image# set blade-vers
blade-version-num

Specifies the B-Series server package image
version number. Changing thisnumber triggers
firmware updates on all B-Series server
components using the firmware through a
service profile. Use this step only when
updating a host firmware package, not when
creating a package.

The host firmware package can contain
multiple package images. Repeat steps 4 and
5to create additional packageimagesfor other
components.

Step 8

(Optional) UCS-A
org/fw-host-pack/pack-image # set rack-vers
rack-version-num

Specifies the C-Series server package image
version number. Changing thisnumber triggers
firmware updates on all C-Series server
components using the firmware through a
service profile. Use this step only when
updating a host firmware package, not when
creating a package.

The host firmware package can contain
multiple package images. Repeat steps 4 and
5to create additional packageimagesfor other
components.

Step 9

(Optional) UCS-A
org/fw-host-pack/pack-image # set
servicepack-ver s servicepack-version-num

Specifies the service pack version number.
You cannot directly upgrade to a service pack
without selecting a base server pack.

To remove the service pack from the host
firmware package, use" " asthe service pack
version number.

The images from the service pack will take
precedence over the images from Blade
Package or Rack Package.

Step 10

UCS-A org/fw-host-pack/pack-image #
commit-buffer

Commits the transaction.

Cisco UCS Manager verifies the model
numbers and vendor against all servers
associated with service profiles that include
this policy. If the model numbers and vendor
match a firmware version in the policy, Cisco
UCS Manager updatesthe firmware according
to the settings in the maintenance policies
included in the service profiles.
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Example

The following exampl e creates the appl host firmware package, creates an adapter package image
with version 02.00.77 firmware, and commits the transaction:

UCS- A# scope org

UCS-A /org # create fw host-pack appl

UCS- A /org/ fwhost - pack* # set descr "This is a host firmware package exanple.”
UCS- A /org/ fwhost - pack* # create pack-image "Cisco Systens |nc" "N20- AQ0102" adapter
"02.00. 77"

UCS- A / or g/ f w- host - pack/ pack-i mage* # conmit-buffer

UCS- A /or g/ f w host - pack/ pack-i mage #

The following example excludes the server BIOS component from the appl host firmware package,
and commits the transaction:

UCS- A# scope org

UCS-A /org # enter fw host-pack appl

UCS- A /org/ fw host - pack* # create excl ude-server-conponent server-bios
UCS- A / or g/ f w host - pack/ excl ude- server - conponent * # conmi t - buffer

UCS- A / or g/ f w host - pack/ excl ude- server-conmponent #

The following example adds a service pack to the appl host firmware package, and commits the
transaction:

UCS- A# scope org

UCS-A /org # scope fw host-pack appl
UCS- A /org/ fw host - pack #

UCS- A / or g/ f whost - pack* # conmmit-buffer
UCS- A /or g/ fw host - pack #

The following example removes a service pack from the appl host firmware package, and commits
the transaction:

UCS- A# scope org

UCS-A /org # scope fw host-pack appl

UCS- A /org/ fw host-pack # set servicepack-vers ""
UCS- A /or g/ f whost - pack* # commit-buffer

UCS- A /or g/ fw host - pack #

What to do next

Include the policy in a service profile and/or template.

Firmware Automatic Synchronization

You can use the Firmware Auto Sync Server policy in Cisco UCS Manager to determine whether firmware
versions on recently discovered servers must be upgraded or not. With this policy, you can upgrade the
firmware versions of recently discovered unassociated servers to match the firmware version defined in the
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default host firmware pack. In addition, you can determine if the firmware upgrade process should run
immediately after the server is discovered, or run at alater time.

| A

Important  The firmware automatic synchronization is dependent on the default host firmware pack. If you delete the
default host firmware pack, amajor fault israised in Cisco UCS Manager. If you have configured a default
host firmware pack, but not specified or configured a blade or rack server firmware in it, then a minor fault
israised. Irrespective of the severity of the fault raised, you must resolve these faults prior to setting the
Firmware Auto Sync Server policy.

Following are the values for the Firmware Auto Sync Server policy:
* No Action—No firmware upgrade is initiated on the server.

Thisvalueis selected by default.

» User Acknowledge—Firmware on the server is not synchronized until the administrator acknowledges
the upgrade in the Pending Activities dialog box.

You can set this policy either from the Cisco UCS Manager GUI or Cisco UCS Manager CLI. The firmware
for aserver is automatically triggered when the following conditions occur:

* Thefirmware version on aserver or the endpoint on aserver differsfrom the firmware version configured
in the default host firmware pack.

* The value for the Firmware Auto Sync Server policy has been modified. For example, if you had
initially set it asUser Ack and you changeit to No Action.

|

Important  |f Cisco UCS Manager isregistered as a Cisco UCS domain with Cisco UCS Central, then this policy runs
asalocal policy. If the default host firmware pack is not defined in or is deleted from Cisco UCS Manager,
then this policy will not run.

Setting the Firmware Auto-Sync Server Policy

Usethis policy to determine when and how the firmware version of arecently discovered unassociated server
must be updated to match with the firmware version of the default host firmware pack.

If the firmware version of a specific endpoint of a server differs from the version in the default host firmware
pack, the FSM state in Cisco UCS Manager displays the update status for that specific endpoint only. The
firmware version of the server is not updated.

Before you begin

* You should have created a default host firmware pack prior to setting this policy.

« You should have logged in as an administrator to complete thistask.
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. Acknowledging the Firmware Auto Synchronization for a Server

Procedure
Command or Action Purpose
Step 1 UCS-A# scope org org name Enters organization mode for the specified
organization. To enter the root organization
mode, type/ as the org-name.
Step 2 UCS-A /org # scope fw-autosync-policy Entersthefirmware auto synchronization policy
mode.
Step 3 UCS-A /org/fw-autosync-policy # set Set one of thefollowing valuesto set the policy:
auto-sync{ user-acknowledge] no-actions} « user-acknowledge—Firmware on the
server is not synchronized until the
administrator acknowledgesthe discovered
server in the server command mode.
 no-action—No firmware upgrade is
initiated on the server.
Thisvalueis selected by default.
Step 4 UCS-A /org/fw-autosync-policy # Commits the transaction to the system
commit-buffer configuration.
Example

This example shows how to set the Firmware Auto Sync Server policy and commit the transaction
to the system:

UCS- A # scope org

UCS-A /org # scope fw autosync-policy

UCS- A /org/ fw autosync-policy # set auto-sync user-acknow edge
UCS- A /org/ fw aut osync-policy* # commt-buffer

UCS- A /org/ fw aut osync-policy #

What to do next

If you set the value to user-acknowledge, then you must acknowledge pending activity for the server for the
firmware synchronization to occur.

Acknowledging the Firmware Auto Synchronization for a Server

If you have set the Firmware Auto-Sync Server policy to User Acknowledge, then you will haveto
acknowledge the pending activitiesfor aserver. If you do not acknowledge this pending activity for the server,
then thefirmware version of the server or the endpointsin the server are not updated to match with the firmware
versions defined in the default host firmware pack.

Before you begin

* You should have logged in as an administrator to complete thistask.
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Procedure

Command or Action Purpose
Step 1 UCS-A# scope chassis Enters the chassis command mode.
Step 2 UCS-A /chassis # scope server server ID Enters the server command mode.

Step 3 UCS-A /chassi g/server # fw-sync { acknowledge | Acknowledgesor discardsthe pending firmware
discard} synchronization for the server.

Step 4 UCS-A /chassig/server # commit-buffer Commits the transaction to the server.

Example

This example shows how to acknowledge the pending firmware update for a server and commit the
transaction:

UCS- A # scope chassi s

UCS- A /chassis # scope server 1

UCS- A /chassi s/ server # fwsync acknow edge
UCS- A / chassi s/ server* # conmmit-buffer
UCS- A / chassi s/ server #

Direct Firmware Upgrade at Endpoints

If you follow the correct procedure and apply the upgrades in the correct order, a direct firmware upgrade
and the activation of the new firmware version on the endpoints is minimally disruptive to traffic in a Cisco
UCS domain. Recommended Process for Directly Upgrading Infrastructure Firmware at Endpoints, on page
102, details the process that Cisco recommends for upgrading infrastructure firmware on endpoints.

You can directly upgrade the firmware on the following components:

Infrastructure UCS 5108 Chassis UCS Rack Server Cisco UCS S3260 Chassis
e Cisco UCS * 1/0O modules * Adapter «CMC
Manager . .
* Power supply unit * CIMC * Chassis adapter
 Fabric _
interconnects * Server: * BIOS * SAS expander
* Adapter » Storage controller * Chassis board controller
Ensure that you
upgrade Cisco UCS « CIMC « Board controller * Server:
Manage_rflrstandthen «BIOS « CIMC
the fabric
interconnects. * Storage * BIOS
controller
« Board controller
« Board
controller « Storage controller
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. Stages of a Direct Firmware Upgrade

| A

For the Cisco UCS S3260 chassis, you can upgrade the CMC, chassis adapter, chassis board controller, SAS
expander, and local disk firmware through the chassis firmware package in the chassis profile. Cisco UCS
S3260 Server Integration with Cisco UCS Manager, Release 3.2 provides detailed information about chassis
profiles and chassis firmware packages.

You can upgrade the adapter, board controller, CIMC, and BIOS firmware through the host firmware package
inthe service profile. If you use ahost firmware package to upgrade this firmware, you can reduce the number
of times a server needs to be rebooted during the firmware upgrade process.

Important

All server components must be kept at the same release level. These components are tested together for each
release and a version mismatch may cause unpredictable system operation.

Stages of a Direct Firmware Upgrade

Cisco UCS Manager separates the direct upgrade process into two stages, ensuring that you can push the
firmwareto an endpoint while the system isrunning without affecting uptime on the server or other endpoints.

Update

During this stage, the system copies the sel ected firmware version from the primary fabric interconnect to the
backup partition in the endpoint and verifiesthat the firmwareimageisnot corrupt. The update process always
overwrites the firmware in the backup slot.

The update stage applies only to the following endpointsin a UCS 5108 chassis:
* Adapters
« CIMCs

* |/O modules

On a Cisco UCS S3260 dense storage rack server chassis, the update stage applies only to the following
endpoints:

* Chassis Management Controller (CMC)
« Shared adapter
» SAS expander
* Server:
* BIOS
« CIMC
 Adapter
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A

Stages of a Direct Firmware Upgrade .

Caution

A

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update
process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. This failure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.

Activate

During this stage, the system sets the specified image version (normally the backup version) as the startup
version and, if you do not specify Set Startup Version Only, immediately reboots the endpoint. When the
endpoint is rebooted, the backup partition becomes the active partition, and the active partition becomes the
backup partition. Thefirmwarein the new active partition becomesthe startup version and the running version.

The following endpoints only require activation because the specified firmware image already exists on the
endpoint:

* Cisco UCS Manager
* Fabric interconnects
* Board controllers on those servers that support them
* On aCisco UCS S3260 dense storage rack server chassis:
*CMC
» Shared adapter
* Board controllersfor chassis and server
* SAS expander
* Storage controller
* BIOS
s CIMC

When the firmware is activated, the endpoint is rebooted and the new firmware becomes the active kernel
version and system version. If the endpoint cannot boot from the startup firmware, it defaults to the backup
version and raises afault.

Caution

When you configure Set Startup Version Only for an I/O module, the 1/0 module is rebooted when the
fabric interconnect in its data path is rebooted. If you do not configure Set Startup Version Only for an 1/O
module, the 1/O module reboots and disrupts traffic. In addition, if Cisco UCS Manager detects a protocol
and firmware version mismatch between the fabric interconnect and the 1/O module, Cisco UCS Manager
automatically updates the I/O module with the firmware version that matches the firmware in the fabric
interconnect, and then activates the firmware and reboots the I/O module again.
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Outage Impacts of Direct Firmware Upgrades

When you perform a direct firmware upgrade on an endpoint, you can disrupt traffic or cause an outage in
one or more of the endpoints in the Cisco UCS domain.

Outage Impact of a Fabric Interconnect Firmware Upgrade

When you upgrade the firmware for a fabric interconnect, you cause the following outage impacts and
disruptions:

« The fabric interconnect reboots.

* The corresponding I/O modules reboot.

Outage Impact of a Cisco UCS Manager Firmware Upgrade
A firmware upgrade to Cisco UCS Manager causes the following disruptions:

* Cisco UCS Manager GUI—AII userslogged in to Cisco UCS Manager GUI are logged out and their
sessions ended.

Any unsaved work in progressis lost.

« Cisco UCS Manager CLI—AII users logged in through telnet are logged out and their sessions ended.

Outage Impact of an I/0 Module Firmware Upgrade
When you upgrade the firmware for an 1/0 module, you cause the following outage impacts and disruptions:

* For a standal one configuration with a single fabric interconnect, data traffic is disrupted when the 1/O
modul e reboots. For a cluster configuration with two fabric interconnects, data traffic fails over to the
other 1/0O module and the fabric interconnect in its data path.

« If you activate the new firmware as the startup version only, the 1/O modul e reboots when the
corresponding fabric interconnect is rebooted.

« If you activate the new firmware asthe running and startup version, the I/O modul e rebootsimmediately.

« An 1/O module can take up to 10 minutes to become avail able after a firmware upgrade.

Outage Impact of a CIMC Firmware Upgrade

When you upgrade the firmware for a CIMC in a server, you impact only the CIMC and internal processes.
You do not interrupt server traffic. Thisfirmware upgrade causes the following outage impacts and disruptions
tothe CIMC:

* Any activities being performed on the server through the KVM console and vMedia are interrupted.

« Any monitoring or IPMI polling isinterrupted.

Outage Impact of an Adapter Firmware Upgrade

If you activate the firmware for an adapter and do not configure the Set Startup Version Only option, you
cause the following outage impacts and disruptions:

* The server reboots.
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Outage Impacts of Direct Firmware Upgrades on M-Series Chassis and Server Endpoints .

* Server traffic is disrupted.

Outage Impacts of Direct Firmware Upgrades on M-Series Chassis and Server Endpoints

|

Important

Cisco UCS Manager Release 3.1(2) and later releases do not support Cisco UCS M-Series Servers.

Outage Impact of a CMC Firmware Upgrade

When you upgrade the firmware for CMC in a chassis you do not cause any outage.

Outage Impact of a Shared Adapter Firmware Upgrade

If you activate the firmware for a shared adapter, you cause the following outage impacts and disruptions:
* The server reboots.
* Server traffic is disrupted.

* The storage controller reboots.

Outage Impact of a Storage Controller Firmware Upgrade

If you activate the firmware for a storage controller, you cause the following outage impacts and disruptions:
* Serverswith local boot policy reboot. Servers with iSCSI boot policy do not reboot.
* Server traffic is disrupted.

* The storage controller reboots.

Outage Impact of a Board Controller Firmware Upgrade

If you activate the firmware for a board controller, you cause the following outage impacts and disruptions:
* The shared adapter reboots.
* The cartridge and server reboot.
* Server traffic is disrupted.

« The storage controller reboots.

Outage Impact of a BIOS Firmware Upgrade

A firmware upgrade to the BIOS causes the server to reboot.

QOutage Impact of a CIMC Firmware Upgrade

When you upgrade the firmware for a CIMC in a server, you impact only the CIMC and internal processes.
You do not interrupt server traffic. Thisfirmware upgrade causes the following outage impacts and disruptions
to the CIMC:

« Any activities being performed on the server through the KVM console and vMedia are interrupted.
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. Recommended Process for Directly Upgrading Infrastructure Firmware at Endpoints

« Any monitoring or IPMI polling isinterrupted.

Outage Impact of a Board Controller Firmware Upgrade on a Server

If you activate the firmware for a board controller on a server, you cause the server to be powered off during
the upgrade and powered on after the upgrade is compl ete.

While activating the storage controller, board controller and shared adapter firmware, it is recommended that
you power down the servers. In case you do not power down the servers during activation, Cisco UCSM will
attempt to power down the servers and wait for a maximum of 16 minutes. During thistime, if Cisco UCSM
still findsthat the servers are not powered down, FSM will fail and Cisco UCSM will not power up the servers
that it powered down. FSM will try to come up after 8 minutes.

If UCSM successfully powers down the servers, it will power up the associated servers, based on their desired
power states, after activation is complete.

Recommended Process for Directly Upgrading Infrastructure Firmware at

Endpoints

Cisco recommends the following process for directly upgrading infrastructure firmware at endpoints:
1. Stage the software and prepare for upgrade:

a. Create All Configuration and Full-State backup files. Creating an All Configuration Backup File, on
page 45 and Configuring the Full State Backup Policy, on page 46 provide detailed information.
b. Download firmware packages. provides detailed information.

c. Disable Smart Call Home. Disabling Smart Call Home, on page 48 provides detailed information.

2. Activating the Cisco UCS Manager Software, on page 104

3. Update IOM firmware. Updating and Activating the Firmware on an |OM, on page 107 provides detailed
information.

4. Prepare for fabric upgrade:
a. Verify UCS Manager faults and resolve the service -impacting faults.

b. Verify High Availability status and identify the secondary fabric interconnect. Verifying the High
Availability Status and Roles of a Cluster Configuration, on page 53 provides detailed information.

c. Configure the default maintenance policy. Configuring the Default Maintenance Policy, on page 53
provides detailed information.

d. Verify that VLAN and FCOE |Ds do not overlap.

e. Disablethe management interface. Disabling the Management Interface, on page 55 provides detailed
information.

f. Activate IOM firmware. Updating and Activating the Firmware on an IOM, on page 107 provides
detailed information.

5. Activate the subordinate fabric interconnect
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Cisco UCS Manager Firmware .

Evacuate subordinate fabric interconnect traffic. Stopping Traffic on a Fabric Interconnect, on page
34 provides detailed information.

Activate the subordinate fabric interconnect (FI-B) and monitor FSM. Activating the Firmware on a
Fabric Interconnect, on page 109 provides detailed information.

Verify that al paths are working. Verification that the Data Path is Ready, on page 58 provides
detailed information.

Disable subordinate fabric interconnect traffic evacuation. Restarting Traffic on a Fabric Interconnect,
on page 34 provides detailed information.

Verify new faults. Viewing Faults Generated During the Upgrade of a Fabric Interconnect, on page
50 provides detailed information.

6. Adctivate the primary fabric interconnect (FI-A)

a.

Migrate management servicesfrom the primary fabric interconnect to the secondary fabric interconnect,
and change the cluster lead to the secondary fabric interconnect. Switching Over Fabric Interconnect
Cluster Lead, on page 110 provides detailed information.

Evacuate primary fabric interconnect traffic.

Activate the primary fabric interconnect (FI-A) and monitor FSM. Acknowledging the Reboot of the
Primary Fabric Interconnect, on page 82 provides detailed information.

Verify that all paths are working.

Disable primary fabric interconnect traffic evacuation. Restarting Traffic on a Fabric | nterconnect,
on page 34 provides detailed information.

Verify new faults.

Cisco UCS Manager Firmware

Consider the following guidelines and best practices while activating firmware on the Cisco UCS Manager
software:

* In acluster configuration, Cisco UCS Manager on both fabric interconnects must run the same version.

« Cisco UCS Manager activation brings down management for a brief period. All virtual shell (VSH)
connections are disconnected.

* In acluster configuration, Cisco UCS Manager on both fabric interconnects is activated.

« A Cisco UCS Manager update does not affect server application 1/0O because fabric interconnects do not
need to be reset.

* If Cisco UCS Manager is updated while the subordinate fabric interconnect is down, the subordinate
fabric interconnect is automatically updated when it comes back up.

Upgrade Validation

Cisco UCS Manager validatesthe upgrade or downgrade process and displaysall firmware upgrade validation
failures, such as deprecated hardware, in the Upgrade Validation tab. If there are upgrade validation failures,
the upgradefails, and Cisco UCS Manager rolls back to the earlier version. You must resolve these faults and
then use the For ce option to continue with the upgrade.
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Manage Firmware through Cisco UCS Manager |

For example, because M1 and M2 blade servers are not supported on Release 3.1(1), if you have M1 or M2
blade serversin the configuration when upgrading from Release 2.2(x) to Release 3.1(1), these will be reported
asvalidation faultsin the Upgrade Validation tab, and the upgrade will fail.

If you do not want Cisco UCS Manager to validate the upgrade or downgrade process, check the Skip
Validation check box.

Activating the Cisco UCS Manager Software

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope system

Enters system mode.

Step 2

UCS-A /system # show image

Displays the available software images for
Cisco UCS Manager (system).

Step 3

UCS-A /system # activate firmware
version-num

Activates the selected firmware version on the
system.

Note Activating Cisco UCS Manager does
not require rebooting the fabric
interconnect; however, management
serviceswill briefly go down and all
V SH shellswill beterminated aspart
of the activation.

Step 4

UCS-A /system # commit-buffer

Commits the transaction.

Cisco UCS Manager makesthe selected version
the startup version and schedul es the activation
to occur when the fabric interconnects are
upgraded.

Example

The following example upgrades Cisco UCS Manager and commits the transaction:

Activating a Service Pack for the Cisco UCS Manager Software

You can use the steps detailed here to activate a service pack for the Cisco UCS Manager software. This
process will not involve upgrading or rebooting the fabric interconnects.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope firmware

Step 2

UCS-A /firmware # show image type
mgmt-service-pack

Displays the available software images for
Cisco UCS Manager (system).
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Command or Action Purpose

Step 3 UCS-A /ffirmware # exit

Step 4 UCS-A# scope system Enters system mode.
Step 5 UCS-A /system # activate service-pack Activates the selected service -pack version on
version-num module security the system.

Cisco UCS Manager disconnects all active
sessions, logs out all users, and activates the
software. When the upgrade is complete, you
areprompted to log back in. If you are prompted
to re-login immediately after being
disconnected, thelogin will fail. You must wait
until the activation of Cisco UCS Manager is
completed, which takes afew minutes.

Step 6 UCS-A /system # commit-buffer Commits the transaction.

Step 7 (Optiona) UCS-A /system # show version Shows a summary of the firmware versions,
including the service pack version, on the
system.

Example

The following example upgrades Cisco UCS Manager to version 3.1(3)SP2 and commits the
transaction:

UCS- A# scope firmare
UCS-A# /firmnvare # show i nage type ngnt-service- pack
Nane Type Ver si on
ucs- manager - k9. servi ce- pack. 3. 1. 3. SP1. gbi n Mgnt Servi ce Pack 3.1(3)SP1
ucs- manager - k9. servi ce- pack. 3. 1. 3. SP2. ghi n Mgnt Servi ce Pack 3.1(3)SP2
ucs- manager - k9. servi ce- pack. 3. 1. 4. SP1. gbi n Mgnt Servi ce Pack 3.1(4)SP1
UCS-A# [firnmware # exit
UCS- A# scope system
UCS- A# /system # activate service-pack 3.1(3)SP2 nodul e security
As part of activation, all cli sessions will be term nated.
Continue with activation? (yes/no) yes
UCS- A# [ systent # conmit-buffer
UCS- A# [ system # show version
UCsSM
Runni ng-Vers: 3.1(2.172a)
Package- Vers: 3.1(2.173)A
Activate-Status: Ready

UCSM Ser vi ce Pack:
Runni ng- Vers: 3. 1(3)SP2
Runni ng- Modul es: security
Package- Vers:
Activate-Status: Ready

UCS- A# [ system #
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Removing a Service Pack from the Cisco UCS Manager Software

Procedure
Command or Action Purpose

Step 1 UCS-A# scope system Enters system mode.

Step 2 UCS-A /system # remove service-pack Removes the activated service pack from the
system.
All CLI sessionsareterminated whileremoving
the service pack from the system.

Step 3 UCS-A /system # commit-buffer Commits the transaction.

Example

The following example removes the service pack from Cisco UCS Manager and commits the
transaction:

UCS- A# scope system

UCS- A# [ system # renove servi ce-pack

As part of activation, all cli sessions will be terninated.

Continue with activation? (yes/no)yes
UCS- A# [ systent # conmit-buffer

IOM Firmware

Cisco UCS /0 modules (IOMs) bring the unified fabric into the blade server enclosure, thus providing multiple
10 Gigabit Ethernet connections between blade servers and the fabric interconnect, simplifying diagnostics,
cabling, and management. |OMs extend the I/O fabric between the fabric interconnects and blade server
chassis, and enable alossless and deterministic Fibre Channel over Ethernet (FCoE) fabric to connect al
blades and chassis together.

Because the IOM issimilar to adistributed line card, it does not perform any switching, and is managed as
an extension of the fabric interconnects. This approach removes switching from the chassis, reducing overall
infrastructure complexity, and enables Cisco UCS to scale to many chassis without multiplying the number
of switches needed. It allows all chassisto be managed as a single, highly available management domain.

The IOM also manages the chassis environment, which includes the power supply, fans, and blades, along
with the fabric interconnect. Therefore, separate chassis management modules are not required. It fitsinto
the back of the blade server chassis. Each blade chassis can support up to two |0OMs, thus allowing increased
capacity and redundancy.

Guidelines for Updating and Activating IOM Firmware
Consider the following guidelines and best practices while updating and activating firmware on IOMs:

» Each IOM stores two images—a running image and a backup image.

* The update operation replaces the backup image of an IOM with the new firmware version.

« The activate operation demotes the current startup image to a backup image. A new startup imageis put
in its place, and the system is configured to boot from this backup image.
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Updating and Activating the Firmware on an IOM .

* Check the Set Startup Version Only checkbox to set only the active image; areset does not occur. This
process can be used to upgrade multiple IOMs and then simultaneously reset them. If the fabric
interconnect is updated and then activated, the fabric interconnect reboots the corresponding IOM and
reduces the downtime.

» The IOM and fabric interconnect must be compatible with each other.

« If the software that runs on the fabric interconnect detects an IOM that runs an incompatible version, it
performs an automatic update of the |OM to bring it to the same version asthe fabric interconnect system
software.

Cisco UCS Manager raises afault to indicate this situation. Additionally, the discovery state of IOM
displays Auto updating while the automatic updateisin progress.

« Cisco UCSManager enablesyou to view the IOM firmware at the chassislevel onthelnstalled Firmware

tab.

Updating and Activating the Firmware on an IOM

A

If your system isrunning in a high availability cluster configuration, you must update and activate both 1/0

modules.

Caution

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update
process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. Thisfailure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.

Procedure
Command or Action Purpose
Step 1 UCS-A# scope chassis  chassis-id Enters chassis mode for the specified chassis.
Step 2 UCS-A /chassis# scopeiom iom-id Enters chassis1/O module mode for the sel ected
1/0 module.
Step 3 UCS-A /chassisliom # show image Displays the available software images for the
1/0 module.
Step 4 UCS-A /chassisliom # update firmware Updates the selected firmware version on the
version-num 1/0 module.
Step 5 (Optional) UCS-A /chassis/iom # Commits the transaction.

commit-buffer

Usethissteponly if you intend to usethe show
firmware command in Step 6 to verify that the
firmware update compl eted successfully before
activating the firmwarein Step 7. You can skip
this step and commit the update-firmware
and activate-firmware commandsinthesame
transaction; however, if the firmware update
does not complete successfully, the firmware
activation does not start.
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Command or Action

Purpose

Cisco UCS Manager copies the selected
firmware imageto the backup memory partition
and verifiesthat imageisnot corrupt. Theimage
remains as the backup version until you
explicitly activate it.

Step 6

(Optional) UCS-A /chassisliom # show
firmware

Displays the status of the firmware update.

Usethis step only if you want to verify that the
firmware update completed successfully. The
firmware update is complete when the update
statusis Ready. The CLI does not automatically
refresh, so you may have to enter the show
firmware command multiple times until the
task state changes from Updating to Ready.
Continue to Step 7 when the update statusis
Ready.

Step 7

UCS-A /chassisiom # activate firmware
version-num [set-startup-only]

Activates the selected firmware version on the
1/O module.

Usethe set-startup-only keyword if you want
to reboot the 1/0 module only when the fabric
interconnect in its data path reboots. If you do
not usethe set-startup-only keyword, thel/O
modul e reboots and disruptstraffic. In addition,
if Cisco UCS Manager detects a protocol and
firmware version mismatch between it and the
1/O module, it updates the 1/0 module with the
firmware version that matchesits own and then
activates the firmware and reboots the 1/0
module again.

Step 8

UCS-A /chassisiom # commit-buffer

Commits the transaction.

Step 9

(Optional) UCS-A /chassis/iom # show
firmware

Displays the status of the firmware activation.

Usethisstep only if you want to verify that the
firmware activation completed successfully.
The CLI does not automatically refresh, soyou
may have to enter the show firmware
command multiple times until the task state
changes from Activating to Ready.

Example

The following example updates and activates the 1/0 module firmware in the same transaction,
without verifying that the firmware update and firmware activation completed successfully:

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2



| Manage Firmware through Cisco UCS Manager

Fabric Interconnect Firmware .

Thefollowing example updatesthe I/O modul e firmware, verifiesthat the firmware update completed
successfully before starting the firmware activation, activates the I/O module firmware, and verifies
that the firmware activation completed successfully:

Fabric Interconnect Firmware

Activating the Firmware on a Fabric Interconnect

ERRS

When updating the firmware on two fabric interconnectsin ahigh availability cluster configuration, you must
activate the subordinate fabric interconnect before activating the primary fabric interconnect. For more
information about determining the rolefor each fabric interconnect, see Verifying the High Availability Status
and Roles of a Cluster Configuration, on page 53.

For a standalone configuration with a single fabric interconnect, you can minimize the disruption to data
traffic when you perform a direct firmware upgrade of the endpoints. However, you must reboot the fabric
interconnect to complete the upgrade and, therefore, cannot avoid disrupting traffic.

If you ever need to recover the password to the admin account that was created when you configured the
fabric interconnects for the Cisco UCS domain, you must know the running kernel version and the running
system version. If you do not plan to create additional accounts, Cisco recommends that you save the path to
these firmware versionsin atext file so that you can access them if required.

Procedure

Command or Action Purpose

Step 1 UCS-A# scopefabric-interconnect {a | b} | Entersfabric interconnect mode for the
specified fabric interconnect.

Step 2 UCS-A /fabric-interconnect # show image | Displaysthe available software images for the
fabric interconnect.

Step 3 UCS-A /fabric-interconnect # activate Activates the selected firmware version on the
firmware {kernel-version kernel-ver-num| | fabric interconnect.
system-version  system-ver-nump

Step 4 UCS-A /fabric-interconnect # commit-buffer | Commits the transaction.

Cisco UCS Manager updates and activates the
firmware, and then reboots the fabric
interconnect and any 1/0 module in the data
path to that fabric interconnect, disrupting data
traffic to and from that fabric interconnect.

Example

Thefollowing example upgrades the fabric interconnect to version 5.0(3)N2(3.10.123) and commits
the transaction:
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. Switching Over Fabric Interconnect Cluster Lead

UCS- A# scope fabric-interconnect a
UCS- A /fabric-interconnect # show i mage
Nane Type Ver si on
ucs- 6300- k9- ki ckstart.5.0.3. N2. 3.10. 123. bi n Fabric I nterconnect Kernel
5. 0(3) N2(3.10.123)
ucs- 6300- k9-system 5. 0. 3. N2. 3. 10. 123. bi n Fabric I nterconnect System
5. 0(3) N2(3.10.123)

UCS-A /fabric-interconnect # activate firnmware kernel -version 5.0(3)N2(3.10.123)
systemversion 5.0(3)N2(3.10.123)

UCS-A /fabric-interconnect* # commt-buffer

UCS- A /fabric-interconnect #

Switching Over Fabric Interconnect Cluster Lead

|

This operation can only be performed in the Cisco UCS Manager CLI. You can use the steps detailed here,
or click Play on this video

(hitpAvwwdsoo.comiclenustdidocsunified_computingucsucsmenegaivideos!3-1/switch over fatric interoomnet duster leedhil)
to watch how to switch over the cluster lead from one fabric interconnect to another.

Important

During a cluster failover, the virtual IP address will be unreachable until a new primary fabric interconnect
is elected.

Procedure
Command or Action Purpose
Step 1 (Optional) UCS-A# show cluster state Displaysthe state of fabric interconnectsin the
cluster and whether the cluster isHA ready.
Step 2 UCS-A# connect local-mgmt Enterslocal management mode for the cluster.

Step 3 UCS-A (local-mgmt) # cluster {forceprimary | Changes the subordinate fabric interconnect to
|lead {a|b}} primary using one of the following commands:

force

Forceslocal fabric interconnect to become
the primary.

lead

Makes the specified subordinate fabric
interconnect the primary.

Example

The following example changes fabric interconnect B from subordinate to primary:

UCS- A# show cl uster state
Cluster 1d: Oxfc436fa8b88511e0-0xa370000573ch6c04
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A: UP, PRI MARY
B: UP, SUBORDI NATE

HA READY

UCS- A# connect | ocal - ngmt

Cisco Nexus Operating System (NX-OS) Software

TAC support: http://ww.cisco.comtac

Copyright (c) 2002-2011, Cisco Systens, Inc. Al rights reserved.
The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under
license. Certain conponents of this software are |icensed under
the GNU General Public License (GPL) version 2.0 or the GNU
Lesser Ceneral Public License (LGPL) Version 2.1. A copy of each
such license is available at

http://ww. opensource. org/licenses/gpl-2.0. php and

http://ww. opensource. org/licenses/|gpl-2. 1. php

UCS- A(l ocal -ngnt ) # cluster lead b
UCS- A(l ocal -ngnt ) #

Activating a Service Pack on a Fabric Interconnect

Procedure

Command or Action Purpose

Step 1 UCS-A# scopefirmware

Step 2 UCS-A /firmware # show image type Displays the available service packs for the
fabric-interconnect-service-pack fabric interconnects.

Step 3 UCS-A /firmware # exit

Step 4 UCS-A# scopefabric-interconnect {a|b} | Entersfabric-interconnect mode.
Step 5 UCS-A /fabric-interconnect # activate Activates the selected service -pack version on
service-pack version-num[security] the system.

Note Cisco UCS Manager activates the
firmware. In some cases, Cisco UCS
Manager reboots the fabric
interconnect, disrupting data traffic
to and from that fabric interconnect.

Step 6 UCS-A /fabric-interconnect # commit-buffer | Commits the transaction.

Step 7 (Optional) UCS-A /fabric-interconnect # show | Shows a summary of the firmware versions,
version including the service pack version, on thefabric
interconnect.
Example

The following example upgrades fabric interconnect a and commits the transaction:
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Removing a Service Pack from a Fabric Interconnect

In some specific scenarios, such as Open SLL, removal of the service pack will lead to Fl rebooting.

Procedure

Command or Action Purpose

Step 1 UCS-A# scopefabric-interconnect {a|b} | Entersfabric-interconnect mode.

Step 2 UCS-A /fabric-interconnect # remove Removes the activated service pack from the
service-pack security fabric interconnect.

Step 3 UCS-A /fabric-interconnect # commit-buffer | Commits the transaction.

Example

The following example removes the service pack from fabric interconnect a and commits the
transaction:

UCS- A# scope fabric-interconnect a
UCS- A# /fabric-interconnect # renove service-pack security
UCS- A# [ fabric-interconnect* # conmit-buffer

Adapter Firmware

The Cisco Unified Computing System supports a broad set of converged network adapters (CNAS). CNAs
eliminate the need for multiple network interface cards (NICs) and host bus adapters (HBAS) by converging
LAN and SAN traffic in asingle interface.

All Cisco UCS network adapters:
« Allow for the reduction of the number of required network interface cards and host bus adapters
» Are managed using Cisco UCS Manager software
* Can be used in aredundant configuration with two fabric extenders and two fabric interconnects

« Enable a"wire-once" architecture that allows cabling to be configured once, with features enabled and
configured using software

« Support fibre channel multipathing
The Cisco Virtual Interface Card (VIC) delivers 256 virtual interfaces and supports Cisco VM-FEX technology.

The Cisco VIC provides I/O policy coherency and visibility to enable true workload mobility in virtualized
environments. The Cisco VIC isavailablein form factors for B-Series blade servers, and C-Seriesrack servers.
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Updating and Activating the Firmware on an Adapter

A

Updating and Activating the Firmware on an Adapter .

Caution

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update
process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. This failure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scopeadapter chassis-id/ blade-id
[ adapter-id

Enters chassis server adapter mode for the
specified adapter.

Step 2

UCS-A /chassis/server/adapter # show image

Displays the avail able software images for the
adapter.

Step 3

UCS-A /chassis/server/adapter # update
firmware version-num

Updates the selected firmware version on the
adapter.

Step 4

(Optional) UCS-A /chassis/server/adapter #
commit-buffer

Commits the transaction.

Usethisstep only if you intend to usethe show
firmware command in Step 5to verify that the
firmware update compl eted successfully before
activating the firmware in Step 6. You can skip
this step and commit the update-firmware
and activate-firmware commandsin the same
transaction; however, if the firmware update
does not complete successfully, the firmware
activation does not start.

Cisco UCS Manager copies the selected
firmware imageto the backup memory partition
and verifiesthat imageisnot corrupt. Theimage
remains as the backup version until you
explicitly activate it.

Step 5

(Optional) UCS-A /chassis/server/adapter #
show firmware

Displays the status of the firmware update.

Usethisstep only if you want to verify that the
firmware update completed successfully. The
firmware update is complete when the update
statusis Ready. The CLI does not automatically
refresh, so you may have to enter the show
firmware command multiple times until the
task state changes from Updating to Ready.
Continue to Step 6 when the update statusis
Ready.

Step 6

UCS-A /chassis/server/adapter # activate
firmware version-num [set-startup-only]

Activates the selected firmware version on the
adapter.
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Command or Action Purpose

Usethe set-startup-only keyword if you want
to move the activated firmware into the
pending-next-boot state and not immediately
reboot the server. The activated firmware does
not become the running version of firmware on
the adapter until the server is rebooted. You
cannot use the set-startup-only keyword for
an adapter in the host firmware package.

Step 7 UCS-A /chassis/server/adapter # Commits the transaction.

commit-buffer If aserver isnot associated with a service

profile, the activated firmware remains in the
pending-next-boot state. Cisco UCS Manager
does not reboot the endpoints or activate the
firmware until the server is associated with a
service profile. If necessary, you can manually
reboot or reset an unassociated server to activate
the firmware.

Step 8 (Optional) UCS-A /chassis/server/adapter # | Displays the status of the firmware activation.

show firmware Usethisstep only if you want to verify that the

firmware activation completed successfully.
The CLI does not automatically refresh, soyou
may have to enter the show firmware
command multiple times until the task state
changes from Activating to Ready.

Example

Thefollowing example updates and activates the adapter firmware to version 4.1(0.123) in the same
transaction, without verifying that the firmware update and firmware activation completed successfully:

UCS- A# scope adapter 1/1/1
UCS- A# [/ chassi s/ server/adapter # show i mage
Narme Type Ver si on

ucs-nB2-8p-vic.4.1.0.123. bin Adapt er 4.1(0.123)

UCS- A# [/ chassi s/ server/adapter # update firmware 4.1(0.123)

UCS- A# [/ chassi s/ server/adapter* # activate firnware 4.1(0.123) set-startup-only
UCS- A# [/ chassi s/ server/adapter* # commt-buffer

UCS- A# |/ chassi s/ server/adapter #

Thefollowing example updates the adapter firmwareto version 4.1(0.123), verifiesthat the firmware
update compl eted successfully before starting the firmware activation, activates the adapter firmware,
and verifies that the firmware activation completed successfully:
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BIOS Firmware

BIOS Firmware .

The Basic Input Output System (BIOS) tests and initializes the hardware components of a system and boots
the operating system from a storage device. In Cisco UCS, there are several BIOS settings that control the
system’s behavior. You can update the BIOS firmware directly from Cisco UCS Manager.

Updating and Activating the BIOS Firmware on a Server

|

Important

You can update and activate BIOS firmware on a server using the Cisco UCS Manager CLI on all M3 and

higher generation servers. The earlier servers do not support BIOS firmware update using the Cisco UCS
Manager CLI.

A

Caution

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update

process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. This failure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope server chassis-id / blade-id

Enters chassis server mode for the specified
server.

Step 2

UCS-A /chassis/server # scope bios

Enters chassis server BIOS mode.

Step 3

UCS-A /chassis/server/bios # show image

Displays the available BIOS firmware images.

Step 4

UCS-A /chassis/server/bios# updatefirmware
version-num

Updates the selected BIOS firmware for the
server.

Step 5

(Optional) UCS-A /chassis/server/bios #
commit-buffer

Commits the transaction.

Usethisstep only if you intend to use the show
firmwar e command in Step 6 to verify that the
firmware update compl eted successfully before
activating the firmware in Step 7. You can skip
this step and commit the update-firmwareand
activate-firmwar e commands in the same
transaction; however, if the firmware update
does not complete successfully, the firmware
activation does not start.

Cisco UCS Manager copies the selected
firmwareimageto the backup memory partition
and verifiesthat imageisnot corrupt. Theimage
remains as the backup version until you
explicitly activate it.
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Command or Action

Purpose

Step 6

(Optional) UCS-A /chassis/server/bios # show
firmware

Displays the status of the firmware update.

Usethisstep only if you want to verify that the
firmware update completed successfully. The
firmware update is complete when the update
statusis Ready. The CLI does not automatically
refresh, so you may have to enter the show
firmwar e command multiple times until the
task state changes from Updating to Ready.
Continue to Step 7 when the update statusis
Readly.

Step 7

UCS-A /chassis/server/bios # activate
firmwar e version-num

Activates the selected server BIOS firmware
version.

Step 8

UCS-A /chassig/server/bios # commit-buffer

Commits the transaction.

Step 9

(Optional) UCS-A /chassis/bios # show
firmware

Displays the status of the firmware activation.

Usethisstep only if you want to verify that the
firmware activation completed successfully.
The CLI does not automatically refresh, soyou
may haveto enter the show firmwar e command
multiple times until the task state changesfrom
Activating to Ready.

Example

The following example updates and activates the BIOS firmware in the same transaction, without
verifying that the firmware update and activation completed successfully:

UCS- A# scope server 1/1
UCS- A# [/ chassi s/ server # scope bios
UCS- A# [/ chassi s/ server/bi os # show i mage

Name

Ver si on

ucs- b200- nR2- bi 0s. S5500. 2. 1. 3c. 0. 081120151437. bi n

Server BIOS

ucs- b200- nB- bi 0s. B200M3. 2. 2. 6¢. 0. 110420151250. bi n
Server BICS

B200M. 2. 2. 6¢. 0. 110420151250
ucs- b200- m4- bi 0os. B200M4. 3. 1. 0. 4. 113020151739. bi n

Server BIOS

S5500. 2. 1. 3c. 0. 081120151437

B200M4. 3. 1. 0. 4. 113020151739

UCS- A# [/ chassi s/ server/bios # update firmvare B200M4. 3. 1. 0. 4.113020151739

UCS- A# / chassi s/ server/ bi os*

UCS- A# / chassi s/ server/bios* # comit-buffer
UCS- A# [/ chassi s/ server/bios #
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CIMC Firmware .

CIMC Firmware

Cisco Integrated Management Controller (CIMC) is used for the management and monitoring of serversin
Cisco UCS. CIMC provides options such as GUI, CLI, and IPMI for management and monitoring tasks. On
the C-Series servers, CIMC runs on a separate chip. Thus, it is able to provide services in case of any major
hardwarefailure or system crash. CIMC isalso useful for initial configuration of the server and troubleshooting
any problems in server operation. You can update the CIMC firmware directly from Cisco UCS Manager.

Updating and Activating the CIMC Firmware on a Server

A

The activation of firmware for a CIMC does not disrupt data traffic. However, it will interrupt all KVM
sessions and disconnect any vM edia attached to the server.

Caution

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update
process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. This failure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.

Procedure
Command or Action Purpose
Step 1 UCS-A# scope server chassis-id / blade-id | Enters chassis server mode for the specified
server.
Step 2 UCS-A /chassis/server # scope cimc Enters chassis server CIMC mode.

Step 3 UCS-A /chassig/server/cimc # show image | Displaysthe available software images for the

adapter.
Step 4 UCS-A /chassis/server/cimc # update Updates the selected firmware version on the
firmware version-num CIMC inthe server.
Step 5 (Optional) UCS-A /chassig/server/cimc # Commits the transaction.

commit-buffer Usethisstep only if you intend to use the show

firmware command in Step 6to verify that the
firmware update compl eted successfully before
activating the firmware in Step 7. You can skip
this step and commit the update-firmware
and activate-firmware commandsinthesame
transaction; however, if the firmware update
does not complete successfully, the firmware
activation does not start.

Cisco UCS Manager copies the selected
firmwareimageto the backup memory partition
and verifiesthat imageisnot corrupt. Theimage
remains as the backup version until you
explicitly activate it.
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Command or Action

Purpose

Step 6

(Optional) UCS-A /chassig/server/cimc # show
firmware

Displays the status of the firmware update.

Usethisstep only if you want to verify that the
firmware update completed successfully. The
firmware update is complete when the update
statusis Ready. The CLI does not automatically
refresh, so you may have to enter the show
firmware command multiple times until the
task state changes from Updating to Ready.
Continue to Step 7 when the update statusis
Readly.

Step 7

UCS-A /chassis/server/cimc # activate
firmware version-num

Activates the selected firmware version on the
CIMC in the server.

Step 8

UCS-A /chassig/server/cimc # commit-buffer

Commits the transaction.

Step 9

(Optional) UCS-A /chassig/server/cimc # show
firmware

Displays the status of the firmware activation.

Usethisstep only if you want to verify that the
firmware activation completed successfully.
The CLI does not automatically refresh, soyou
may have to enter the show firmware
command multiple times until the task state
changes from Activating to Ready.

Example

The following example updates and activates the CIMC firmware in the same transaction, without
verifying that the firmware update and firmware activation completed successfully:

The following example updates the CIMC firmware, verifies that the firmware update compl eted
successfully before starting the firmware activation, activates the CIMC firmware, and verifies that
the firmware activation completed successfully:

PSU Firmware

You can update PSU firmware directly from Cisco UCS Manager.

Updating the Firmware on a PSU

A

Caution

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update

process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. Thisfailure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.
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Updating the Firmware on a PSU .

Procedure
Command or Action Purpose
Step 1 UCS-A# scope chassis chassis-id Enters chassis mode for the specified chassis.
Step 2 UCS-A /chassis# scope psu psu-id Enters PSU mode for the specified PSU.
Step 3 UCS-A /chassis/psu # show detail Displays the available software images for the
PSU.
Step 4 UCS-A /chassigpsu # update firmware Updates the selected firmware version on the
version-num [for ce] PSU.
You can use the optional force keyword to
activate the firmware regardless of any possible
incompatibilities or currently executing tasks.
Caution Review the checklist that displays
and ensure you have met all the
reguirements before you continue
with the upgrade.
Step 5 (Optional) UCS-A /chassis/psu # Commits the transaction.
commit-buffer Cisco UCS Manager copies the selected
firmwareimageto the backup memory partition
and verifiesthat imageisnot corrupt. Theimage
remains as the backup version until you
explicitly activate it.
Example

The following example shows how to update the PSU firmware and commit the transaction:

UCS- A# scope chassis 1
UCS- A# | chassis # scope psu 2
UCS- A# | chassi s/ psu # show det ai |

PSU:

PSU. 2

Overal | Status: Operable
Operability: Operable
Threshol d Status: OK
Power State: On

Presence: Equi pped
Thermal Status: OK

Vol tage Status: K
Product Nane: PlatinumlIl AC Power Supply for UCS 5108 Chassis
PI D:  UCSB- PSU- 2500ACDV

VI D: V01

Part Nunber: 341-0571-01
Vendor: Cisco Systens |nc
Serial (SN): DTML90304FD
HW Revi sion: 0

Fi rmware Version: 05.10
Type: DV

Wattage (W: 2500
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I nput Source: 210AC 50 380DC

Current Task:
UCS- A# / chassi s/ psu # update firmware 05.10
UCS- A# / chassi s/ psu* # commit-buffer
UCS- A# [/ chassi s/ psu #

Activating the Firmware on a PSU

A

Caution

Do not remove the hardware that contains the endpoint or perform any maintenance on it until the update
process completes. If the hardware is removed or otherwise unavailable due to maintenance, the firmware
update fails. This failure might corrupt the backup partition. You cannot update the firmware on an endpoint
with a corrupted backup partition.

Procedure
Command or Action Purpose
Step 1 UCS-A# scope chassis chassis-id Enters chassis mode for the specified chassis.
Step 2 UCS-A /chassis# scope psu psu-id Enters PSU mode for the specified PSU.
Step 3 UCS-A /chassig/psu # activate firmware Activates the selected firmware version on the
version-num PSU.
Step 4 Required: UCS-A /chassig/psu # Commits the transaction.
commit-buffer Note Committing the transaction resets
the end points.
Example

The following exampl e activates the PSU firmware and commits the transaction:

UCS- A# scope chassis 1

UCS- A# [ chassis # scope psu 2

UCS- A# /chassi s/ psu # activate firmvare 03. 10

Warni ng: When committed this command will reset the end-point
UCS- A# [/ chassi s/ psu* # commit-buffer

UCS- A# [ chassi s/ psu #

Board Controller Firmware

Board controllers maintain various programmabl e logic and power controllers for all B-Series blade servers,
and C-Series rack servers. The board controller update utility enables you to make critical hardware updates.

Board controllers, introduced in Cisco UCS Manager Release 2.1(2a), allow you to make optimizations for
components, such as voltage regulators, through an update to adigital controller configuration file by using
the board controller update utility. Previously, updating a voltage regulator required changing physical
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Board Controller Firmware .

components. These updates are at a hardware level, and are designed to be backward-compatible. Therefore,
having the latest version of the board controller is aways preferred.

Guidelines for Activating Cisco UCS B-Series M3 and M4 Blade Server Board Controller Firmware
The following guidelines apply to Cisco UCS B-Series M3 and M4 blade-server board controller firmware:
* You never need to downgrade the board controller firmware.

 The board controller firmware version of the blade server should be the same as or |ater than theinstalled
software bundle version. Leaving the board controller firmware at alater version than the version that
is currently running in your existing Cisco UCS environment does not violate the software matrix or
TAC supportability.

« Board controller firmware updates are backward compatible with the firmware of other components.

Some Cisco UCS B200 M4 blade servers running on releases prior to Release 2.2(4b) may generate afalse
Cisco UCS Manager aert, documented in CSCuu15465. This false board controller mismatch alert was
resolved in Cisco UCS Manager Capability Catalogs 2.2(4c)T and 2.2(5b)T. You will not seethisalert if you
use either the 2.2(4¢)T or the 2.2(5b) T capability catalog.

Note

For more information, refer to https://tool s.cisco.com/bugsearch/bug/CSCuul5465

You can apply the capability catalog update as follows:
1. Download 2.2(4c) Infra/Catalog or 2.2(5b) Infra/Catal og software bundle.

2. Load catalog version 2.2(4c)T or 2.2(5b)T (or the catalog version included) and activate the catal og.
Activating a Capability Catalog Update, on page 126 provides detailed information about activating a
capability catalog through Cisco UCS Manager.

3. Decommission the newly inserted blade server.

4. Associate the service profile with the host firmware pack policy that has the earlier board controller
version.

When the service profile is associated with the updated host firmware pack policy, any false mismatch
aert (such as the one caused by the CSCuul15465 bug) will no longer be raised.

5. Click Save.

6. Re-discover the blade server.

Guidelines for Activating Cisco UCS C-Series M3 and M4 Rack Server Board Controller Firmware
The following guidelines apply to Cisco UCS C-Series M3 and M4 rack-server board controller firmware:

« The board controller firmware and the CIMC firmware must be of the same package version.

* When you upgrade the C-Series server firmware for Cisco UCS C220 M4 or C240 M4 serversto Cisco
UCS Manager 2.2(6c), you will see the following critical alarm:

Board control |l er upgraded, manual a/c power cycle required on server x
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Thisaarm, documented in CSCuv45173, isincorrectly categorized asacritical alarm. It does not impact
the functionality of the server, and can be ignored.

To avoid seeing this alarm, you can do one of the following:

* Create a custom host firmware package in Cisco UCS Manager to exclude the board controller
firmware from the Cisco UCS Manager 2.2(6¢) update and keep the older version.

 Upgrade Cisco UCS Manager infrastructure (A Bundle€) to Release 2.2(6¢) and continue to run the
host firmware (C Bundle) on any Cisco UCS C220 M4 or C240 M4 server at alower version,
according to the mixed firmware support matrix in Table 2 of the Release Notes for Cisco UCS
Manager, Release 2.2.

N\

Note For moreinformation, refer to https.//tool s.cisco.com/bugsearch/bug/CSCuv45173.

« If the activation status of the board controller displays Pending Power Cycle after you upgrade the board
controller, amanual power cycleisrequired. A fault isalso generated. After the power cycleiscomplete,
the fault is cleared and the board controller activation status displays Ready.

Activating the Board Controller Firmware on Cisco UCS B-Series M3 and Higher Blade Servers

The board controller firmware controls many of the server functions, including eUSBs, LEDs, and 1/0
connectors.

\}

Note Thisactivation procedure causes the server to reboot. Depending upon whether the service profile associated
with the server includes a maintenance policy, the reboot can occur immediately. Cisco recommends that you
upgrade the board controller firmware through the host firmware package in the service profile as the last
step of upgrading a Cisco UCS domain, along with upgrading the server BIOS. This reduces the number of
times a server needs to reboot during the upgrade process.

Procedure
Command or Action Purpose
Step 1 UCS-A# scopeserver chassis-id/ server-id | Enters chassis server mode for the specified
server.
Step 2 UCS-A /chassis/server # scopeboar dcontroller | Enters board controller mode for the server.
Step 3 (Optional) UCS-A Displays the available software images for the
/chassis/server/boardcontroller # show image | board controller.
Step 4 (Optiona) UCS-A Displays the current running software image
/chassig/server/boardcontroller # show for the board controller.
firmware
Step 5 UCS-A /chassig/server/boardcontroller # Activates the selected firmware version on the
activatefirmware version-num board controller in the server.
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Command or Action Purpose
Step 6 UCS-A /chassis/server/boardcontroller # Commits the transaction to the system
commit-buffer configuration.

Example
The following exampl e activates the board controller firmware:
UCS- A# scope server 1/1

UCS- A# / chassi s/ server # scope boardcontroller
UCS- A# | chassi s/ server/ boardcontrol | er # show i nage

Nanme Type Ver si on
ucs- b200- 8- brdprog. 15. 0. bi n Board Controller 15.0
ucs- b22- n8- brdprog. 16. 0. bin Board Controller 16.0
ucs- b420- nB8- brdprog. 12. 0. bi n Board Controller 12.0

UCS- A# / chassi s/ server/boardcontroller # show firmare
Boar dControl | er:

Runni ng-Vers: 15.0

Package- Vers: 3.2(1)B

Activate-Status: Ready

UCS- A# / chassi s/ server/boardcontroller # activate firmvare 15.0
UCS- A# / chassi s/ server/boardcontroller* # commt-buffer

Activating the Board Controller Firmware on a Cisco UCS C-Series M3 and Higher Rack Servers

\}

The board controller firmware controls many of the server functions, including eUSBs, LEDs, and 1/0
connectors.

Note

This activation procedure causes the server to reboot. Depending upon whether the service profile associated
with the server includes a maintenance policy, the reboot can occur immediately. Cisco recommends that you
upgrade the board controller firmware through the host firmware package in the service profile as the last
step of upgrading a Cisco UCS domain, along with upgrading the server BIOS. This reduces the number of
times a server needs to reboot during the upgrade process.

The following limitations apply to M3 and higher board controller firmware:
* You must be using Cisco UCS Manager, Release 2.2(14) or greater.
« The board controller firmware and the CIMC firmware must be of the same package version.

« If the activation status of the board controller displays Pending Power Cycle after you upgrade the board
controller, amanual power cycleisrequired. A fault isalso generated. After the power cycleiscomplete,
the fault is cleared and the board controller activation status displays Ready.
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Procedure
Command or Action Purpose
Step 1 UCS-A# scope server server-id Enters chassis server mode for the specified
server.
Step 2 UCS-A /server # scope boar dcontroller Enters board controller mode for the server.

Step 3 (Optional) UCS-A /server/boardcontroller # | Displays the available software images for the
show image board controller.

Step 4 (Optiona) UCS-A /server/boardcontroller # | Displays the current running software image

show firmware for the board controller.

Step 5 UCS-A /server/boardcontroller # activate Activates the selected firmware version on the
firmware version-num board controller in the server.

Step 6 UCS-A /server/boardcontroller # Commits the transaction to the system
commit-buffer configuration.

Example
The following exampl e activates the board controller firmware:
UCS- A# scope server 7

UCS- A# | server # scope boardcontroller
UCS- A# | server/ boardcontrol | er # show i nage

Nane Type Ver si on State
ucs-c220- mB8- brdprog. 3. 0. bin Board Controller 3.0 Active
ucs-c220- mB8- brdprog. 3. 0. bin Board Controller 3.0 Active

UCS- A# / server/boardcontroll er # show firnmnare
BoardControl | er:

Runni ng-Vers: N A

Package- Vers:

Activate- Status: Ready

UCS- A# | server/boardcontroller # activate firmvare 3.0 force
Warni ng: When conmitted this comand will reset the end-point.

UCS- A# / server/boardcontroller* # commt-buffer
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CHAPTER 5

Manage the Capability Catalog in Cisco UCS
Manager

* Capability Catalog, on page 125

« Activating a Capability Catalog Update, on page 126

« Verifying that the Capability Catalog is Current, on page 127

* Restarting a Capability Catalog Update, on page 127

* Viewing a Capability Catalog Provider, on page 128

« Obtaining Capability Catalog Updates from Cisco, on page 130

« Updating the Capability Catalog from a Remote L ocation, on page 130

Capability Catalog
The Capability Catalog isaset of tunable parameters, strings, and rules. Cisco UCS uses the catal og to update
the display and configurability of components such as newly qualified DIMMs and disk drives for servers.

The catalog is divided by hardware components, such asthe chassis, CPU, local disk, and I/O module. You
can use the catalog to view the list of providers available for that component. There is one provider per
hardware component. Each provider isidentified by the vendor, model (PID), and revision. For each provider,
you can aso view details of the equipment manufacturer and the form factor.

For information about which hardware components are dependent upon a particular catalog release, see the
component support tables in the Service Notes for the B- Series servers. For information about which
components are introduced in a specific release, see the Cisco UCS Release Notes.

Contents of the Capability Catalog

The contents of the Capability Catalog include the following:
I mplementation-Specific Tunable Parameter s

» Power and thermal constraints
« Slot ranges and numbering

 Adapter capacities
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Har dwar e-Specific Rules
 Firmware compatibility for components such as the BIOS, CIMC, RAID controller, and adapters
* Diagnostics
 Hardware-specific reboot
User Display Strings
* Part numbers, such as the CPN, PID/VID
» Component descriptions
* Physical layout/dimensions

* OEM information

Updates to the Capability Catalog

The Cisco UCS Infrastructure Software Bundle includes capability catalog updates. Unless otherwiseinstructed
by Cisco Technical Assistance Center, you only need to activate the capability catalog update after you've
downloaded, updated, and activated a Cisco UCS Infrastructure Software Bundle.

As soon as you activate a capability catalog update, Cisco UCS immediately updates to the new baseline
catalog. You do not have to perform any further tasks. Updates to the capability catalog do not require you
to reboot or reinstall any component in a Cisco UCS domain.

Each Cisco UCS Infrastructure Software Bundle contains a baseline catalog. In rare circumstances, Cisco
releases an update to the capability catalog between Cisco UCS releases and makes it available on the same
site where you download firmware images.

Note

The capability catalog version is determined by the version of Cisco UCSthat you are using. You can upgrade
a capability catalog within the same major release version. Cisco UCS 3.2(x) releases work with any 3.2(x)
release of the capability catalog, but not with any version of 3.1, 3.0, 2.2, 2.1 or earlier rel eases. For example,
you can use a Release 3.1(2) capability catalog with a3.1(1) system, but not on a 3.0(1) system.

For information about capability catal og rel eases supported by specific Cisco UCS releases, see the Release
Notes for Cisco UCS Software accessible through the Cisco UCS B-Series Servers Documentation Roadmap
available at the following URL: http://www.cisco.com/go/unifiedcomputing/b-series-doc.

Activating a Capability Catalog Update

Procedure
Command or Action Purpose
Step 1 UCS-A# scope system Enters system mode.
Step 2 UCS-A /system # scope capability Enters system capability mode.
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Verifying that the Capability Catalog is Current .

Command or Action

Purpose

Step 3

UCS-A /system/capability # activatefirmware
firmware-version

Activates the specified Capability Catalog
version.

Step 4

UCS-A /system/capability # commit-buffer

Commits the transaction to the system
configuration.

Example

The following example activates a Capability Catalog update and commits the transaction:

Verifying that the Capability Catalog is Current

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope system

Enters system mode.

Step 2

UCS-A /system # scope capability

Enters system capability mode.

Step 3

UCS-A /system/capability # show version

Displaysthe current Capability Catalog version.

Step 4

On Cisco.com, determine the most recent
release of the Capability Catalog available.

For more information about the location of
Capability Catalog updates, see Obtaining
Capability Catalog Updates from Cisco, on page
130.

Step 5

If amore recent version of the Capability
Catalog is available on Cisco.com, update the
Capability Catalog with that version.

Example

The following example displays the current Capability Catalog version:

Restarting a Capability Catalog Update

You can restart afailed Capability Catalog file update, modifying the update parameters if necessary.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope system

Enters system command mode.
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Command or Action

Purpose

Step 2

UCS-A /system # scope capability

Enters capability command mode.

Step 3

UCS-A /system/capability # show
cat-updater [filename]

(Optional) Displays the update history for
Capability Catalog file update operations.

Step 4

UCS-A /system/capability # scope
cat-updater filename

Enters the command mode for the Capability
Catal og file update operation.

Step 5

UCS-A /system/capability/cat-updater # set
userid username

(Optional) Specifies the username for the
remote server.

Step 6

UCS-A /system/capability/cat-updater # set
password password

(Optional) Specifies the password for the
remote server username.

If no password is configured, you are prompted
for a password when you start the update.

Step 7

UCS-A /system/capability/cat-updater # set
protocol {ftp | scp | sftp | tftp | usbA | usbB}

(Optional) Specifiesthefile transfer protocol
for the remote server.

TFTP has afile size limitation of
32 MB. Because catalog images can
be much larger than that, we
recommend that you do not use
TFTPfor catalog image downloads.

Note

Step 8

UCS-A /system/capability/cat-updater # set
server { hostname | ip-address}

(Optional) Specifies the hostname or |P
address of the remote server.

Step 9

UCS-A /system/capability/cat-updater # set
path pathname/filename

(Optional) Specifiesthe path and file name of
the Capability Catalog file on the remote
server.

Step 10

UCS-A /system/capability/cat-updater #
restart

Restarts the Capability Catalog file update
operation.

Example

The following example changes the server | P address and restarts the Capability Catal og file update

operation:

Viewing a Capability Catalog Provider

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope system

Enters system command mode.
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Viewing a Capability Catalog Provider .

Command or Action

Purpose

Step 2

UCS-A /system # scope capability

Enters capability command mode.

Step 3

UCS-A /system/capability # show {chassis|
cpu | disk | fan | fru [iom | memory | psu |
server} [vendor model revision] [detail |

expand]

Displays vendor, model, and revision
information for all componentsin the specified
component category.

To view manufacturing and form factor details
for a specific component, specify the vendor ,
model , and revision with the expand

keyword. If any of these fields contains spaces,
you must enclose the field with quotation marks.

)

Note If the server contains one or more SATA devices, such asahard disk drive or solid state drive, the show disk
command displays ATA in the Vendor field. Use the expand keyword to display additional vendor

information.

Example

Thefollowing example liststhe installed fans and displays detailed information from the Capability

Catal og about a specific fan:

UCS- A# scope system
UCS- A / system # scope capability
UCS- A / system capability # show fan

HW Revi si on

Fan Modul e:

Vendor Model

Cisco Systens, Inc. N20- FANS

Cisco Systens, Inc. N10- FANL

Cisco Systens, Inc. N10- FAN2

Cisco Systens, Inc. N5K- C5548P- FAN
Cisco Systens, Inc. N5K- C5596P- FAN
Cisco Systens, Inc. UCS- FAN- 6248UP
Cisco Systens, Inc. UCS- FAN- 6296 UP

UCS- A / system capability # show fan "GCi sco Systens,

Fan Modul e:

Vendor: Cisco Systens, |nc.
Model : N10- FANL
Revision: 0

Equi prent Manuf act uri ng:
Name: Fan Modul e for UCS 6140 Fabric Interconnect

PI D: N10- FANL
VID: NA

Inc." N10-FANL O expand

Caption: Fan Mddule for UCS 6140 Fabric | nterconnect

Part Nunber: N10- FANL
SKU:  N10- FAN1L

CLEI :

Equi pnent Type:

Form Fact or:
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Depth (C): 6.700000
Hei ght (C): 1.600000
Wdth (C: 4.900000
Wi ght (C): 1.500000

UCS- A /system capability #

Obtaining Capability Catalog Updates from Cisco

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6
Step 7

Step 8

Procedure

In aweb browser, navigate to http://www.cisco.com.

Under Support, click All Downloads.

In the center pane, click Unified Computing and Servers.

If prompted, enter your Cisco.com username and password to log in.

In the right pane, click Cisco UCS Infrastructure and UCS Manager Software > Unified Computing
System (UCS) Manager Capability Catalog.

Click thelink for the latest release of the Capability Catalog.
Click one of the following buttons and follow the instructions provided:

» Download Now—Allows you to download the catalog update immediately
» Add to Cart—Adds the catal og update to your cart to be downloaded at alater time

Follow the prompts to complete your download of the catalog update.

What to do next
Update the Capability Catalog.

Updating the Capability Catalog from a Remote Location

You cannot perform a partial update to the Capability Catalog. When you update the Capability Catalog, all
components included in the catalog image are updated.

Procedure

Command or Action Purpose
Step 1 UCS-A# scope system Enters system command mode.
Step 2 UCS-A /system # scope capability Enters capability command mode.

Step 3 UCS-A /system/capability # update catalog | Imports and applies the specified Capability
URL Cata og file. Specify the URL for the operation
using one of the following syntax:
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Command or Action Purpose
« ftp:// username@hostname / path

« scp:// username@hostname / path
« sftp:// username@hostname / path
« tftp:// hostname : port-num/ path
* usbA:/ path
« ushB:/ path

When ausernameis specified, you are prompted
for a password.

Step 4 UCS-A /system/capability # show version (Optional) Displaysthe catalog update version.

Step 5 UCS-A /system/capability # show cat-updater | (Optional) Displays the update history for a
[filename] Capability Catalog file, if specified, or for al
Capability Catal og file update operations.

Cisco UCS Manager downloads the image and updates the Capability Catalog. You do not need to reboot
any hardware components.

Example

The following example uses SCP to import a Capability Catalog file:

UCS- A# scope system
UCS- A / system # scope capability
UCS- A / system capability # update catal og
scp://user1@92.0.2.111/ cat al ogs/ ucs-catal og.3.1.1a. T.bin
Passwor d:
UCS- A / system capability # show version
Cat al og:
Update Version: 3.1(1la)T

UCS- A / system capability # show cat-updater ucs-catalog.3.1.1a.T.bin

Cat al og Updater:
Fil e Nanme Pr ot ocol Server Userid St at us

ucs-catal og.3.1.1a. T.hin Scp 192.0.2.111 userl Success

UCS- A / system capability #
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CHAPTER 6

Troubleshoot Firmware

 Recovering Fabric Interconnect During Upgrade, on page 133
* Recovering 1O Modules During Firmware Upgrade, on page 140

Recovering Fabric Interconnect During Upgrade

If one or both fabric interconnects fail during failover or firmware upgrade, you can recover them by using
one of the following approaches:

* Recover afabric interconnect when you do not have aworking image on the fabric interconnect
 Recover afabric interconnect when you have a working image on the fabric interconnect
« Recover an unresponsive fabric interconnect during upgrade or failover

* Recover fabric interconnects from afailed FSM during upgrade with Auto Install

Recovering Fabric Interconnects When You Do Not Have Working Images on
The Fabric Interconnect or The Bootflash

You can perform these steps when both or any fabric interconnect goes down during firmware upgrade, gets
rebooted, and is stuck at the loader prompt, and you do not have working images on the fabric interconnect.

Procedure

Step 1 Reboot the switch, and in the console, press Ctrl+L asit boots to get the |oader prompt.

Note You may need to press the selected key combination multiple times before your screen displaysthe
loader prompt.

Example:

| oader >

Step 2 Required: Configure the interface to receive the kickstart image through TFTP.
a) Enter thelocal IP address and subnet mask for the system at the loader> prompt, and press Enter.
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Example:
| oader> set ip 10.104.105.136 255. 255. 255. 0

b) Specify the IP address of the default gateway.

Example:
| oader> set gw 10.104.105.1

c) Boot the kickstart image file from the required server.

Example:

| oader > boot
tftp://10.104. 105. 22/ tftpboot/ I mages. 3. 0. 2/ ucs- 6300- k9- ki ckstart.5. 0. 2. NL. 3. 02d56. bi n
swi t ch(boot) #

Note You do not need to do this step if you already have a kickstart image in the bootflash.

Step 3 Enter the init system command at the switch(boot)# prompt.
Thiswill reformat the fabric interconnect.

Example:

switch(boot)# init system

Step 4 Configure the management interface.
a) Change to configuration mode and configure the | P address of the mgmt0 interface.

Example:
swi tch(boot)# config t

swi tch(boot) (config)# interface ngnt0
b) Enter the ip address command to configure the local | P address and the subnet mask for the system.

Example:
switch(boot) (config-if)# ip address 10.104. 105. 136 255. 255. 255.0

¢) Enter the no shutdown command to enable the mgmtO interface on the system.

Example:

swi tch(boot) (config-if)# no shutdown

d) Enter theip default-gateway command to configure the IP address of the default gateway.

Example:

switch(boot) (config-if)# exit
switch(boot) (config)# ip default-gateway 10.104.105.1

€) Enter exit to exit to EXEC mode.

Example:
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Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

Recovering Fabric Interconnects When You Do Not Have Working Images on The Fabric Interconnect or The Bootflash .

swi tch(boot) (config)# exit

Copy the kickstart, system, and Cisco UCS Manager management images from the TFTP server to the
bootflash.

Example:

swi tch(boot)# copy

scp: / / <user name>@L0. 104. 105. 22/t f t pboot / | mages. 3. 0. 2/ ucs- 6300- k9- ki ckstart. 5. 0. 2. NL. 3. 02d56. bi n
boot fl ash: //

swi tch(boot)# copy

scp: /[ <user nane>@L0. 104. 105. 22/ t f t pboot / | mages. 3. 0. 2/ ucs- 6300- k9- syst em 5. 0. 2. N1. 3. 02d56. bi n
boot fl ash: //

swi tch(boot)# copy

scp: // <user nane>@l0. 104. 105. 22/ t f t pboot / | mages. 3. 0. 2/ ucs- manager - k9. 3. 0. 2d56. bi n boot fl ash: //

Create separate directories for installables and installables/switch in the bootflash.

Example:

swi tch(boot)# nkdir bootflash:installables
swi tch(boot)# nkdir bootflash:installabl es/sw tch

Copy the kickstart, system, and Cisco UCS Manager images to the installables/switch directory.

Example:

swi t ch(boot)# copy ucs-6300-k9-ki ckstart.5.0.2. NL. 3.02d56. bi n bootfl ash:install abl es/switch/
swi tch(boot)# copy ucs-6300-k9-system 5.0.2. N1. 3. 02d56. bi n bootfl ash:installabl es/sw tch/
swi tch(boot)# copy ucs-manager-k9. 3. 02d56. bi n bootfl ash:instal |l abl es/ sw tch/

Ensure that the management image is linked to nuova-sim-mgmt-nsg.0.1.0.001.bin.

nuova-sim-mgmt-nsg.0.1.0.001.bin is the name that the reserved system image uses, and it makes the
management image Cisco UCS Manager-compliant.

Example:

swi tch(boot)# copy bootflash:installabl es/sw tch/ucs-manager-k9. 3. 02d56. bi n
nuova- si m ngnt - nsg. 0. 1. 0. 001. bi n

Reload the switch.

Example:

swi tch(boot)# rel oad
This command will reboot this supervisor nmodule. (y/n) ? vy

Boot from the kickstart image.

Example:

| oader> dir

nuova- si m ngnt - nsg. 0. 1. 0. 001. bi n

ucs- 6300- k9- ki ckstart.5.0.2. NL. 3. 02d56. bi n

ucs- 6300- k9- system 5. 0. 2. N1. 3. 02d56. bi n

ucs- manager - k9. 3. 02d56. bi n

| oader > boot ucs-6300-k9-ki ckstart.5.0.2. NL. 3. 02d56. bi n
swi tch(boot) #
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Step 11

Step 12

Step 13

L oad the system image.

The Basic System Configuration Dialog wizard appears after the system image is completely loaded. Use
this wizard to configure the fabric interconnect.

Example:

swi tch(boot)# | oad ucs-6300-k9-system 5. 0.2. N1. 3. 02d56. bi n
Unconpr essi ng system i nage: bootfl ash:/ucs-6300-k9-system 5.0.2. NL. 3. 02d56. bi n

---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system Only mininal configuration including |P connectivity to
the Fabric interconnect and its clustering node is perforned through these steps.

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
Appl yi ng configuration. Please wait.

Configuration file - Ck

Loginto Cisco UCS Manager and download the firmware.

Example:

UCS- A# scope firnware
UCS-A /firmwvare # downl oad i nage scp://<user nane>@server ip>//<downl oaded i nage
| ocati on>/<infra bundl e name>
Passwor d:
UCS-A /firmwvare # downl oad i nage scp://<usernane>@server ip>//<downl oaded i nage
| ocati on>/ <b-series bundl e nanme>
Passwor d:
UCS-A /firmwvare # downl oad i nage scp://<user nane>@server ip>//<downl oaded i nage
| ocati on>/ <c-series bundl e nane>
Passwor d:
UCS-A /firmvare # show downl oad-t ask
Downl oad t ask:
Fil e Nane Protocol Server Userid State

ucs- k9-bundl e-b-series.3.0.2.B. bin

Scp 10. 104. 105. 22  abcdef gh Downl oadi ng
ucs- k9-bundl e-c-series.3.0.2.C bin

Scp 10. 104. 105. 22  abcdef gh Downl oadi ng
ucs-k9-bundl e-infra.3.0.2. A bin

Scp 10. 104. 105. 22  abcdef gh Downl oadi ng

UCS-A /firmvare #

After the firmware download is complete, activate the fabric interconnect firmware and Cisco UCS Manager
firmware.

This step updates Cisco UCS Manager and the fabric interconnects to the version you want, and then reboots
them.

Example:

UCS- A# scope fabric-interconnect a

UCS-A /fabric-interconnect* # activate firnmware kernel -version 5.0(2)NL(3.02d56)
i gnor econpcheck

Warni ng: When committed this command will reset the end-point
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UCS-A /fabric-interconnect* # activate firmvare systemversion 5.0(2)NL1(3.02d56)
i gnor econpcheck

Warning: When committed this command will reset the end-point

UCS-A /fabric-interconnect* # commit-buffer

UCS-A /fabric-interconnect # exit

UCS- A# scope system
UCS- A / system # show i nage

Nanme Type Ver si on

ucs- manager - k9. 3. 02d56. bi n System 3.0(2d)
UCS-A /system # activate firmmvare 3.0(2d) ignoreconpcheck

The version specified is the same as the running version

UCS-A /system # activate firmmvare 3.0(2d) ignoreconpcheck

The version specified is the same as the running version

UCS- A /system #

Recovering Fabric Interconnect During Upgrade When You have Working
Images on the Bootflash

You can perform these steps when both or any fabric interconnect goes down during firmware upgrade, gets
rebooted, and is stuck at the loader prompt.

Before you begin

You must have working images on the bootflash to perform these steps.

Procedure

Step 1 Reboot the switch, and in the console, press Ctrl+L asit boots to get the loader prompt.
Note You may need to press the selected key combination multiple times before your screen displaysthe
loader prompt.

Example:

| oader >

Step 2 Run the dir command.
Thelist of available kernel, system, and Cisco UCS Manager images in the bootflash appears.

Example:

| oader> dir

nuova-si mngnt - nsg. 0. 1. 0. 001. bin

ucs- 6300- k9- ki ckstart.5.0.2. NL. 3. 02d56. bi n
ucs- 6300- k9-system 5. 0. 2. N1. 3. 02d56. bi n
ucs- manager - k9. 3. 02d56. bi n

Step 3 Boot the kernel firmware version from the bootflash.
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Step 4

Step 5

Step 6

Note Any kernel image available here will be aworking image from which you can boot.

Example:
| oader > boot ucs-6300-k9-kickstart.5.0.2.NL. 3.02d56. bi n

Ensure that the management image is linked to nuova-sim-mgmt-nsg.0.1.0.001.bin.

nuova-sim-mgmt-nsg.0.1.0.001.bin is the name that the reserved system image uses, and it makes the
management image Cisco UCS Manager-compliant.

Example:
swi tch(boot)# copy ucs-nmanager-k9. 1. 4. 1k. bi n nuova- si m ngnt - nsg. 0. 1. 0. 001. bi n

L oad the system image.

Example:
switch(boot)# | oad ucs-6300-k9-system 5.0. 2. N1. 3. 02d56. bi n

Loginto Cisco UCS Manager and update your fabric interconnect and Cisco UCS Manager software to the
version that you want.

Recovering Unresponsive Fabric Interconnects During Upgrade or Failover

Step 1

Step 2
Step 3

Step 4

Step 5

During upgrade or failover, avoid performing the following tasks because they introduce additional risk:
* Pmon stop/start

* FI reboots — power cycle or CLI

* HA failover

Procedure

If the httpd_cimc.sh processislost, as documented in CSCup70756, you lose access to the KVM. Continue
with the failover or contact Cisco Technical Assistance.

If you lose access to the KVM on the primary side, continue with the failover to resolve the issue.

If KVM is needed or is down on the subordinate side, start only that service using the debug plugin. Contact
TAC to run the debug image.

If the/dev/null issueis encountered, as documented in CSCuo50049, fix the rightsto 666 with the debug-plugin
at both stepsif required. Contact Cisco Technical Assistance to run debug commands.

If both CSCup70756 and CSCuo050049 are encountered, it can cause VIP loss. If the VIP islost, do the
following:

a. Accessthe primary physical address through the GUI and use the GUI to verify all |O Module backplane
ports recovered.

b. If the GUI isdown, verify |O Module backplane ports with the NXOS show fex detail command.
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c. Perform the workaround and verify that the cluster state is UP on both fabric interconnects.

d. If the cluster state is UP on both fabric interconnects, continue the upgrade by reacknowledging the
primary fabric interconnect reboot using the SSH CL 1 syntax:

UCS- A# scope firmare

UCS-A /firmvare # scope auto-install

UCS-A /firmvare/ auto-install # acknow edge primary fabric-interconnect reboot
UCS-A /firnmware/ auto-install* # conmit-buffer

UCS-A /firnmware/auto-install #

Recovering Fabric Interconnects From a Failed FSM During Upgrade With

Auto Install

Step 1

Step 2

You can perform these steps when all the following occur:

* You are upgrading or downgrading firmware using Auto Install between Cisco UCS Manager Release
3.1(2) and Release 3.1(3) while a service pack isinstalled on the fabric interconnects.

« Both or any fabric interconnect goes down because of an FSM failure or multiple retriesin the
DeployPollActivate stage of the FSM

Procedure

When the FSM fails, or when multiple retries are observed in the DeployPoll Activate stage of the FSM on
the subordinate fabric interconnect, do the following:

a) Clear the startup version of the default infrastructure pack and the service pack.

Example:

UCS- A# scope org

UCS-A /org # scope fwinfra-pack default

UCS-A /org/ fwinfra-pack # set infra-bundle-version ""
UCS-A /org/ fwinfra-pack* # comit-buffer

b) Remove the service pack from the subordinate fabric interconnect.

Example:

UCS- A# scope fabric-interconnect b
UCS- A# /fabric-interconnect # renmove service-pack security
UCS- A# [fabric-interconnect* # conmit-buffer

Upgrade the infrastructure firmware using the force option through Auto Install.

Example:

UCS- A# scope firmare

UCS-A /firmvare # scope auto-install

UCS-A /firmwvare/auto-install # install infra infra-vers 3.1(3a)A force

This operation upgrades firmware on UCS Infrastructure Conponents

(UCS nanager, Fabric |Interconnects and | Q).

Here is the checklist of things that are recommended before starting Auto-Install
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Step 3

Step 4

(1) Review current critical/mjor faults

(2) Initiate a configuration backup

(3) Check if Managenent Interface Monitoring Policy is enabled

(4) Check if there is a pending Fabric |nterconnect Reboot activitiy

(5) Ensure NTP is configured

(6) Check if any hardware (fabric interconnects, io-nodules, servers or adapters) is
unsupported in the target rel ease

Do you want to proceed? (yes/no): yes

Triggering Install-Infra wth:

Infrastructure Pack Version: 3.1(3a)A

Acknowledge the reboot of the primary fabric interconnect.

Example:

UCS-A /firmnare/ auto-install # acknow edge prinmary fabric-interconnect reboot
UCS-A /firmmvare/ auto-install* # comm t-buffer
UCS-A /firmwvare/ auto-install #

When the FSM fails, or when multiple retries are observed in the DeployPollActivate stage of the FSM on
the current subordinate fabric interconnect, do the following:

a) Clear the startup version of the default infrastructure pack and the service pack.

Example:

UCS- A# scope org

UCS-A /org # scope fwinfra-pack default

UCS-A /org/fwinfra-pack # set infra-bundle-version ""
UCS- A /org/fwinfra-pack* # conmit-buffer

b) Remove the service pack from the current subordinate fabric interconnect.

Example:

UCS- A# scope fabric-interconnect a
UCS- A# [fabric-interconnect # renpve service-pack security
UCS- A# [fabric-interconnect* # commit-buffer

Both fabric interconnects will now reflect Release 3.1(3) firmware and the default service pack for Running
and Startup versions.

Recovering 10 Modules During Firmware Upgrade

You can recover an |O Module during firmware upgrade by resetting it from a peer IO Module. Afteritis
reset, it can derive the configuration from the fabric interconnect.

Resetting an 1/0 Module from a Peer 1/0 Module

Sometimes, 1/0 module upgrades can result in failures or 1/O modules can become unreachable from Cisco
UCS Manager due to memory leaks. You can reboot an I/O module that is unreachable through its peer 1/0
module.

Resetting the I/0 modul e restores the 1/0 modul e to factory default settings, deletes all cache files and
temporary files, but retains the size-limited OBFL file.

. Cisco UCS Manager Firmware Management Using the CLI, Release 3.2
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Resetting an I/0 Module from a Peer 1/0 Module .

Procedure

Step 1 In the Navigation pane, click Equipment.

Step 2 Expand Equipment > Chassis> Chassis Number > 10 Modules.
Step 3 Choose the peer I/0 module of the 1/0O module that you want to reset.
Step 4 In the Work pane, click the General tab.

Step 5 Inthe Actions area, click Reset Peer 10 Module.

Cisco UCS Manager Firmware Management Using the CLI, Release 3.2 .
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